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Subscriptions and external links help drive resentful
users to alternative and extremist YouTube channels
Annie Y. Chen1, Brendan Nyhan2*, Jason Reifler3, Ronald E. Robertson4,5, Christo Wilson5

Do online platforms facilitate the consumption of potentially harmful content? Using paired behavioral and
survey data provided by participants recruited from a representative sample in 2020 (n = 1181), we show
that exposure to alternative and extremist channel videos on YouTube is heavily concentrated among a small
group of people with high prior levels of gender and racial resentment. These viewers often subscribe to these
channels (prompting recommendations to their videos) and follow external links to them. In contrast, nonsub-
scribers rarely see or follow recommendations to videos from these channels. Our findings suggest that You-
Tube’s algorithms were not sending people down “rabbit holes” during our observation window in 2020,
possibly due to changes that the company made to its recommender system in 2019. However, the platform
continues to play a key role in facilitating exposure to content from alternative and extremist channels
among dedicated audiences.
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INTRODUCTION
What role do technology platforms play in exposing people to
dubious and hateful information and enabling its spread? Concerns
have grown in recent years that online communication is exacerbat-
ing the human tendency to engage in preferential exposure to con-
genial information (1–3). These concerns are particularly acute on
social media, where people may be especially likely to view content
about topics such as politics and health that is false, extremist, or,
otherwise, potentially harmful. The use of algorithmic recommen-
dations and platform affordances such as following and subscribing
features may enable this process by helping people to find potential-
ly harmful content and helping content creators build andmonetize
an audience for it.

These concerns are particularly pronounced for YouTube, the
most widely used social media platform in the United States (4).
Critics highlight the popularity of extreme and harmful content
such as videos by white nationalists on YouTube, which they
often attribute to the recommendation system that the company
itself says is responsible for 70% of user watch time (5). Many
fear that these algorithmic recommendations are an engine for rad-
icalization. For instance, the sociologist Tufekci (6) wrote that the
YouTube recommendation system “may be one of the most power-
ful radicalizing instruments of the 21st century”. These claims seem
to be supported by reports that feature descriptions of recommen-
dations to potentially harmful videos and accounts of people whose
lives were upended by content they encountered online (7–9).

YouTube subsequently announced changes in 2019 to “reduce
the spread of content that comes close to—but does not quite
cross the line of—violating our Community Guidelines” (10). It
claimed that these interventions resulted in a 50% drop in watch
time from recommendations for “borderline content and harmful
misinformation” (11) and a 70% decline in watch time from

nonsubscribed recommendations (12). However, these claims
have not been independently evaluated using behavioral data, nor
have the implications or caveats of “nonsubscribed recommenda-
tions” been sufficiently explored.

In general, questions remain about the size and composition of
the audience for potentially harmful videos on YouTube following
these changes, the manner in which people reach those videos, and
the role of the recommendation system in that process. Studies show
that sites such as Twitter and Facebook can amplify tendencies
toward extreme opinions or spread false information (13, 14), al-
though the extent of these effects and the prevalence of exposure
are often overstated (15–17). YouTube may operate differently,
though, given its focus on video and the central role of its recom-
mendation system (18, 19). Browsing data have documented the ex-
istence of a sizeable audience of dedicated far-right news consumers
on YouTube who often reach extremist videos via external links
(20), but these data lack information about the recommendations
shown to users by YouTube or the channels the users follow (a
key source of recommendations). Random walk simulations con-
ducted during and after 2019 found that problematic content was
reachable, but its prevalence in recommendations fell during this
period (21). Research conducted after 2019 found that watching
videos promoting misinformation still led to recommendations of
similar videos on some topics, although their overall prevalence
among recommendations was low (22–25). We build on these
studies, seeking to determine the extent to which YouTube’s goal
of “reduc[ing] recommendations of borderline content and
harmful misinformation” has been met using a distinct measure-
ment approach (12).

This study advances scientific understanding of the audience for
potentially harmful content on YouTube and the manner in which
people are exposed to it. We pair individual-level viewer histories
and the associated video recommendations shown with survey
data from a sample of 1181 U.S. respondents who were weighted
to resemble the U.S. adult population on key demographic traits.
This research design allows us to examine the association between
demographic and attitudinal variables, especially gender and racial
resentment, and YouTube consumption behavior. Using these data,
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we address three limitations of prior research in the field. First, prior
work has not taken YouTube users’ channel subscriptions into
account, a key indicator of user demand for specific types of
content and a major factor in what recommendations are shown
to users. We address this point by inferring the channels that our
participants subscribe to and stratifying our analysis of recommen-
dations along this axis. Second, existing work has either relied on
data from controlled experiments and random walks—which lack
ecological validity—or browsing histories that lack data on video
recommendations. Our dataset offers the ecological validity that
comes from directly observing user behavior on YouTube, provid-
ing the first direct evidence of the extent to which real-world algo-
rithmic recommendations push people toward potentially harmful
content. Third, prior fears about the frequency of “rabbit holes” are
based on anecdotes and lack a precise definition. We address this
problem by constructing a specific set of rules to define a rabbit
hole event. This definition builds on and reaffirms prior work
(21, 24–26), and we applied it to our dataset to measure the preva-
lence of radicalization rabbit holes among U.S. YouTube users
in 2020.

Our sample of 1181 participants is recruited from a sample of
4000 YouGov panelists, including oversamples of two groups
whom we identified as especially likely to be exposed to potentially
harmful video content: (i) people who previously expressed high
levels of gender and/or racial resentment and (ii) those who indicat-
ed they used YouTube frequently. Participants voluntarily agreed to
install a custom browser extension in Chrome or Firefox that mon-
itored their web browsing behavior. The study was conducted from
21 July to 31 December 2020 (i.e., after the 2019 changes to You-
Tube’s algorithm); respondents were enrolled in data collection
for a median of 133 days. (See Materials and Methods below for
further details on measurement. We provide descriptive statistics
on study participants and their browser activity data availability
and aggregate consumption patterns in the Supplementary
Materials.)

We report two key findings. First, we replicate findings from
Hosseinmardi et al. (20) concerning the overall size of the audience
for alternative and extreme content and enhance their validity by
examining participants’ attitudinal variables. Although almost all
participants use YouTube, videos from alternative and extremist
channels are overwhelmingly watched by a small minority of partic-
ipants with high levels of gender and racial resentment. Within this
group, total viewership is heavily concentrated among a few individ-
uals, a common finding among studies examining potentially
harmful online content (27). Similar to prior work (20), we
observe that viewers often reach these videos via external links
(e.g., from other social media platforms). In addition, we find that
viewers are often subscribers to the channels in question. These
findings demonstrate the scientific contribution made by our
study. They also highlight that YouTube remains a key hosting pro-
vider for alternative and extremist channels, helping them continue
to profit from their audience (28, 29) and reinforcing concerns
about lax content moderation on the platform (30).

Second, we investigate the prevalence of rabbit holes in You-
Tube’s recommendations during the fall of 2020. We rarely
observe recommendations to alternative or extremist channel
videos being shown to, or followed by, nonsubscribers. During
our study period, only 3% of participants whowere not already sub-
scribed to alternative or extremist channels viewed a video from one

of these channels based on a recommendation. On one hand, this
finding suggests that unsolicited exposure to potentially harmful
content on YouTube in the post-2019 era is rare, in line with find-
ings from prior work (24, 25). On the other hand, even low levels of
algorithmic amplification can have damaging consequences when
extrapolated over YouTube’s vast user base and across time (20).
Further, it may be the case that the susceptible population was
already radicalized during YouTube’s pre-2019 era. Last, given the
limitations of our study, our results must be interpreted as a lower
bound on rabbit hole events, which suggests that YouTube may still
need to do more to remove “borderline” content from
recommendations.

RESULTS
Study participants completed a public opinion survey and installed
a browser extension that recorded their browser activity (n = 1181;
see Materials and Methods for details on sampling and recruit-
ment). The browser extension passively logged user page views, in-
cluding the full uniform resource locator (URL) and a timestamp
and collected hypertext markup language (HTML) snapshots
when users viewed YouTube videos, allowing us to examine the
video recommendations that participants received. This combina-
tion of passive monitoring and HTML snapshots provides us with
the ability to measure not only what respondents watched but also
what YouTube showed them before that action.

Exposure levels
Although 91% [95% confidence interval (CI), 89.6 to 92.8] of study
participants visited YouTube, the vast majority did not view any al-
ternative or extremist channel videos. Only 15.4% (95% CI, 13.4 to
17.5) of the sample for whom we have browser activity data (n =
1181) viewed any video from an alternative channel, and only
6.1% (95% CI, 4.8 to 7.5) viewed any video from an extremist
channel. By comparison, 43.5% (95% CI, 40.7 to 46.3) viewed at
least one video from a mainstream media channel. (See Materials
and Methods for how channel types were defined and how view
history and watch time were defined.) Videos from mainstream
media channels account for 3.57% (95% CI, 3.54 to 3.60) of
videos watched in our sample—a figure that falls between recent es-
timates that 2.9 to 11% of videos watched on YouTube are news (20,
31). The corresponding numbers for videos from alternative and ex-
tremist channels are 2.96% (95% CI, 2.93 to 2.99) and 0.51% (95%
CI, 0.50 to 0.52), respectively [similar to estimates from 2019 (20)].

The audience for alternative and extremist channels is skewed
toward people who subscribe to the channel in question or one
like it, which we determine by inspecting whether the subscription
button is activated when a participant views a video from that
channel (see Materials and Methods for more details). Among the
set of people who saw at least one extremist channel video during
the study period, for instance, 51.7% (95% CI, 39.7 to 63.6) watched
a video from an extremist channel to which they subscribed. Simi-
larly, 39.0% (95% CI, 31.6 to 46.4) of alternative channel viewers
watched at least one video from an alternative channel to which
they subscribed.

Figure 1 illustrates this point in a different way by disaggregating
video views according to both channel type and subscription status.
We observe that 60.8% (95% CI, 60.2 to 61.5) of views for videos
from alternative channels and 54.7% (95% CI, 53.1 to 56.2) of
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views for videos from extremist channels come from subscribers to
the channel in question. If we instead define subscribers to include
all people who subscribe to at least one channel of the type in ques-
tion, then the proportion of views from subscribers increases to
92.9% (95% CI, 92.6 to 93.1) for alternative channels and 84.7%
(95% CI, 83.8 to 85.5) for extremist channels. These patterns for al-
ternative and extremist channels are distinct from mainstream
media channels, which receive 38.4% (95% CI, 37.7 to 39.1) of
their views from people who do not subscribe to any channel in
the category.

Among participants who viewed at least one video from either an
alternative channel or an extremist channel, the time spent watching
videos of that type was relatively low and concentrated among sub-
scribers. Mean time spent watching alternative videos among
people who viewed at least one video from an alternative channel
was 25.7 (95% CI, 13.6 to 37.8) min/week, with means of 62.2
(95% CI, 33.2 to 91.3) min/week for subscribers to one or more al-
ternative channels and 0.2 (95% CI, 0.1 to 0.4) min/week for non-
subscribers. Similarly, mean time spent watching extremist videos
among participants who viewed at least one video from an extremist
channel was 8.1 (95% CI, 3.5 to 12.7) min/week for extremist
channel videos, which was divided between 14.6 (95% CI, 5.1 to
24.0) min/week for subscribers and 0.04 (95% CI, 0.01 to 0.07)
min/week for nonsubscribers. The comparison statistics are 11.9
(95% CI, 7.3 to 16.5) min/week for mainstream media channel
videos and 214.2 (95% CI, 169.2 to 259.2) min/week for videos
from other channels. As noted above, however, these data are
highly skewed: The median time spent watching was 1.1 (95% CI,
0.4 to 3.5) min/week for alternative channel videos among alterna-
tive channel video viewers and 0.6 (95% CI, 0.2 to 5.5) min/week for
extremist channel videos among extremist channel video viewers.

These results mirror those from Hosseinmardi et al. (20), who ob-
served the same ordering, in terms of video watch time, for anti-
woke (i.e., alternative), far right (i.e., extreme), and mainstream
news sources, from most to least watched.

Viewership of potentially harmful videos on YouTube is heavily
concentrated among a few participants, mirroring patterns ob-
served on YouTube over the 2016–2019 time frame (20), Twitter
and untrustworthy websites (32, 33), and news content generally
(31, 34). As Fig. 2 indicates, 1.7% (95% CI, 0.0 to 5.6) of participants
account for 80% of total time spent on videos from alternative chan-
nels. This imbalance is even more severe for extremist channels,
where 0.6% (95% CI, 0.0 to 4.6) of participants were responsible
for 80% of total time spent on these videos. Skew is similar when
we examine view counts (fig. S16) rather than time spent on
videos—1.9% (95% CI, 0.0 to 5.8) and 1.1% (95% CI, 0.0 to 5.0)
of participants were responsible for 80% of alternative and extremist
channel viewership, respectively. We observe a similar pattern of
concentration for mainstream media consumption—only 3.8%
(95% CI, 0.0 to 7.7) of participants account for 80% of the total
views. (We provide a more detailed analysis of the viewership pat-
terns of these “superconsumers” in the Supplementary Materials.)

Correlates of exposure
We next evaluate demographic and attitudinal factors that are po-
tentially correlated with time spent watching videos from alterna-
tive, extremist, and mainstream media channels. We focus
specifically on hostile sexism, racial resentment, and negative feel-
ings toward Jews—three factors that may make people vulnerable to
the types of messages offered by alternative and extremist channels,
which often target women, racial and ethnic minorities, and Jews
(35, 36). Negative attitudes toward these outgroups may make

Fig. 1. Distribution of video views by subscription status and channel type. Weighted percentages of views for videos from each type of channel that come from
people who are subscribed to that channel (crosshatches), who subscribe to one or more different channels of the same type but not the channel currently being viewed
(hatches), and who do not subscribe to any channel of that type (no hatches). Each estimate includes the corresponding 95% CI (unweighted N = 1,097,849). Total view
counts are displayed at the bottom of each bar. Total views for videos of that type as a percentage of all views are displayed under the channel labels.
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people vulnerable to the types of messages offered by alternative and
extremist channels. We therefore estimate the statistical models re-
ported below on the subset of 851 respondents for whom prior scale
measures of hostile sexism and racial resentment are available from
the 2018 Cooperative Congressional Election Study. (Details on
survey wording and measurement, including the wording for
these scales, are provided in Materials and Methods below; feelings
toward Jews are measured using a feeling thermometer.)

We estimate models measuring the association between the
average time per week that respondents spent on videos from alter-
native, extremist, or mainstream media channels and the measures
listed above as well as relevant demographic characteristics: age, sex
(male or not male), race (white or non-white), and indicators for
different levels of education above high school (some college, bach-
elor’s, or post-grad). Results of the quasi-poisson models that we
estimate, which account for the skew in video watch time, are
shown in Fig. 3. (See fig. S9 for equivalent results for the number
of views of videos from alternative and extremist channels.)

The results indicate that prior levels of hostile sexism are signifi-
cantly associated with time spent on videos from alternative chan-
nels (b = 1.7; 95% CI, 1.0 to 2.4) and time spent on videos from
extremist channels (b = 1.6; 95% CI, 0.4 to 2.8) but not time
spent watching mainstream media channels (b = 0.0; 95% CI,
−0.6 to 0.6). This relationship, which is consistent with the com-
menter overlap observed between men’s rights antifeminist chan-
nels and alt-right channels on YouTube (37), is not observed for
prior levels of racial resentment when controlling for hostile

sexism. However, both hostile sexism and racial resentment are pos-
itively associated with time spent on videos and number of views of
videos from alternative and extremist channels when entered into
statistical models separately (see tables S6 and S7). Last, we find
no association between feelings toward Jews and viewership of
any of these types of channels.

Figure 4 illustrates the relationship between prior levels of hostile
sexism and time spent per week watching videos from alternative or
extremist channels using the model results described above. When
hostile sexism is at its minimum value of 1, expected levels are 0.4
[95% prediction interval (PI), 0.1 to 2.8] min/week spent watching
alternative channel videos and 0.08 (95% PI, 0.002 to 3.077) min/
week for extremist channel videos. These predicted values increase
to 383.0 (95% PI, 75.9 to 1933.1) and 51.0 (95% PI, 7.4 to 353.0)
min/week, respectively, when hostile sexism is at its maximum
value of 5 (with the greatest marginal increases as hostile sexism
reaches its highest levels).

Recommendations and YouTube rabbit holes
Critics of YouTube have emphasized the role of its algorithmic rec-
ommendations in leading people to potentially harmful content.
We therefore measure which types of videos YouTube recommend-
ed to participants and how often those recommendations were fol-
lowed. Next, we specifically count how often people follow
recommendations to more extreme channels to which they do not
subscribe in a manner that is consistent with the rabbit hole narra-
tive. Last, we disaggregate YouTube recommendations and

Fig. 2. Concentration of exposure to alternative and extremist channels.Weighted empirical cumulative distribution function showing the percentage of participants
responsible for a given level of total observed video viewership of alternative and extremist channels on YouTube (in minutes). Each estimate includes the corresponding
95% CI (unweighted N = 1181). Inset graph shows the same data using a log scale for the weighted empirical cumulative distribution function.
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following behavior based on subscription status. In general, we find
that recommendations to alternative and extremist channel videos
are rare and frequently shown to and followed by people who
already subscribe to those channels.

We disaggregate the recommendations shown to participants by
the type of video on which the recommendation appears, which
appears to play a large role in determining what YouTube recom-
mends. As Fig. 5A shows, there are relatively few recommendations
to alternative and extremist videos. As Fig. 5B shows, recommenda-
tions to alternative and extremist channel videos are very rare when
watching videos frommainstreammedia or other types of channels,
which, together, make up 96.4% (95% CI, 96.3 to 96.4) of views in
our sample. Recommendations to alternative and extremist channel
videos are much more common, however, when people are already
viewing videos from alternative and extremist channels, which
make up 2.96% (95% CI, 2.93 to 2.99) and 0.51% (95% CI, 0.50 to
0.52) of views, respectively. Just under half (47.9%; 95% CI, 47.6 to
48.3) of recommendations when viewing an alternative channel
video point to another alternative channel video, while 41.1%
(95% CI, 40.3 to 41.8) of recommendations follow the same

pattern for extremist channel videos. Substantively similar patterns
of recommendations have been observed in randomwalk studies on
YouTube (24, 26).

Figure S6 provides corresponding statistics for the proportion of
recommendations followed by channel type. As expected, the
people who are already watching alternative and extremist
channel videos are especially likely to follow recommendations to
other alternative or extremist channel videos. Among people who
were watching alternative channel videos, 53.7% (95% CI, 49.1 to
58.4) of recommendations followed were to alternative or extremist
channel videos [compared to 50.3% (95% CI, 50.0 to 50.6) of rec-
ommendations shown]. Correspondingly, 73.8% (95% CI, 67.7 to
79.9) of recommendations followed from extremist channel
videos were to other extremist or alternative channel videos
[versus 54.3% (95% CI, 53.6 to 54.9) of recommendations
shown]. The probability of following a recommendation to such a
video by people not already watching an alternative or extremist
channel video was negligible. (We disaggregate recommendations
and follows by recommendation rank in figs. S17 and S18.)

Fig. 3. Predictors of video watch time. Quasi-poisson regression coefficients for correlates of the amount of time respondents spent on videos from alternative, ex-
tremist, and mainstream media channels in minutes per week. Figure includes 95% CIs calculated from robust SEs (unweighted N = 851). All results incorporate survey
weights. Asterisks indicate coefficients that are significant at the P < 0.05 level. See table S2 for regression table.
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Next, we more directly test how often YouTube video recom-
mendations create rabbit holes in which people are shown more
extreme content than they would otherwise encounter. Specifically,
we define four conditions that must be met to constitute a rabbit
hole and report how often these criteria are met when applied
sequentially:

1) A participant followed a recommendation to an alternative or
extremist channel video: 0.17% (95% CI, 0.16 to 0.18) of all video
visits among 7.3% (95% CI, 5.7 to 8.8) of participants;

2) The recommendation that the participant followed moved
them to a more extreme channel type (i.e., {mainstream media,
other} → {alternative} or {mainstream media, other, alternative}
→ {extreme}): 0.07% (95% CI, 0.06 to 0.08) of all video visits
among 5.4% (95% CI, 4.1 to 6.8) of participants;

3) The participant does not subscribe to the channel of the rec-
ommended video: 0.02% (95% CI, 0.016 to 0.023) of all video visits
among 4.7% (95% CI, 3.4 to 6.0) of participants;

4) The participant does not subscribe to any channels of the
same type (i.e., alternative or extremist) as the recommended
video: 0.01% (95% CI, 0.007 to 0.011) of all video visits among
only 3.0% (95% CI, 2.0 to 4.0) of participants.

On the basis of these strict criteria, we observe very few cases of
rabbit hole events. As noted above, the set of events that meet all
four criteria for alternative and extremist channel videos represents
only 0.01% of all video visits and was observed among only 3.0% of
participants. The set of these sequences that specifically ended in
exposure to an extremist channel video represented only 0.002%
(95% CI, 0.001 to 0.003) of all visits and was only observed
among 1.0% (95% CI, 0.3 to 1.8) of participants. (We provide qual-
itative accounts of three such sequences in the Supplementary Ma-
terials and an analysis showing no trend toward greater exposure to
alternative or extremist channel videos in longer YouTube sessions.)

We observe that recommendations to videos from alternative
and extremist channels are frequently shown to channel subscrib-
ers—the same group that is most likely to follow those recommen-
dations. As Fig. 6 demonstrates, people who subscribe to at least one
alternative channel received 53.1% (95% CI, 52.9 to 53.3) of all al-
ternative channel video recommendations and represented 67.2%
(95% CI, 63.9 to 70.5) of the cases in which a participant followed
a recommendation to an alternative channel video. This skew was
somewhat smaller for extremist channel videos—subscribers to one
or more extremist channels saw 44.7% (95% CI, 44.1 to 45.2) of rec-
ommendations to videos from extremist channels and made up
49.0% (95% CI, 43.2 to 54.9) of the cases in which respondents fol-
lowed a recommendation to watch such a video. These figures are
generally larger than those observed for mainstream media chan-
nels or other types of channels.

Internal and external referrers
Last, we replicate and expand an analysis conducted by Hossein-
mardi et al. (20) that measures the process by which people come
to watch alternative and extremist videos on YouTube. As in prior
work, we denote the page that people viewed immediately before a
video being opened (within an existing browser tab or within a new
tab) as the “referrer” and distinguish between “on-platform” refer-
rers (a YouTube channel page, the YouTube homepage, a YouTube
search page, or another YouTube video) and “off-platform” refer-
rers that are not part of the YouTube domain such as search
engines, webmail sites, mainstream social media sites (e.g., Face-
book, Twitter, and Reddit), or alternative social media sites (e.g.,
Parler, Gab, and 4chan). The complete list of external referrers in
each category can be found in table S10. Details on how we identify
referrers are provided in Materials and Methods below.

Fig. 4. Hostile sexism as predictor of alternative and extremist channel viewing. Predictions are estimated from the quasi-poisson regressionmodels in Fig. 3 holding
other covariates at their median (continuous variables) and modal (categorical variables) values. Colored bands represent 95% robust CIs. All results incorporate
survey weights.
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We find that off-platform referrers are responsible for approxi-
mately half of all views of alternative and extremist channel videos, a
finding that is roughly consistent with YouTube’s statement that
“borderline content gets most of its views from other platforms
that link to YouTube” (38). Our finding is slightly higher than the
36 to 41% external referrers for alternative and extreme videos ob-
served by Hosseinmardi et al. (20), but we include referrals from
non-YouTube search engines in our total, while Hosseinmardi
et al. (20) do not. That said, as we show in Fig. 7, 52.4% (95% CI,
51.9 to 52.9) and 46.6% (95% CI, 45.2 to 47.7) of referrals to alter-
native and extremist channel videos, respectively, were from off-
platform sources, which is only somewhat higher than off-platform
referrals for videos frommainstream media (41.7%; 95% CI, 41.3 to
42.2) or other channels (41.1%; 95% CI, 41.0 to 41.2).

With respect to on-platform referrers, we observe frequent
within-category referrals by video type, with 19.6% (95% CI, 19.2
to 20.0) of referrals to alternative channel videos coming from
other alternative channel videos, 21.3% (95% CI, 20.3 to 22.4) of re-
ferrals to extremist channel videos coming from other extremist
channel videos, and 25.6% (95% CI, 25.2 to 26.0) of referrals to
mainstream media channel videos coming from other mainstream
media channel videos. This is broadly consistent with results from
random walk studies on YouTube that have examined recommen-
dations between different types of videos (24, 26). We observe 3.8%
(95% CI, 3.3 to 4.3) of referrals to extremist channel videos coming
from alternative channel videos, but only 0.8% (95% CI, 0.7 to 0.9)
of referrals to alternative channel videos coming from extremist
channel videos, which suggests that it is rare for our participants
to move from more to less extreme content in this manner. Last,
we observe that alternative, extremist, and mainstream media

channel videos all receive roughly equal referrals from videos in
other channels (10.0 to 12.8%) and other on-platform sources
(15.1 to 19.1%). Overall, these results are also broadly similar to
those Hosseinmardi et al. (20), who found that 36 to 39% of referrals
to alternative and extreme videos came from other videos, while 21
to 23% of referrals came from other on-platform sources.

Figure 7 reports the proportion of views to each type of YouTube
channel video (alternative, extremist, mainstreammedia, and other)
from each type of referrer. This analysis allows us to determine
which types of referrers are unusually (un)common across
channel types. On-platform, we note that the YouTube homepage,
YouTube search, and other YouTube videos are relatively less fre-
quent sources of referrals to alternative and extremist channel
videos than videos from mainstream media channels and other
channels. In contrast, channel pages are a more common referral
source to alternative and extremist channel videos. Similar to quan-
titatively similar findings by Hosseinmardi et al. (20), this highlights
that participants arrive at alternative and extremist videos from a
variety of referrers, not only YouTube recommendations.

Among off-platform referrers, social media platforms stand out
as playing an especially important role in referring people to alter-
native and extremist channel videos. Participants are disproportion-
ately more likely to reach alternative channel videos via mainstream
social media sites and to reach extremist channel videos via alterna-
tive social media sites compared with videos from other types of
channels. For instance, 9.3% (95% CI, 8.6 to 10.0) of extremist
channel video views were preceded by a visit to an alternative
social media site despite their limited reach. Platforms such as
Gab and 4chan may attract extremist users in part due to their lax
content moderation policies. These results supplement those from

Fig. 5. Recommendation frequency by type of channel being watched.Number of colored tiles shown are proportional to the proportion of recommendations shown
for each type of video when watching videos from alternative, extremist, mainstream media, or other channels. (A) summarizes the percentage of recommendations
shown by channel type and (B) disaggregates the recommendations shown by channel type for the video being watched. Results are based on the full set of recom-
mendations that we could extract from each video and incorporate survey weights. Each category estimate includes the corresponding 95% CI (unweighted N
= 8,303,137).
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Hosseinmardi et al. (20), who found that alternative and extreme
news websites generated many of the off-platform referrals to the
corresponding types of videos on YouTube.

DISCUSSION
Using web browsing data collected in 2020, we provide behavioral
measures of exposure to videos from alternative and extremist chan-
nels on YouTube. These data enable us to measure exposure to po-
tentially harmful content on the platform and to analyze the role of
YouTube’s algorithms in facilitating exposure to that content after
reported changes to the recommendation system in 2019.

Our data indicate that many alternative and extremist channels
remain on the platform and attract a small but active audience of
individuals who expressed high levels of hostile sexism and racial
resentment in survey data collected in 2018. These participants fre-
quently subscribe to the channels in question, generating more fre-
quent recommendations. By continuing to host these channels,
YouTube facilitates the growth of problematic communities
(many channel views originate in referrals from alternative social
media platforms where users with high levels of gender and racial
resentment may congregate) and enables creators of alternative and
extreme content to profit from shared YouTube advertising revenue
or indirectly via affiliated stores and donation campaigns (28, 29).

In the data we collected in 2020, YouTube’s recommendation al-
gorithm plays a secondary role in facilitating exposure to potentially
harmful content. We observe that recommendations to videos from
alternative and extreme channels are far more common when
people are already watching those videos or subscribed to those
channels relative to videos from mainstream news and non-news
channels. We also observe that people rarely follow

recommendations to videos from alternative and extreme channels
when they are watching videos from mainstream news and non-
news channels.

These results have two key implications for future research.
Methodologically, our results highlight the importance of jointly
measuring what people see and do on platforms rather than just
one side of those interactions. In practice, these quantities can
diverge quite markedly (39). Substantively, our results indicate
that research into human behavior on social media platforms
should devote greater attention to the often dominant role of
small minorities of people with extreme views in the audiences
for potentially harmful content.

While these results complicate the narrative of pervasive radical-
ization via rabbit holes on YouTube, our study does not imply that
there never was a radicalization problem on YouTube or that the
status quo is normatively unproblematic. Our data do not allow
us to evaluate the previous state of the platform; YouTube’s algo-
rithmsmay have recommended videos from alternative and extrem-
ist channels more frequently before the changes made in 2019.
Furthermore, given the limitations of our study (see below), our
findings should be interpreted as estimating lower bounds on
rabbit hole exposures in 2020 on YouTube. In addition, even very
low rates of rabbit hole recommendations may be enough to expose
large numbers of vulnerable people to harm, especially when ex-
trapolated over YouTube’s entire viewership and over the course
of years.

It is important to note several other limitations of the study:
1) Although our browser extension sample is large and diverse

and weweight our results to national benchmarks, it is not fully rep-
resentative and does not capture YouTube consumption among
users of browsers other than Chrome and Firefox or on mobile

Fig. 6. YouTube recommendations by subscription status and channel type. The weighted percentage of recommendations shown and followed to people who
subscribe to one ormore channels of each type [including 95% CIs for both, although these are sometimes not visible because of the sample size of the recommendations
shown data (unweighted N = 8,303,137)]. The weighted percentage of views of each type of video is shown in parentheses under the labels.
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devices. Any outside study of a platform also faces challenges in re-
cruiting large numbers of heavy consumers of fringe content.

2) YouTube users who were susceptible to potentially harmful
content may have already suffered from its effects before changes
to the platform’s algorithms in 2019. We are therefore unable to
make causal claims based on our data—participant’s preexisting
gender and racial resentment may have caused them to seek out
congruent content on YouTube, but, in some cases, YouTube’s al-
gorithmic recommendations may have introduced them to such
content and increased feelings of resentment even before our
prior survey measures of hostile sexism and racial resentment

were recorded (November/December 2018). Exposure to You-
Tube’s algorithms before the changes in 2019 could also reduce
our ability to detect new rabbit hole events during the study
period in 2020 as some people who are likely to follow problematic
recommendations might already be subscribed to these types of
channels.

3) Our results only cover U.S. users; they should be replicated
outside the United States in contexts including Europe and the
global South (and with non-English language content).

4) Our results depend on channel-level classifications from
scholars and subject matter experts; further research should

Fig. 7. Relative frequency of referrals to YouTube videos by channel and referrer type.Weighted proportion of referrals to YouTube videos of each channel type by
referrer type for on-platform referrers (A) and off-platform referrers (B). All data include 95% CIs, though these are sometimes not visible because of the sample size of the
referrals data (unweightedN = 1,013,692)]. Other on-platform platform referrals such as YouTube playlists and personal user pages were grouped into a separate category.
Similarly, off-platform domains that do not fit into any of the labeled categories in (B) are grouped together. A list of all domains included in each group can be found in
the Supplementary Materials.
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examine whether the patterns we observe are robust to alternate
measures at the channel and (if possible) video level.

5) Our measures of views, referrals, and subscriptions contain
some degree of error. In particular, as with most passive behavioral
data, we cannot verify that every user paid attention to the content
that appeared on their device in every instance.

Nonetheless, these results underscore the need to apply the tools
of behavioral science to measure exposure to extremist content
across social media platforms and to determine how these platforms
may reinforce (or hinder) those patterns of behavior individually
and collectively. As our findings suggest, these problems often
center on the way social media platforms enable the distribution
of potentially harmful content to vulnerable audiences rather than
algorithmic exposure itself.

MATERIALS AND METHODS
Study participants
We contracted with the survey company YouGov to conduct a
public opinion survey with 4000 respondents from three distinct
populations: a nationally representative sample of 2000 respondents
who previously took part in the 2018 Cooperative Congressional
Election Survey (CCES) when it was fielded by YouGov; an over-
sample of 1000 respondents who expressed high levels of racial re-
sentment (40), hostile sexism (41), and denial of institutional racism
(42) in their responses to the 2018 CCES; and an oversample of 1000
respondents who did not take part in the 2018 CCES but indicated
that they use YouTube “several times per day” or “almost constant-
ly” in their survey response. (The prior measures of racial resent-
ment and hostile sexism, which were collected as part of the 2018
CCES for 3000 of our 4000 respondents, are also used as indepen-
dent variables in our analysis; see below for details on question
wording.) While completing the survey, participants who used an
eligible browser (Chrome or Firefox) were offered the opportunity
to download a browser extension that would record their browser
activity in exchange for additional compensation. A total of 1181
respondents did so (778 from the nationally representative
sample, 97 from the high resentment oversample, and 306 from
the high YouTube user oversample).

All analyses we report below use survey weights created by
YouGov to account for the fact that, in addition to a national
sample, we have also specifically recruited participants who fall
into one of two oversample groups: (i) those who previously ex-
pressed gender and/or racial resentment or (ii) those who are fre-
quent YouTube users. When we apply these weights to all three
samples, the total sample is weighted to be nationally representative.
Applying these weights to the subset of participants who installed
the browser extension helps us to best approximate the characteris-
tics of a nationally representative sample, although the sample is of
course not fully representative of the U.S. adult population. We
therefore report weighted estimates of the number of users or
cases of a behavior and weighted percentages or proportions for
maximum clarity. Additional details about respondent demograph-
ics and other characteristics are provided in the Supplementary
Materials.

Ethics and privacy
Our study methods were approved by the Institutional Review
Boards (IRBs) at the authors’ respective institutions (Dartmouth

CPHS STUDY00032001, Northeastern IRB #20-03-04 and Univer-
sity of Exeter Social Sciences and International Studies Ethics Com-
mittee #201920-111). All participants were asked to consent to data
collection before completing our survey and again when they in-
stalled our browser extension. Participants were fully informed
about the data collected by our extension when they were invited
to install it and again during installation of the extension. The ex-
tension did not collect any data until consent was provided and par-
ticipants were free to opt out at any time by uninstalling our
extension. The extension automatically uninstalled itself from par-
ticipants’ browsers at the end of the study period. (See the Supple-
mentaryMaterials for the full text of our informed consent notices.)

To protect participants’ security and privacy, we adopted a
number of best practices. Our participants are indexed by pseudon-
ymous identifiers. Our browser extension used Transport Layer Se-
curity (TLS) to encrypt collected data while it was in transit. All
participant data are stored on servers that are physically secured
by key cards. We use standard remote access tools such as Secure
Shell (SSH) to access participant data securely.

We have posted data and code on Dataverse that allows for the
replication of all results in this article (linked in the “Data and ma-
terials availability” section). All analysis code has also been posted.
However, raw behavior data cannot be posted publicly to protect the
privacy of respondents.

Data collection and measurement
Our data collection approach focuses on browser activity data,
which provide important advantages relative to the history data
that are provided by the web browser’s WebExtension Application
Programming Interface (API). The browser APIs report the time
when a given web page was first opened and the time when a user
makes a transition from that page to another page (e.g., by clicking a
link). To account for duplicate data, we dropped additional page
views of the same URL within 1 s of the prior page view on the as-
sumption that the user refreshed the page (43). However, the APIs
do not report the total dwell time on a given web page taking into
account changes in the active browser tab. For example, if someone
opens web page A in a tab, then opens web page B in another tab,
and then switches their browser tab back to A, the browser history
APIs will not register this shift in attention, making it difficult to
obtain accurate estimates of time spent on a given web page. Our
passive monitoring records all changes in the active tab, allowing
us to overcome this issue. (In the Supplementary Materials, we val-
idate our browser activity data against browser history data from the
extension.)

In this article, we describe YouTube “views,” “consumption,” and
“exposure” using the browser activity data described above. As with
any passive behavioral data, we cannot verify that every user saw the
content that appeared on their device in every instance.

We measured the amount of time a user spent on a given web
page by calculating the difference between the timestamp of the
page in question and the next one they viewed. This measure is im-
perfect because we do not have a measure of eye gaze or a proxy for
active viewing. Although some participants might rewind and
rewatch videos more than once, we are more concerned about our
measure overstating watch time due to users leaving their browser
idling. We therefore refine this measure by capping our measure of
time spent at the length of the video in question (obtained from the
YouTube API).
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We measure which channels users subscribed to by extracting
additional information from the HTML snapshots of the videos
they watched. Specifically, we parsed the subscribe button from
eachHTML snapshot, which reads “subscribe”when the participant
was not subscribed to the video channel at the time the video was
watched and “subscribed” when they were already subscribed.
Because wemust use this indirect method to infer channel subscrip-
tions, we do not know the full set of channels to which participants
subscribe. In particular, not all recommended videos in our dataset
were viewed by participants. As a result, we could not determine the
subscription status for all recommended videos.

We denote the web page that a participant viewed immediately
before viewing a YouTube video as the referrer. We are unable to
measure HTTP referrer headers using our browser extension, so,
instead, we rely on browser activity data to identify referrers to
YouTube videos. Using prior browsing history is a common
proxy used to analyze people’s behavior on the web (33, 44).

All analyses of the percentage of recommendations seen or fol-
lowed are based on the full set of recommendations that we could
extract from each video. The mean number of recommended videos
captured was 17.9, and the median was 20, which aligns with the
default number of recommendations shown on a YouTube video
(20) at the time our study was conducted.

Channel definitions and measurement
Following studies of information consumption online that rely on
ratings of content quality at the domain level (32, 33), we construct a
typology of YouTube channel types to measure participant expo-
sure. Given that YouTube has tens of millions of channels and
that the types of content we are interested in a relatively rare, it is
necessary to rely on the judgment of experts to help us identify al-
ternative, extremist, and mainstream media channels. We use the
resulting channel lists to classify all videos to which our participants
are exposed as coming from an alternative channel, an extremist
channel, a mainstream media channel, or some other type of
channel (“other”). The process by which these channel lists were
defined and compiled is described further below; the Supplementa-
ry Materials provide more detail on the procedures used by these
experts to label channels.

In our typology, alternative channels discuss controversial topics
through a lens that attempts to legitimize discredited views by
casting them as marginalized viewpoints (despite the channel
owners often identifying as white and/or male). Our list combines
the 223 channels classified by Ledwich and Zaitsev (26) as Men’s
Rights Activists or Anti-Social Justice Warriors, the 141 Intellectual
Dark Web and Alt-lite channels from Ribeiro et al. (24), and the 24
channels from Lewis’ Alternative Influence Network (35). After re-
moving duplicates, our alternative channel list contains 322 chan-
nels, of which 68 appeared on two source lists, and nine appeared on
three. Example alternative channels in our typology include those
hosted by Steven Crowder, Tim Pool, Laura Loomer, and
Candace Owens. Joe Rogan’s is the most prominent alternative
channel in our typology (it appears on all three source lists), ac-
counting for 11.6% (95% CI, 11.3 to 12.0) of all visits and 26.0%
(95% CI, 26.0 to 26.1) of all time spent on alternative
channel videos.

Our list of extremist channels consists of those labeled as white
identitarian by Ledwich and Zaitsev (26) (30 channels), white su-
premacist by Charles (45) (23 channels), alt-right by Ribeiro et al.

(24) (37 channels), extremist or hateful by the Center on Extremism
at the Anti-Defamation League (16 channels), and those compiled
by journalist Aaron Sankin from lists curated by the Southern
Poverty Law Center, the Canadian Anti-Hate Network, the
Counter Extremism Project, and the white supremacist website
Stormfront (157 channels) (46). After removing duplicates, our ex-
tremist channel list contains 290 channels, of which 36.2% appeared
on two or more source lists. Example extremist channels include
those hosted by Stefan Molyneux, David Duke, Mike Cernovich,
and Faith J. Goldy.

As the examples above suggest, the potentially harmful alterna-
tive and extremist channels identified by scholarly and subject
matter experts are predominantly from the (far) right in the
United States. Other forms of extremism exist, of course, especially
outside the United States (e.g., Islamic extremism).

Following prior research, we define both alternative and extrem-
ist channels as potentially harmful (2, 26, 35, 45). Of the 302 alter-
native and 213 extremist channels that were still available on
YouTube as of January 2021 (i.e., they had not been taken down
by the owner or by YouTube), videos from 208 alternative and 55
extremist channels were viewed by at least one participant in our
sample. We are not making these lists publicly available to avoid di-
recting attention to them but are willing to privately share them
with researchers and journalists upon request.

To create our list of mainstream media channels, we collected
news channels from Buntain et al. (47) (65 mainstream news
sources), Ledwich and Zaitsev (26) (75 mainstream media chan-
nels), Stocking et al. (48) (81 news channels), Ribeiro et al. (24)
(68 popular media channels), Eady et al. (49) (219 national news
domains), and Zannettou et al. (50) (45 news domains). We man-
ually found the corresponding YouTube channels via YouTube
search when authors only provided websites (24, 36, 49). In cases
where news organizations have multiple YouTube channels (e.g.,
Fox News and Fox Business), all YouTube channels under the
parent organization were included. Any channels appearing in
fewer than three of these sources were omitted. Last, we also includ-
ed channels that were featured on YouTube’s www.youtube.com/
channel/UCYfdidRxbB8Qhf0Nx7ioOYwNews hub from 10 Febru-
ary to 5 March 2021.

The resulting list of mainstream media channels was then
checked to identify those that meet all of the following criteria:

1) They must publish credible information, which we define as
having a NewsGuard score greater than 60 (www.newsguardtech.
com) and not being associated with any “black” or “red” fake
news websites listed in Grinberg et al. (32).

2) They must meet at least one criteria for mainstream media
recognition or distribution, which we define as having national
print circulation, having a cable TV network, being part of the
White House press pool, or having won or been nominated for a
prestigious journalism award (e.g., Pulitzer Prize, Peabody Award,
Emmy, George Polk Award, or Online Journalism Award).

3) Theymust be a United States–based organization with nation-
al news coverage.

Our final mainstream media list consists of 127 YouTube chan-
nels. We then placed all YouTube channels in our dataset that did
not fall into one of these three categories (alternative, extremist, or
mainstream media) into a residual category that we call “other.”
(These may include alternative, extremist, or mainstream media
that were missed by the processes described above.)
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Survey measures of racial resentment and hostile sexism
We measure anti-Black animus with a standard four-item scale in-
tended tomeasure racial resentment (40). For example, respondents
were asked whether they agree or disagree with the statement “It’s
really a matter of some people just not trying hard enough: If blacks
would only try harder, they could be just as well off as whites.” Re-
sponses are provided on a five-point agree/disagree scale and coded
such that higher numbers represent more resentful attitudes. Re-
spondents’ racial resentment score is the average of these four ques-
tions. Responses to these questions are taken from respondent
answers to the 2018 CCES (as noted above, participants were
largely recruited from the pool of previous CCES respondents).

We operationalized hostile sexism using two items from a larger
scale that was also asked on the 2018 CCES (41). For example, one of
the questions asks whether respondents agree or disagree with the
statement “When women lose to men in a fair competition, they
typically complain about being discriminated against.” Responses
are provided on a five-point agree/disagree scale and coded such
that higher numbers represent more hostile attitudes.

All other question wording is provided in the survey codebook in
the Supplementary Materials. Racial resentment and hostile sexism
measures were also included in our 2020 survey; responses showed a
high degree of persistence over time [r = 0.92 (95% CI, 0.91 to 0.92)]
for racial resentment, r = 0.79 (95% CI, 0.78 to 0.81) for hostile
sexism. The two measures, which we refer to as measuring “resent-
ment” or identifying “resentful” users per, e.g., Banda and Casses
(51) and Schaffner (52), were highly correlated with each other as
well (r = 0.84).

Supplementary Materials
This PDF file includes:
Figs. S1 to S18
Tables S1 to S10
Sample details and additional results
Session trajectories
Channel labeling criteria
Ethics and consent language
Survey codebook
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