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Background Large language models (LLMs) are garnering wide interest due to their human-like and contextually
relevant responses. However, LLMs’ accuracy across specific medical domains has yet been thoroughly evaluated.
Myopia is a frequent topic which patients and parents commonly seek information online. Our study evaluated
the performance of three LLMs namely ChatGPT-3.5, ChatGPT-4.0, and Google Bard, in delivering accurate
responses to common myopia-related queries.

Methods We curated thirty-one commonly asked myopia care-related questions, which were categorised into six
domains—pathogenesis, risk factors, clinical presentation, diagnosis, treatment and prevention, and prognosis.
Each question was posed to the LLMs, and their responses were independently graded by three consultant-level
paediatric ophthalmologists on a three-point accuracy scale (poor, borderline, good). A majority consensus
approach was used to determine the final rating for each response. ‘Good’ rated responses were further evaluated
for comprehensiveness on a five-point scale. Conversely, ‘poor’ rated responses were further prompted for
self-correction and then re-evaluated for accuracy.

Findings ChatGPT-4.0 demonstrated superior accuracy, with 80.6% of responses rated as ‘good’, compared to 61.3%
in ChatGPT-3.5 and 54.8% in Google Bard (Pearson’s chi-squared test, all p < 0.009). All three LLM-Chatbots showed
high mean comprehensiveness scores (Google Bard: 4.35; ChatGPT-4.0: 4.23; ChatGPT-3.5: 4.11, out of a maximum
score of 5). All LLM-Chatbots also demonstrated substantial self-correction capabilities: 66.7% (2 in 3) of ChatGPT-
4.0’s, 40% (2 in 5) of ChatGPT-3.5’s, and 60% (3 in 5) of Google Bard’s responses improved after self-correction. The
LLM-Chatbots performed consistently across domains, except for ‘treatment and prevention’. However, ChatGPT-4.0
still performed superiorly in this domain, receiving 70% ‘good’ ratings, compared to 40% in ChatGPT-3.5 and 45% in
Google Bard (Pearson’s chi-squared test, all p < 0.001).

Interpretation Our findings underscore the potential of LLMs, particularly ChatGPT-4.0, for delivering accurate and
comprehensive responses to myopia-related queries. Continuous strategies and evaluations to improve LLMs’
accuracy remain crucial.
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Research in context

Evidence before this study

We searched PubMed for articles on the performance
evaluation of large language models (LLMs) in answering
queries regarding myopia care, with no restrictions on the
publication period or language. This was done by combining
the search terms pertaining to large language models
(“language model”, “natural language processing”, “chatbot”,
“ChatGPT", “Google Bard”) and myopia (“myopia”, “near-
sightedness, “refractive error”). We found that previous
studies predominantly focused on assessing the competencies
of LLMs in answering standardized ophthalmology specialty
exams, but with a notable lack of focus on the specific topic
of myopia.

Added value of this study

Our study presents a comparative analysis of the performance
of three LLM-Chatbots in addressing 31 common myopia-
related queries by patients and parents. This is a significant
departure from previous research, which primarily used
standardized ophthalmology exam questions.

To enhance the validity of our findings, we implemented
rigorous measures in this study. First, our “ground truth” was
established through consensus among three seasoned
paediatric ophthalmologists, each with over seven years of
sub-specialty experience. Second, prior to presenting the
responses to the expert graders, we randomly shuffled the
responses from all three Chatbots into three distinct rounds.
Third, our experts graded the responses on separate days,

Introduction

Chatbots, empowered by advancements in Natural
Language Processing (NLP), have emerged as promising
tools in healthcare sector, demonstrating vast potential
across various medical domains, including disease pre-
vention, diagnosis, treatment, monitoring, and patient
support.'” Contemporary NLP models, notably Large
Language Models (LLMs), have undergone significant
evolution from their traditional counterparts. Through
the employment of a self-supervised learning approach,
and training on an extensive pool of textual data, LLMs
have advanced to generate more human-like
responses.*’

In this regard, LLMs have garnered significant in-
terest in the medical landscape and early research has
delivered promising results.”” ChatGPT, a LLM created
by OpenAl, demonstrated performance level at a stan-
dard approximate to the passing grade of the United
States Medical Licensing Examination (USMLE), indi-
cating its potential as an assistive tool in clinical care.*"

allowing for a 48-h wash-out period between each grading
round. This meticulous study design served to mask the
identity of the Chatbots and mitigate any potential bias from
the graders, addressing a significant gap observed in recent
LLM-related studies.

Furthermore, beyond the evaluation of accuracy, our study
extends its value by assessing the comprehensiveness of LLM-
Chatbots. In addition, we also examined their self-correcting
capabilities to discern if ‘further prompting’ improved
response accuracy. Finally, for ‘poor’ rated responses, we
pinpointed the incorrect segments in their answers and
provided expert interpretations from a consultant-level
paediatric ophthalmologist. Altogether, our comprehensive
approach has shed new insights on the performance of LLM-
Chatbots in the realm of myopia-related inquiries.

Implications of all the available evidence

Our research underscores the valuable role that LLM-Chatbots,
specifically ChatGPT-4.0, can play in disseminating clinical
information about myopia. Given their wide reach, LLM-
Chatbots may potentially help to relieve the strain on
healthcare resources. In addition, utilising these platforms to
enhance public understanding of myopia prevention can
potentially contribute to mitigating the growing myopia
pandemic. However, with LLM-Chatbots in their infancy, it is
imperative to provide them with tailored, domain-specific
training, ensuring accurate information dissemination and
averting patient misinformation.

Given its ability to generate anthropomorphic language,
the role of LLMs has also been explored in aiding in-
formation provision for patients.”**

Recently, there has been some explorations of LLMs’
performance in the realm of ophthalmology.”''"'* Antaki
et al. (2023) and Mihalache et al. (2023) evaluated the
performance of ChatGPT-3.5 on Ophthalmic Knowl-
edge Assessment Program (OKAP) examination ques-
tions and reported an encouraging score of
approximately 40-50%.”" Both authors reported that
ChatGPT-3.5 posted poorer performance in ophthal-
mology sub-speciality questions as compared with gen-
eral questions. Conversely, a recent study by Momenaei
et al. (2023) assessed the performance of ChatGPT-4.0
in answering questions related to the surgical treat-
ment of retinal diseases.’” They reported excellent
appropriateness scores, ranging from 80 to 90%, but
observed relatively lower scores in terms of readability.

According to a survey in the United States, approxi-
mately 2 in 3 adults search for health information on the
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internet while 1 in 3 adults self-diagnose using online
search engines.”” This is particularly common in the realm
of myopia management, where patients and parents
frequently resort to online sources. Given the emergence
of LLMs, it is highly plausible that patients and parents will
increasingly leverage on LLM-Chatbots to find myopia-
related information. However, the accuracy of responses
generated by LLM-Chatbots in responding to queries
regarding myopia care have yet to be determined.

On the contrary to previous retrieval-based, health-
care-specific chatbots which draw information from
specially curated dataset, LLMs such as ChatGPT are
trained using a self-supervised approach and a diverse
range of internet text."*" Although the internet provides
an extensive pool of training data, the accuracy of in-
formation can be variable.””*' This is particularly con-
cerning as LLMs lack the ability to evaluate the
credibility or reliability of their training data.>* More-
over, LLMs might lack domain-specific capabilities,
making them susceptible to generating convincing yet
potentially inaccurate responses, referred to as ‘halluci-
nations’.'®?>?* Despite the rapid advancements in LLMs,
their performances within specific medical domains still
require further thorough evaluation.

In this study, we aimed to evaluate and compare the
performances of three publicly available LLMs, namely
OpenAl's ChatGPT-3.5 and GPT-4.0, and Google’s
Bard, in responding to queries related to myopia care.
We rigorously examined the accuracy and comprehen-
siveness of each LLM-Chatbot’s responses. Our findings
may provide valuable insights into the potential benefits
and risks associated with using information from LLM-
Chatbots to answer common myopia care questions.

Methods

Ethics

Approval from the ethics committee was not required
since no patients were involved in our study.

Study design

Our study was conducted between May 2nd 2023 and
June 19th 2023 at the Ophthalmology Department at
National University Hospital, National University
Health System (NUHS), Singapore.

Paediatric ophthalmologists (YL, CHS, JSHL) and
clinical optometrists (SY, YCT) collaborated to meticu-
lously curate a set of 31 myopia care-related questions.”*
This process began with sourcing queries from reputable
online health information outlets, including the National
Eye Institute, the American Academy of Ophthalmology,
and the Brien Holden Vision Institute.”* Subsequently,
the panel further refined these questions, selecting those
they commonly encounter in a clinical setting from pa-
tients and their parents. In order to further understand the
strengths and weaknesses of the LLM-Chatbots in various
subject matters, questions were categorised into 6
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domains—pathogenesis, risk factors, clinical presentation,
diagnosis, treatment and prevention, and prognosis. From
May 10th to June 13th 2023, responses to these queries
were generated by using two versions of ChatGPT (version
GPT-3.5 and GPT-4.0, OpenAl, California) and Google
Bard (Google LLC, Alphabet Inc., California). Both
ChatGPT 3.5 and Google Bard are publicly accessible at no
charge, whereas ChatGPT-4.0 requires a paid subscription.
The ChatGPT-4 model encompasses more parameters and
computational power than its predecessor, ChatGPT-3.5.”
Consequently, it is conceivable that ChatGPT 4.0 could
better manage more intricate queries and tasks. To validate
this hypothesis, we incorporated both ChatGPT 3.5 and
ChatGPT 4.0 into our evaluation.

Fig. 1 illustrates the overall study design. First, a
general initial prompt was used to set the context—°1
have some questions about myopia’. The 31 selected
questions were then input into each LLM-Chatbot, each
question was input as a ‘standalone’ query. Across all
LLM-Chatbots, after each query input, the conversation
was reset so as to minimise memory retention bias by
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Fig. 1: Flowchart of overall study design.
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the LLM-Chatbots. To ensure the graders were unable to
distinguish between the different LLM-Chatbots, we
formatted all generated responses into plain text, con-
cealing any chatbot-specific features. These responses
(Supplementary Tables Sla—c) were then randomly
shuffled before presentation to three paediatric oph-
thalmologists for grading. The grading process took
place over three separate rounds, each conducted on a
different day with a 48-h wash-out interval in between,
so as to mitigate carryover effects.

Accuracy evaluation

The grading panel for this study comprised three experi-
enced paediatric ophthalmologists (YL, CHS, JL), each
with a minimum of seven years of practice experience in
paediatric ophthalmology. The identities of the LLM-
Chatbots were masked from the graders to maintain ob-
jectivity. The graders’ primary task was to independently
assess the accuracy of each response generated by the
LLM-Chatbots, using a three-point scale as follows—1)
‘Poor’ for responses containing inaccuracies that could
significantly mislead patient and potentially cause harm; 2)
‘Borderline’ for responses with possible factual errors, but
unlikely to mislead or harm patient; 3) ‘Good’ for error-
free responses. The sum of the scores from the three
graders determined the total accuracy score for each LLM-
Chatbot response (Supplementary Table S2).

We also utilized a majority consensus approach,
determining the final rating for each chatbot response
based on the most common grade among the three
graders. In instances where a common consensus was not
reached amongst the three graders (i.e., each grader pro-
vided a different rating), we defaulted to a stringent
approach, assigning the lowest score (i.e., ‘poor’) to the
chatbot response.

Comprehensiveness evaluation

For chatbot responses which received a ‘good’ rating by
majority consensus, the graders performed an additional
evaluation to assess the comprehensiveness of these re-
sponses. For this assessment, we employed a five-point
scale: 1) ‘not comprehensive’ for responses severely lack-
ing details; 2) ‘slightly comprehensive’ for responses with
minimal but basic details; 3) ‘moderately comprehensive’
for responses presenting a fair amount of detail; 4)
‘comprehensive’ for responses covering most necessary
aspects; 5) ‘very comprehensive’ for responses providing
exhaustive details. The overall mean comprehensiveness
score was determined by averaging the scores given by
each grader across the total number of ‘good’ rated
responses.

Re-evaluation of accuracy for self-corrected, revised
responses from LLM-chatbots

For responses generated by the LLM-Chatbots that
received a ‘poor’ rating, the LLM-Chatbots were further
prompted to self-correct using this line—'That does not

seem quite right. Could you kindly review?*. These revised
responses were subsequently re-assessed for accuracy by
the three graders. This re-evaluation round took place one
week after the initial grading rounds. During this re-
evaluation round, the graders were not informed that
these responses were self-corrected versions and were
blinded to the original ‘poor’ rated responses.

Additionally, we further explored ChatGPT-4.0’s self-
correction capabilities using the beta version of ‘Browse
with Bing’ plugin.” This new feature leverages on
ChatGPT-4.0’s capability to retrieve web-based infor-
mation. In this investigation, we employed two versions
of prompt to initiate self-correction: “That does not
seem quite right. Could you kindly review? Please look
up the web.” and “That does not seem quite right. Could
you kindly review? Please look up the web for evidence-
based information,”. These revised responses in
response to these prompts were subsequently re-
assessed for accuracy by the three graders.

Detailed qualitative analysis of poorly-rated LLM-
chatbot responses

To further shed light on the potential limitations and
risks of relying solely on LLM-Chatbot responses for
information about myopia, a further detailed analysis
was undertaken. LLM-Chatbot responses that were rated
as ‘poor’ by at least two graders underwent further
scrutiny. An assigned expert (YL) meticulously identi-
fied and highlighted erroneous or inaccurate sentences
within these responses, while also providing explana-
tions for the erroneous parts.

Statistical analysis

Statistical analyses were conducted using R (Version
4.1.1, R Foundation, Vienna, Austria). For comparing
the differences in character count among responses
across the three LLM-Chatbots, one-way ANOVA and
Tukey’s honest significance post-hoc test were used as
the samples met parametric assumptions. For exam-
ining the differences in word count in responses, total
accuracy scores, and comprehensiveness scores among
the three LLMs, the Kruskal Wallis Rank Sum test and
Dunn’s multiple comparison post-hoc test were
employed. Finally, to compare the proportions of ‘good’,
‘borderline’, and ‘poor’ ratings across the LLM-chatbots,
a two-tailed Pearson’s y2 test was conducted.

When multiple hypotheses tests were conducted, p-
values were adjusted using the Bonferroni correction
method. A p-value of less than 0.05 was considered
statistically significant.

Role of funders

The funder of the study had no role in study design, data
collection, data analysis, data interpretation, or writing
of the report. All authors had full access to all the data in
the study and had final responsibility for the decision to
submit for publication.
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LLM Response length (words) Response length (characters)
Mean (SD) Minimum Maximum Mean (SD) Minimum Maximum
ChatGPT-3.5 181.26 (62.05) 79 286 971.39 (345.43) 362 1555
ChatGPT-4.0 209.48 (51.35) 94 312 1221.13 (323.32) 508 1914
Google Bard 247.06 (80.59) 136 469 1275.87 (393.25) 684 2378
Table 1: Overview of response length from LLM-Chatbots to myopia care-related questions.

Results

Table 1 presents the length of the LLM-Chatbots’ re-
sponses to the 31 selected myopia-related questions. The
mean = standard deviation (SD) of the word count was
181.26 + 62.05 for ChatGPT-3.5, 209.48 + 51.35 for
ChatGPT-4.0, and 247.06 + 80.59 for Google Bard. The
mean character count was 971.39 + 345.43 for ChatGPT-
3.5, 122113 + 323.32 for ChatGPT-4.0, and
1275.87 + 393.25 for Google Bard.

Fig. 2 illustrates the average total accuracy scores of
LLM-Chatbots’ responses to myopia-related questions,
as assessed by the three paediatric ophthalmologists.
ChatGPT-4.0 demonstrated a superior average total ac-
curacy score of 8.19 = 1.14, surpassing both ChatGPT-
3.5 (7.35 £ 1.70; Dunn’s post-hoc test, p = 0.082) and
Google Bard (7.13 + 1.63; Dunn’s post-hoc test,
p = 0.009). Supplementary Table S2 details the total

accuracy score of each LLM-Chatbot’s response, attained
for each question.

Fig. 3 illustrates the consensus-based accuracy ratings
of the three LLM-Chatbots. In ChatGPT-4.0, 80.6% of the
responses were rated as ‘good’, which was significantly
higher compared to 61.3% in ChatGPT-3.5 and 54.8% in
Google Bard (Pearson’s chi-squared test, all p < 0.009).
Furthermore, ChatGPT-4.0 exhibited lower proportions of
responses with a ‘poor’ rating (9.7%), compared with
ChatGPT-3.5 (16.1%) and Google Bard (16.1%).
Supplementary Table S2 details the rating of each LLM-
Chatbot’s response, attained for each question.

Table 2 provides a detailed sub-analysis of the
consensus-based accuracy ratings across the six myopia
care domains. Overall, all three LLM-Chatbots per-
formed consistently well in the domains of ‘clinical
presentation’ and ‘prognosis’ achieving 100% ‘good’
ratings. In the ‘pathogenesis’ and ‘diagnosis’ domain,
ChatGPT-3.5 and 4.0 achieved 100% ‘good’ ratings.
However, Google Bard received a ‘poor’ rating for one
response in each of these two domains. In the ‘treat-

o ment and prevention’ domain, all three LLM-Chatbots
—_——— performed less optimally, receiving greater proportions
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Fig. 2: Average total accuracy scores of LLM-Chatbot responses to
myopia care-related questions, as assessed by three paediatric
ophthalmologists.
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Domain No. of questions  ChatGPT-3.5, n (%) ChatGPT-4.0, n (%) Google Bard, n (%)
Poor Borderline  Good Poor Borderline  Good Poor Borderline  Good

Pathogenesis 3 0 (0) 0 (0) 100) 0 (0) 0 (0) 3 (100) 1(33) 0 (0) 2 (67)
Risk factors 2 0 (0) 0 (0) 100) 0(0)  0(0) 2(100) 0 (0) 1 (50) 1 (50)
Clinical presentation 1 0 (0) 0 (0) 00) 0 (0) 0 (0) 1 (100) 0 (0) 0 (0) 1 (100)
Diagnosis 2 0 (0) 0 (0) 00) 0(0) 0 (0) 2(100) 1(50) 0 (0) 1 (50)
Treatment and prevention 20 5(5 735 40) 3(15) 3(15 14 (70) 3(15) 8 (40) 9 (45)
Prognosis 3 0(0) 0(0) 100)  0(0)  0(0) 3(100) 0 (0) 0 (0) 3 (100)
Table 2: Consensus-based accuracy ratings of LLM-Chatbot responses across six myopia care domains.

of ‘borderline and ‘poor’ ratings in this domain.
Nevertheless, ChatGPT-4.0 still performed superiorly in
this domain, receiving 70% of ‘good’ ratings, compared
to 40% in ChatGPT-3.5 and 45% in Google Bard
(Pearson’s chi-squared test, both p < 0.001).

Table 3 provides a summary of the comprehensiveness
scores for ‘good’ rated responses. All three LLM-Chatbots
demonstrated optimal performance in this regard.
ChatGPT-3.5 scored an overall mean score of 4.11,
ChatGPT-4.0 scored 4.23, and Google Bard scored 4.35 out
of a maximum possible score of 5. In addition, when
comparing comprehensiveness scores based on common
questions responded by the three LLM-Chatbots (Table 4),
similar performance was observed and there was no sta-
tistical difference across the three LLM-Chatbots (Kruskal
Wallis Rank Sum test, p = 0.940).

Tables 5-7 demonstrate the LLM-Chatbots ability to
self-correct when prompted. Overall, all LLM-Chatbots
exhibited substantial self-correction capabilities.
ChatGPT-3.5 improved 60% (3 out of 5) of its responses,
ChatGPT-4.0 improved 66.7% (2 out of 3), and Google
Bard improved 60% (3 out of 5) after self-correction
prompts. Notably, each LLM-Chatbot had one response
that improved from a ‘poor’ to a ‘good’ accuracy rating
after self-correction. Supplementary Table S3a—c detail
the original responses and the corresponding self-
corrected responses for each LLM-Chatbot.

Supplementary Table S4a—c feature examples of erro-
neous responses generated by the LLM-Chatbots. The
specific portions of the responses that contain errors are
highlighted in yellow. Additionally, these tables also pro-
vide further explanations for the identified errors, with
inputs contributed by a paediatric ophthalmologist (YL).

LLM Response comprehensiveness

n Mean (SD) Median
ChatGPT-3.5 19 4.11 (0.72) 4.00
ChatGPT-4.0 25 4.23 (0.74) 4.50
Google Bard 17 4.35 (0.70) 4.50

Table 3: Comprehensiveness assessment for all LLM-Chatbot responses
that received ‘good’ accuracy rating.

Discussion
Our study presents a rigorous evaluation of ChatGPT-
3.5, ChatGPT-4.0, and Google Bard in addressing
myopia-related queries frequently asked by patients or
parents. By employing a robust study design with
appropriate masking and randomisation, and meticu-
lous reviews by three experienced, consultant-level pae-
diatric ophthalmologists, we further strengthened the
integrity of our assessment. Our findings revealed that
LLM-Chatbots, particularly ChatGPT-4.0, have the po-
tential to deliver accurate and comprehensive responses
to myopia-related queries. Furthermore, we obtained
unique insights into LLMs’ self-correcting abilities to
improve accuracy in their responses when prompted. To
the best of our knowledge, our study is among the few
that have evaluated this aspect to date. However, it is
noteworthy that these LLMs demonstrated weaker per-
formance when handling inquiries pertaining to myopia
treatment and prevention. Our study pioneers the
exploration of LLM utility in the field of ophthalmology,
specially focussing on common inquiries related to
myopia care. Unlike previous research that largely
focused on evaluations through standardized exams,” !
our study delves into realistic scenarios where con-
cerned parents may seek assistance through these
emerging resources. This underscores the importance
of assessing the accuracy and validity of responses
delivered by LLM-Chatbots in such real-world context.
Taken together, our findings have profound implica-
tions, possibly paving the way for incorporating LLM-
Chatbots into myopia care management.

Among the three evaluated LLM-Chatbots, ChatGPT-
4.0 emerged as the most proficient in addressing

LLM Response comprehensiveness

n Mean (SD) Median
ChatGPT-3.5 14 4.21 (0.76) 4.42
ChatGPT-4.0 14 4.20 (0.84) 450
Google Bard 14 4.31 (0.77) 4.50

Table 4: Comprehensiveness assessment for common questions
answered by the three LLM-Chatbots, with responses that received
‘good’ accuracy rating.
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Topic Question

Summed score

Consensus-based
rating

Initial Self-Corrected

Initial Self-Corrected

Treatment and

prevention progression?

progression?

5. How effective is MiSight/MiyoSmart/Stellest/Abiliti/orthokeratology lenses at helping to prevent myopia/myopia 3 4
6. How does MiSight/MiyoSmart/Stellest/Abiliti/orthokeratology lenses help to prevent myopia/myopia 3 3

11. What type of diet/vitamin supplementation can help to prevent myopia/myopia progression? 6 8
18. How does atropine help to prevent myopia/myopia progression?

19. My child has not developed myopia, should he/she start using atropine?

“Where consensus on final accuracy rating was not reached (i.e. each grader provided a different rating), the lowest score (‘poor’) was assigned.

Poor Poor

Poor Poor

Poor® Good
Poor” Borderline

Poor® Borderline

Table 5: Demonstration of ChatGPT-3.5's ability to self-correct when prompted.

myopia-related queries. It achieved the highest average
accuracy score and received considerably higher pro-
portions of ‘good’ ratings compared to the other two
LLMs (Figs. 2 and 3). This was also evident across all six
domains (Table 2). Our findings echo prior studies by
Ali et al. (2023) and Raimondi et al. (2023) that under-
lined the edge of ChatGPT-4.0 over other LLM coun-
terparts in neurosurgery and ophthalmology exams,
respectively.’*? Its superior performance may be
attributed to several factors unique to ChatGPT-4.0,
such as its hugely expansive parameter set, substantial
users and collaborating experts providing ongoing
feedback to inform its training, its advanced reasoning
and instruction-following capabilities, more recent
training data, and integrating insights gained from
practical application of those previous models into GPT-
4.0’s safety research and monitoring system, all of
which likely resulted in ChatGPT-4.0 delivering more
accurate responses.”** Interestingly, however, all three
LLM-Chatbots were similarly competent in providing
comprehensive responses. Supplementary Table S5 il-
lustrates an example where all three Chatbots provided
comprehensive answers when responding to the query
“How much outdoor time does my child require to
prevent myopia/myopia progression?”. This further
attested to the LLM-Chatbots’ abilities to offer pertinent
and detailed information.

Across the six question domains, when responding to
inquiries concerning other well-established information,
such as signs and symptoms, as well as disease outcomes,
all LLM-Chatbots exhibited stellar performance, achieving

perfect scores in domains such as ‘clinical presentation’
and ’prognosis’ (Supplementary Table S2). However, it
was notable that all three LLM-Chatbots exhibited the least
robust performance when addressing queries related to
the ‘treatment and prevention’ domain (Table 2). This
finding may be attributed to the evolving landscape of
myopia treatment and the potential limitations of the LLM-
Chatbots’ training data, which might not be fully aligned
with the latest advancements in this field. Consequently,
the accuracy of the LLM-Chatbots’ responses was notably
diminished in this domain.

An illustrative example was the failure of LLM-
Chatbots to consider recent findings by Yam et al.
(2023) supporting the administration of atropine for
myopia prophylaxis** when answering the question, ‘My
child has not developed myopia, should he/she start
using atropine?” (Question 19, ‘Treatment and Preven-
tion’ domain, Supplementary Tables Sla—c). Conse-
quently, all three LLM-Chatbots received final accuracy
scores of either ‘poor’ or ‘borderline’ (Supplementary
Table S2).

There were also other instances where all three LLM-
Chatbots performed suboptimally, earning either ‘poor’
or ‘borderline’ accuracy scores due to the dissemination
of misinformation. This was notably the case with the
question, ‘What type of diet/vitamin supplementation
can help prevent myopia/myopia progression?” (Ques-
tion 11, ‘Treatment and Prevention’ domain,
Supplementary Tables S1a—c). Despite ongoing research
yielding inconclusive evidence about the correlation
between diet, supplements, and the prevention of

“Where consensus on final accuracy rating was not reached (i.e. each grader provided a different rating), the lowest score (‘poor’) was assigned.

Topic Question Summed score Consensus-based
rating
Initial  Self-Corrected Initial  Self-Corrected
Treatment and prevention 4. What are the spectacles/contact lenses available to prevent myopia/myopia progression? 6 5 Poor"  Borderline
11. What type of diet/vitamin supplementation can help to prevent myopia/myopia progression? 5 9 Poor Good
19. My child has not developed myopia, should he/she start using atropine? 6 6 Poor"  Poor®

Table 6: Demonstration of ChatGPT-4.0's ability to self-correct when prompted.

www.thelancet.com Vol 95 September, 2023



www.thelancet.com/digital-health

Articles

Topic

Pathogenesis
Diagnosis

Treatment and prevention

*Where consensus on final accuracy rating was not reached (i.e. each grader provided a different rating), the lowest score (‘poor’) was assigned.

Question Summed score Consensus-based
rating
Initial Self-Corrected Initial Self-Corrected
1. What is myopia? 4 7 Poor Borderline
2. What should | do if I suspect my child has myopia? 6 8 Poor” Good
11. What type of diet/vitamin supplementation can help to prevent myopia/myopia progression? 5 6 Poor Borderline
12. Are there any available vision therapy/eye exercises that can help to prevent myopia/myopia progression? 4 3 Poor Poor
13. What medications are available to prevent myopia/myopia progression? 4 4 Poor  Poor

Table 7: Demonstration of Google Bard’s ability to self-correct when prompted.

myopia or myopia progression,’* all three LLM-
Chatbots recommended the consumption of supple-
ments such as omega-3 fatty acids (Supplementary
Tables la—c, 4b and c). These observations highlight
the risk of LLM-Chatbots providing misinformation to
unsuspecting patients, while indicating their limited
ability to identify and rectify such instances.

Expanding on the issue of misinformation, we
further present a significant example. In assessing the
effectiveness of various optical interventions for myopia
management (Question 5, ‘Treatment and Prevention’
domain), ChatGPT-3.5 poorly advised and received a
‘poor’ rating from the graders. This is because the op-
tical interventions, such as HOYA MiyoSmart and
Essilor Stellest, are well-validated through randomized
controlled trials with substantial efficacy data avail-
able.”*! However, ChatGPT-3.5 inaccurately presented
MiyoSmart as a soft contact lens with a concentric ring
design and provided an incorrect description of Stell-
est’s visual capabilities (Supplementary Table S4a). In
truth, MiyoSmart is a spectacle lens with multiple
defocus segments, and Stellest features a highly
aspherical lenslet design in its periphery.”* Further-
more, ChatGPT-3.5 erroneously claimed that Abiliti is
an implantable device requiring surgical intervention,
while in fact, Abiliti is a contact lens for myopia control
available in soft and hard (orthokeratology) forms,
without requiring surgical implantation.** The spread
of such misinformation by LLM-Chatbots can mislead
users, potentially hindering effective myopia manage-
ment. This further highlights the importance of
accurate and reliable information dissemination from
LLM-Chatbots.

Interestingly, however, ChatGPT-4.0 still out-
performed ChatGPT-3.5 and Google Bard even in the
domain of ‘treatment and prevention’, obtaining 70%
‘good’ ratings. This underlines ChatGPT-4.0’s consis-
tent superiority across a broad spectrum of evaluated
questions. For instance, in response to the question
“What medications are available to prevent myopia/
myopia progression?” (Question 13, treatment and
prevention domain), ChatGPT-4.0 received unanimous
‘good’ ratings from all three graders (Supplementary

Table S2). Conversely, ChatGPT-3.5 was deemed
‘borderline’ due to its erroneous statement that “the use
of atropine eyedrop is relatively new and that the
optimal dosage has yet to Dbe established”
(Supplementary Table S1a). On the other hand, Google
Bard received a ‘poor’ rating for providing inaccurate
and potentially harmful advice by indicating “the use of
pilocarpine eye drops to control myopia”
(Supplementary Table S1c). It is important to note that,
compared to other domains, the ‘treatment and pre-
vention’ domain likely demands more recent training
data, considering the fast-evolving landscape of myopia
treatment. In this context, ChatGPT-4.0 has demon-
strated superior capacity to manage complex queries as
such relative to its counterparts.

Across the other five question domains, Google Bard
showed a noticeable underperformance relative to the
other LLM models, especially in the ‘pathogenesis,” ‘risk
factors,” and ‘diagnosis’ domains. In these domains,
Google Bard garnered more ‘borderline’ or ‘poor’ scores
for several queries, while the other two LLM models
consistently delivered ‘good’ responses (Supplementary
Table S2). Noteworthy, the queries within these do-
mains largely required straightforward factual recall,
such as the query defining myopia. However, Google
Bard inaccurately defined axial myopia and omitted
mention of potential complications associated with
refractive surgeries when proposing them as myopia
correction solutions (Supplementary Table S4c). Such
misinformation could misguide patients and potentially
lead to adverse outcomes.

Each LLM-Chatbot has demonstrated the ability to
self-correct, notably improving the accuracy of re-
sponses initially deemed ‘poor’ in some cases. These
revisions were achieved solely through a straightforward
prompt, without explicit guidance towards the correct
answer. To the best of our knowledge, this study is the
first to systematically evaluate the self-correction capa-
bilities of LLM-Chatbots within the context of myopia
care. While the observed improvements in the transition
of responses from ‘poor’ to ‘good’ (with one such
example in each LLM-Chatbot) may not be significant,
they underline the present capacity of LLMs to
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acknowledge potential inaccuracies when prompted and
make attempts at self-correction (Tables 5-7). We
anticipate that these ‘self-correction’ capabilities will
enhance over time as user feedback continues to inform
the evolvement of these LLMs. However, the depen-
dence on user feedback introduces risks, as this natu-
rally places considerable amount of reliance on the
users’ integrity, knowledge, and potential biases.*
Additionally, the lack of an automatic disclaimer from
these LLM-Chatbots, even when responses remained
‘poor’ after self-correction, emerged as a significant
concern (Supplementary Tables S3a—c). This implies
that despite attempts at self-correction, LLM-Chatbots
could still potentially disseminate inaccurate medical
information without acknowledging its inherent
uncertainty.

Despite the integration of the Bing search engine in
ChatGPT-4.0 for web search functionality, we observed
minimal improvement in the self-corrected responses
(Question 4 and 19, ‘Treatment and Prevention’
domain, Supplementary Table S6). Regardless of the
prompt’s nature, whether requesting for simple web
search or asking for evidence-based answers—the beta
version of ChatGPT-4.0’s ‘Browse with Bing’ consis-
tently scored ‘borderline’ accuracy for both questions.
Notably, the LLM-Chatbot consistently substantiated its
answers with peer-reviewed articles (Supplementary
Table S7). However, the relevance of the chosen arti-
cles fell short, resulting in no significant improvement
in response accuracy. For instance, while responding to
the question, “Should my non-myopic child start using
atropine?”, the LLM-Chatbot referred to an outdated,
small-scale study by Fang et al. (year 2010),”” neglecting
to cite more relevant, recent research like Yam et al.**
Similarly, another response cited a report by the
American Academy of Ophthalmology* regarding
treatment trials in myopic children, but was irrelevant to
the original which pertained to initiating atropine in pre-
myopic children. While the ability of ChatGPT-4.0 to
conduct web searches and provide transparent links to
supporting articles is interesting, the parameters gov-
erning the selection of these online articles remain
unclear and necessitate further investigation.

Our findings highlight the potential utility of LLM-
Chatbots in the provision of information clinically.
Given the rapidly growing exploration and use of LLM-
Chatbot worldwide, these could serve as essential plat-
forms for information dissemination. This is further
strengthened by recent advancements in ChatGPT-4.0,
which now offers API access.” Utilising this API-
enabled integration, users can seamlessly integrate
ChatGPT’s natural language processing capabilities into
diverse online services. This sets the stage for the pro-
spective creation of a myopia-focused chatbot, grounded
in the advanced architecture of ChatGPT-4.0. The
increasing accessibility and availability of information
through LLM-Chatbots regarding myopia prevention
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could help mitigate the growing myopia pandemic,
however, one critical concern that needs to be addressed
with LLMs is their limited capacity to recognise and
prevent potential misinformation. Nonetheless, until
LLM-Chatbots develop more sophisticated critical anal-
ysis skills, their use is a double-edged sword and must
be approached with caution.

Importantly, the role of LLMs potentially extend
beyond Ophthalmology to other medical specialities.”***
However, the weaknesses and strengths of LLMs may
differ across different medical specialities. For instance,
Rasmussen et al. (2023) demonstrated poorer ChatGPT-
3.5 performance with treatment- and prevention-related
questions pertaining to vernal keratoconjunctivitis.”® On
the other hand, Lahat et al. (2023) observed poorer
performance of ChatGPT-3.5 in diagnosis-related ques-
tions pertaining to gastrointestinal health.”” The varying
performance of LLMs may be attributed to the differing
depth of information available on each topic on the
internet. Given that ChatGPT was trained on internet
data available up until September 2021, the model’s
proficiency is reflective of the knowledge, perspectives,
and biases found within the dataset. Nonetheless, LLMs
are progressing highly rapidly. This is demonstrated by
Johnson et al. (2023), who reported a significant in-
crease in the accuracy scores of cancer-related infor-
mation within a mere two-week interval between
evaluations.’® Taken together, the performance and pit-
falls of LLMs still require thorough evaluation across
different medical topics.

The strengths of our study lie in its robust design
which included masking LLM-specific features in re-
sponses, random shuffling of responses before presen-
tation to graders, and implementing wash-out periods
between grading days. These measures helped to
minimise bias from graders and further strengthened
the validity of our conclusions. However, this study is
not without caveats. Firstly, the subjectivity by individual
graders when assigning ratings for accuracy and
comprehensiveness cannot be overlooked. However, we
mitigated this by selecting three highly experienced
consultant-level paediatric ophthalmologists (>7 years of
expertise), and by adopting the consensus-based rating
approach. Second, across the 6 domains, there was an
unequal distribution of queries across the categories,
with 62.5% (20 out of all 31 questions) pertaining to
‘treatment and prevention’. Therefore, caution must be
exercised when interpreting the performance of LLM-
Chatbots on domains encompassing a limited number
of questions. Lastly, it is imperative to consider that as
LLMs constantly adapt and evolve via user feedback and
iterative training set updates, these results should be
interpreted within the scope of their respective time
frames. Consequently, future investigations might yield
varied outcomes.

In conclusion, our study revealed that ChatGPT-4.0
outperformed both ChatGPT-3.5 and Google Bard in
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responding to common myopia-related queries. This
comparative analysis provided a nuanced understanding
of the accuracy across different LLM-Chatbots and
underscored the promising potential of ChatGPT-4.0 in
delivering accurate and comprehensive information
regarding myopia care. Continuous exploration of stra-
tegies and evaluations to further refine and ascertain the
efficacy of these tools will be paramount moving
forward.

Contributors
ZWL, KP, SMEY, and Y-CT contributed to conception of the study.

ZWL, KP, SMEY, and Y-CT contributed to study design.

ZWL, KP, SMEY, and Y-CT contributed to acquisition of the data.

KP contributed to statistical analysis of data.

ZWL, KP, SMEY, and Y-CT contributed to analysis and interpreta-
tion of the data.

KP, SMEY and Y-CT accessed and verified each dataset during the
course of the study.

Supervision of this research which includes responsibility for the
research activity planning and execution was oversighted by Y-CT.

KP contributed to visualisation which includes figure, charts and
tables of the data.

All authors had access to all the data and ZWL, KP, SMEY and Y-CT
were responsible for the decision to submit the manuscript.

ZWL, KP, SMEY and Y-CT drafted the manuscript.

All authors read and approved the final version of the manuscript.

Data sharing statement

We have ensured that all the essential data necessary for replicating our
results is included in our Supplementary file. The only exception is the
raw scores assigned by individual graders, which can be provided upon
request.

Declaration of generative Al and Al-assisted technologies in the writing
process

During the preparation of this work, the authors used ChatGPT to edit
and proofread the manuscript for improved readability. After using this
tool/service, the authors reviewed and edited the content as needed and
take full responsibility for the content of the publication.

Declaration of interests
All authors declare no competing interests.

Acknowledgements
Dr Yih-Chung Tham was supported by the National Medical Research
Council of Singapore (NMRC/MOH/HCSAINV21nov-0001).

Appendix A. Supplementary data
Supplementary data related to this article can be found at https://doi.
org/10.1016/j.ebiom.2023.104770.

References

1 Xu L, Sanders L, Li K, Chow JCL. Chatbot for health care and
oncology applications using artificial intelligence and machine
learning: systematic review. JMIR Cancer. 2021;7(4):e27850.

2 Moor M, Banerjee O, Abad ZSH, et al. Foundation models for
generalist medical artificial intelligence. Nature.
2023;616(7956):259-265.

3 Haupt CE, Marks M. Al-generated medical advice—GPT and
beyond. JAMA. 2023;329(16):1349-1350.

4 De Angelis L, Baglivo F, Arzilli G, et al. ChatGPT and the rise of
large language models: the new Al-driven infodemic threat in
public health. Front Public Health. 2023;11:1166120.

5 Lee P, Bubeck S, Petro J. Benefits, limits, and risks of GPT-4 as an
AT chatbot for medicine. N Engl | Med. 2023;388(13):1233-1239.

6 Kung TH, Cheatham M, Medenilla A, et al. Performance of
ChatGPT on USMLE: potential for Al-assisted medical education

10

11

12

13

14

15

16

17

18

19

20

21

22

23

24

25

26

27

28

29

31

32

33

34

35

using large language models. PLOS Digit Health. 2023;2(2):
€0000198.

Antaki F, Touma S, Milad D, El-Khoury ], Duval R. Evaluating the
performance of ChatGPT in ophthalmology: an analysis of its
successes and shortcomings. Ophthalmol Sci. 2023;3:100324.
Potapenko I, Boberg-Ans LC, Stormly Hansen M, Klefter ON, van
Dijk EHC, Subhi Y. Artificial intelligence-based chatbot patient
information on common retinal diseases using ChatGPT. Acta
Ophthalmol. 2023.

Ayers JW, Poliak A, Dredze M, et al. Comparing physician and
artificial intelligence chatbot responses to patient questions posted
to a public social media forum. JAMA Intern Med. 2023;183:589.
Will ChatGPT transform healthcare? Nat Med. 2023;29(3):505-506.
Ting DSJ, Tan TF, Ting DSW. ChatGPT in ophthalmology: the dawn
of a new era? Eye (London, England). 2023.

Ali MJ. ChatGPT and lacrimal drainage disorders: performance and
scope of improvement. Ophthalmic Plast Reconstr Surg.
2023;39(3):221-225.

Singh S, Djalilian A, Ali M]J. ChatGPT and ophthalmology:
exploring its potential with discharge summaries and operative
notes. Semin Ophthalmol. 2023;38(5):503-507.

Singh S, Watson S. ChatGPT as a tool for conducting literature
review for dry eye disease. Clin Exp Ophthalmol. 2023.

Mihalache A, Popovic MM, Muni RH. Performance of an artificial
intelligence chatbot in ophthalmic knowledge assessment. JAMA
Ophthalmol. 2023;141(6):589-597.

Momenaei B, Wakabayashi T, Shahlaee A, et al. Appropriateness and
readability of ChatGPT-4-generated responses for surgical treatment of
retinal diseases. Ophthalmol Retina; 2023.

Kuehn BM. More than one-third of US individuals use the internet
to self-diagnose. JAMA. 2013;309(8):756-757.

Stokel-Walker C, Van Noorden R. What ChatGPT and generative Al
mean for science. Nature. 2023;614(7947):214-216.

Ge J, Lai JC. Artificial intelligence-based text generators in hep-
atology: ChatGPT is just the beginning. Hepatol Commun.
2023;7(4):60097.

Chow JCL, Sanders L, Li K. Impact of ChatGPT on medical chat-
bots as a disruptive technology. Front Artif Intell. 2023;6:1166014.
Siddique S, Chow JCL. Machine learning in healthcare communi-
cation. Encyclopedia. 2021;1(1):220-239.

van Dis EAM, Bollen ], Zuidema W, van Rooij R, Bockting CL.
ChatGPT: five priorities for research. Nature. 2023;614:224-226.
Azamfirei R, Kudchadkar SR, Fackler J. Large language models and
the perils of their hallucinations. Crit Care. 2023;27(1):120.

Wu P-C, Huang H-M, Yu H-J, Fang P-C, Chen C-T. Epidemiology
of myopia. Asia Pac | Ophthalmol. 2016;5(6):386.

Grzybowski A, Kanclerz P, Tsubota K, Lanca C, Saw S-M. A review
on the epidemiology of myopia in school children worldwide. BMC
Ophthalmol. 2020;20(1):27.

Brien Holden Vision Institute. Myopia resources [cited 2023 2nd
May]. 2020. Available from: https://bhvi.org/myopia-calculator-
resources/myopia-resources/.

American Academy of Ophthalmology. Nearsightedness: what is
myopia? [cited 2023 2nd May]. 2022. Available from: https://www.
aao.org/eye-health/diseases/myopia-nearsightedness.

National Eye Institute. At a glance: nearsightedness [cited 2023 2nd
May]. 2023. Available from: https://www.nei.nih.gov/learn-about-
eye-health/eye-conditions-and-diseases/nearsightedness-myopia.
Koubaa A. GPT-4 vs. GPT-3.5: a concise showdown. 2023.

OpenAl. ChatGPT plugins: OpenAl; 2023 [We've implemented
initial support for plugins in ChatGPT. Plugins are tools designed
specifically for language models with safety as a core principle, and
help ChatGPT access up-to-date information, run computations, or
use third-party services.]. Available from: https://openai.com/blog/
chatgpt-plugins#OpenAl.

Raimondi R, Tzoumas N, Salisbury T, Di Simplicio S, Romano MR.
Comparative analysis of large language models in the Royal College of
Ophthalmologists fellowship exams. London, England: Eye; 2023.

Ali R, Tang OY, Connolly ID, et al. Performance of ChatGPT, GPT-
4, and Google bard on a neurosurgery oral boards preparation
question bank. Neurosurgery. 2023.

OpenAl. GPT-4 technical report. 2023.

Hu K. ChatGPT sets record for fastest-growing user base—analyst note.
Reuters. Sect. Technology; 2023:2023.

Yam JC, Zhang XJ, Kam KW, Chen L], Tham CC, Pang CP. Myopia
control and prevention: from lifestyle to low-concentration atropine.
The 2022 Josh Wallman Memorial Lecture. Ophthalmic Physiol Opt.
2023;43(3):299-310.

www.thelancet.com Vol 95 September, 2023


https://doi.org/10.1016/j.ebiom.2023.104770
https://doi.org/10.1016/j.ebiom.2023.104770
http://refhub.elsevier.com/S2352-3964(23)00336-5/sref1
http://refhub.elsevier.com/S2352-3964(23)00336-5/sref1
http://refhub.elsevier.com/S2352-3964(23)00336-5/sref1
http://refhub.elsevier.com/S2352-3964(23)00336-5/sref2
http://refhub.elsevier.com/S2352-3964(23)00336-5/sref2
http://refhub.elsevier.com/S2352-3964(23)00336-5/sref2
http://refhub.elsevier.com/S2352-3964(23)00336-5/sref3
http://refhub.elsevier.com/S2352-3964(23)00336-5/sref3
http://refhub.elsevier.com/S2352-3964(23)00336-5/sref4
http://refhub.elsevier.com/S2352-3964(23)00336-5/sref4
http://refhub.elsevier.com/S2352-3964(23)00336-5/sref4
http://refhub.elsevier.com/S2352-3964(23)00336-5/sref5
http://refhub.elsevier.com/S2352-3964(23)00336-5/sref5
http://refhub.elsevier.com/S2352-3964(23)00336-5/sref6
http://refhub.elsevier.com/S2352-3964(23)00336-5/sref6
http://refhub.elsevier.com/S2352-3964(23)00336-5/sref6
http://refhub.elsevier.com/S2352-3964(23)00336-5/sref6
http://refhub.elsevier.com/S2352-3964(23)00336-5/sref7
http://refhub.elsevier.com/S2352-3964(23)00336-5/sref7
http://refhub.elsevier.com/S2352-3964(23)00336-5/sref7
http://refhub.elsevier.com/S2352-3964(23)00336-5/sref8
http://refhub.elsevier.com/S2352-3964(23)00336-5/sref8
http://refhub.elsevier.com/S2352-3964(23)00336-5/sref8
http://refhub.elsevier.com/S2352-3964(23)00336-5/sref8
http://refhub.elsevier.com/S2352-3964(23)00336-5/sref9
http://refhub.elsevier.com/S2352-3964(23)00336-5/sref9
http://refhub.elsevier.com/S2352-3964(23)00336-5/sref9
http://refhub.elsevier.com/S2352-3964(23)00336-5/sref10
http://refhub.elsevier.com/S2352-3964(23)00336-5/sref11
http://refhub.elsevier.com/S2352-3964(23)00336-5/sref11
http://refhub.elsevier.com/S2352-3964(23)00336-5/sref12
http://refhub.elsevier.com/S2352-3964(23)00336-5/sref12
http://refhub.elsevier.com/S2352-3964(23)00336-5/sref12
http://refhub.elsevier.com/S2352-3964(23)00336-5/sref13
http://refhub.elsevier.com/S2352-3964(23)00336-5/sref13
http://refhub.elsevier.com/S2352-3964(23)00336-5/sref13
http://refhub.elsevier.com/S2352-3964(23)00336-5/sref14
http://refhub.elsevier.com/S2352-3964(23)00336-5/sref14
http://refhub.elsevier.com/S2352-3964(23)00336-5/sref15
http://refhub.elsevier.com/S2352-3964(23)00336-5/sref15
http://refhub.elsevier.com/S2352-3964(23)00336-5/sref15
http://refhub.elsevier.com/S2352-3964(23)00336-5/sref16
http://refhub.elsevier.com/S2352-3964(23)00336-5/sref16
http://refhub.elsevier.com/S2352-3964(23)00336-5/sref16
http://refhub.elsevier.com/S2352-3964(23)00336-5/sref17
http://refhub.elsevier.com/S2352-3964(23)00336-5/sref17
http://refhub.elsevier.com/S2352-3964(23)00336-5/sref18
http://refhub.elsevier.com/S2352-3964(23)00336-5/sref18
http://refhub.elsevier.com/S2352-3964(23)00336-5/sref19
http://refhub.elsevier.com/S2352-3964(23)00336-5/sref19
http://refhub.elsevier.com/S2352-3964(23)00336-5/sref19
http://refhub.elsevier.com/S2352-3964(23)00336-5/sref20
http://refhub.elsevier.com/S2352-3964(23)00336-5/sref20
http://refhub.elsevier.com/S2352-3964(23)00336-5/sref21
http://refhub.elsevier.com/S2352-3964(23)00336-5/sref21
http://refhub.elsevier.com/S2352-3964(23)00336-5/sref22
http://refhub.elsevier.com/S2352-3964(23)00336-5/sref22
http://refhub.elsevier.com/S2352-3964(23)00336-5/sref23
http://refhub.elsevier.com/S2352-3964(23)00336-5/sref23
http://refhub.elsevier.com/S2352-3964(23)00336-5/sref24
http://refhub.elsevier.com/S2352-3964(23)00336-5/sref24
http://refhub.elsevier.com/S2352-3964(23)00336-5/sref25
http://refhub.elsevier.com/S2352-3964(23)00336-5/sref25
http://refhub.elsevier.com/S2352-3964(23)00336-5/sref25
https://bhvi.org/myopia-calculator-resources/myopia-resources/
https://bhvi.org/myopia-calculator-resources/myopia-resources/
https://www.aao.org/eye-health/diseases/myopia-nearsightedness
https://www.aao.org/eye-health/diseases/myopia-nearsightedness
https://www.nei.nih.gov/learn-about-eye-health/eye-conditions-and-diseases/nearsightedness-myopia
https://www.nei.nih.gov/learn-about-eye-health/eye-conditions-and-diseases/nearsightedness-myopia
http://refhub.elsevier.com/S2352-3964(23)00336-5/sref29
https://openai.com/blog/chatgpt-plugins#OpenAI
https://openai.com/blog/chatgpt-plugins#OpenAI
http://refhub.elsevier.com/S2352-3964(23)00336-5/sref31
http://refhub.elsevier.com/S2352-3964(23)00336-5/sref31
http://refhub.elsevier.com/S2352-3964(23)00336-5/sref31
http://refhub.elsevier.com/S2352-3964(23)00336-5/sref32
http://refhub.elsevier.com/S2352-3964(23)00336-5/sref32
http://refhub.elsevier.com/S2352-3964(23)00336-5/sref32
http://refhub.elsevier.com/S2352-3964(23)00336-5/sref33
http://refhub.elsevier.com/S2352-3964(23)00336-5/sref34
http://refhub.elsevier.com/S2352-3964(23)00336-5/sref34
http://refhub.elsevier.com/S2352-3964(23)00336-5/sref35
http://refhub.elsevier.com/S2352-3964(23)00336-5/sref35
http://refhub.elsevier.com/S2352-3964(23)00336-5/sref35
http://refhub.elsevier.com/S2352-3964(23)00336-5/sref35
www.thelancet.com/digital-health

Articles

36

37

38

39

40

41

42

43

44

45

46

47

48

Li YF, Dong L, Wei WB. [Research progress in relationship between
vitamin D and myopia and its mechanisms]. Zhonghua Yan Ke Za
Zhi. 2021;57(6):470-476.

Li X, Lin H, Jiang L, Chen X, Chen |, Lu F. Low serum vitamin D is
not correlated with myopia in Chinese children and adolescents.
Front Med. 2022;9:809787.

Omari Masenya A. Role of nutrition on myopia progression. JOJ
Ophthalmol. 2023;9(4).

Ng FJ, Mackey DA, O’Sullivan TA, Oddy WH, Yazar S. Is dietary
vitamin A associated with myopia from adolescence to young
adulthood? Transl Vis Sci Technol. 2020;9(6):29.

Lam CS, Tang WC, Lee PH, et al. Myopia control effect of defocus
incorporated multiple segments (DIMS) spectacle lens in Chinese
children: results of a 3-year follow-up study. Br ] Ophthalmol.
2021;106:bjophthalmol-20.

Bao J, Huang Y, Li X, et al. Spectacle lenses with aspherical lenslets
for myopia control vs single-vision spectacle lenses. JAMA Oph-
thalmol. 2022;140(5):472.

Carla MM, Boselli F, Giannuzzi F, et al. Overview on defocus
incorporated multiple segments lenses: a novel perspective in
myopia progression management. Vision. 2022;6(2):20.

Gao Y, Lim EW, Yang A, Drobe B, Bullimore MA. The impact of
spectacle lenses for myopia control on visual functions. Ophthalmic
Physiol Opt. 2021;41(6):1320-1331.

Abiliti A. Abiliti™ portfolio: Johnson & Johnson vision; 2023. Available
from: https:/ /www.seeyourabiliti.com/sg/professionals /abiliti-portfolio.
Erdinest N, London N, Lavy I, et al. Peripheral defocus and myopia
management: a mini-review. Kor J Ophthalmol. 2023;37(1):70-81.
Li H, Moon JT, Purkayastha S, Celi LA, Trivedi H, Gichoya JW.
Ethics of large language models in medicine and medical research.
Lancet Digit Health. 2023;5(6):e333—e335.

Fang PC, Chung MY, Yu HJ, Wu PC. Prevention of myopia onset
with 0.025% atropine in premyopic children. | Ocul Pharmacol
Ther. 2010;26(4):341-345.

Pineles SL, Kraker RT, VanderVeen DK, et al. Atropine for the
prevention of myopia progression in children: a report by the

www.thelancet.com Vol 95 September, 2023

49

50

51

52

53

54

55

56

57

58

American  Academy  of
2017;124(12):1857-1866.
Niszczota P, Rybicka I. The credibility of dietary advice formulated
by ChatGPT: robo-diets for people with food allergies. Nutrition.
2023;112:112076.

Rasmussen MLR, Larsen A-C, Subhi Y, Potapenko I. Artificial
intelligence-based ChatGPT chatbot responses for patient and
parent questions on vernal keratoconjunctivitis. Graefes Arch Clin
Exp Ophthalmol. 2023.

Lahat A, Shachar E, Avidan B, Shatz Z, Glicksberg BS, Klang E.
Evaluating the use of large language model in identifying top
research questions in gastroenterology. Sci Rep. 2023;13(1):4164.
Samaan JS, Yeo YH, Rajeev N, et al. Assessing the accuracy of
responses by the language model ChatGPT to questions regarding
bariatric surgery. Obes Surg. 2023;33(6):1790-1796.

Xie Y, Seth I, Hunter-Smith DJ, Rozen WM, Ross R, Lee M.
Aesthetic surgery advice and counseling from artificial intelli-
gence: a rhinoplasty consultation with ChatGPT. Aesthetic Plast
Surg. 2023.

Yeo YH, Samaan J, Ng WH, et al. Assessing the performance of
ChatGPT in answering questions regarding cirrhosis and hepato-
cellular carcinoma. medRxiv. 2023;29:721.

Johnson SB, King AJ, Warner EL, Aneja S, Kann BH, Bylund CL.
Using ChatGPT to evaluate cancer myths and misconceptions:
artificial intelligence and cancer information. JNCI Cancer Spectr.
2023;7(2):pkad015.

Johnson D, Goodman R, Patrinely J, et al. Assessing the accuracy
and reliability of Al-generated medical responses: an evaluation of
the chat-GPT model. Res Sq. 2023.

Lahat A, Shachar E, Avidan B, Glicksberg B, Klang E. Evaluating the
utility of a Large Language model in answering common patients’
gastrointestinal health-related questions: are we there yet? Di-
agnostics. 2023;13(11):1950.

Lahat A, Klang E. Can advanced technologies help address the
global increase in demand for specialized medical care and improve
telehealth services? | Telemed Telecare. 2023:1357633x231155520.

ophthalmology.  Ophthalmology.

11


http://refhub.elsevier.com/S2352-3964(23)00336-5/sref36
http://refhub.elsevier.com/S2352-3964(23)00336-5/sref36
http://refhub.elsevier.com/S2352-3964(23)00336-5/sref36
http://refhub.elsevier.com/S2352-3964(23)00336-5/sref37
http://refhub.elsevier.com/S2352-3964(23)00336-5/sref37
http://refhub.elsevier.com/S2352-3964(23)00336-5/sref37
http://refhub.elsevier.com/S2352-3964(23)00336-5/sref38
http://refhub.elsevier.com/S2352-3964(23)00336-5/sref38
http://refhub.elsevier.com/S2352-3964(23)00336-5/sref39
http://refhub.elsevier.com/S2352-3964(23)00336-5/sref39
http://refhub.elsevier.com/S2352-3964(23)00336-5/sref39
http://refhub.elsevier.com/S2352-3964(23)00336-5/sref40
http://refhub.elsevier.com/S2352-3964(23)00336-5/sref40
http://refhub.elsevier.com/S2352-3964(23)00336-5/sref40
http://refhub.elsevier.com/S2352-3964(23)00336-5/sref40
http://refhub.elsevier.com/S2352-3964(23)00336-5/sref41
http://refhub.elsevier.com/S2352-3964(23)00336-5/sref41
http://refhub.elsevier.com/S2352-3964(23)00336-5/sref41
http://refhub.elsevier.com/S2352-3964(23)00336-5/sref42
http://refhub.elsevier.com/S2352-3964(23)00336-5/sref42
http://refhub.elsevier.com/S2352-3964(23)00336-5/sref42
http://refhub.elsevier.com/S2352-3964(23)00336-5/sref43
http://refhub.elsevier.com/S2352-3964(23)00336-5/sref43
http://refhub.elsevier.com/S2352-3964(23)00336-5/sref43
https://www.seeyourabiliti.com/sg/professionals/abiliti-portfolio
http://refhub.elsevier.com/S2352-3964(23)00336-5/sref45
http://refhub.elsevier.com/S2352-3964(23)00336-5/sref45
http://refhub.elsevier.com/S2352-3964(23)00336-5/sref46
http://refhub.elsevier.com/S2352-3964(23)00336-5/sref46
http://refhub.elsevier.com/S2352-3964(23)00336-5/sref46
http://refhub.elsevier.com/S2352-3964(23)00336-5/sref47
http://refhub.elsevier.com/S2352-3964(23)00336-5/sref47
http://refhub.elsevier.com/S2352-3964(23)00336-5/sref47
http://refhub.elsevier.com/S2352-3964(23)00336-5/sref48
http://refhub.elsevier.com/S2352-3964(23)00336-5/sref48
http://refhub.elsevier.com/S2352-3964(23)00336-5/sref48
http://refhub.elsevier.com/S2352-3964(23)00336-5/sref48
http://refhub.elsevier.com/S2352-3964(23)00336-5/sref49
http://refhub.elsevier.com/S2352-3964(23)00336-5/sref49
http://refhub.elsevier.com/S2352-3964(23)00336-5/sref49
http://refhub.elsevier.com/S2352-3964(23)00336-5/sref50
http://refhub.elsevier.com/S2352-3964(23)00336-5/sref50
http://refhub.elsevier.com/S2352-3964(23)00336-5/sref50
http://refhub.elsevier.com/S2352-3964(23)00336-5/sref50
http://refhub.elsevier.com/S2352-3964(23)00336-5/sref51
http://refhub.elsevier.com/S2352-3964(23)00336-5/sref51
http://refhub.elsevier.com/S2352-3964(23)00336-5/sref51
http://refhub.elsevier.com/S2352-3964(23)00336-5/sref52
http://refhub.elsevier.com/S2352-3964(23)00336-5/sref52
http://refhub.elsevier.com/S2352-3964(23)00336-5/sref52
http://refhub.elsevier.com/S2352-3964(23)00336-5/sref53
http://refhub.elsevier.com/S2352-3964(23)00336-5/sref53
http://refhub.elsevier.com/S2352-3964(23)00336-5/sref53
http://refhub.elsevier.com/S2352-3964(23)00336-5/sref53
http://refhub.elsevier.com/S2352-3964(23)00336-5/sref54
http://refhub.elsevier.com/S2352-3964(23)00336-5/sref54
http://refhub.elsevier.com/S2352-3964(23)00336-5/sref54
http://refhub.elsevier.com/S2352-3964(23)00336-5/sref55
http://refhub.elsevier.com/S2352-3964(23)00336-5/sref55
http://refhub.elsevier.com/S2352-3964(23)00336-5/sref55
http://refhub.elsevier.com/S2352-3964(23)00336-5/sref55
http://refhub.elsevier.com/S2352-3964(23)00336-5/sref56
http://refhub.elsevier.com/S2352-3964(23)00336-5/sref56
http://refhub.elsevier.com/S2352-3964(23)00336-5/sref56
http://refhub.elsevier.com/S2352-3964(23)00336-5/sref57
http://refhub.elsevier.com/S2352-3964(23)00336-5/sref57
http://refhub.elsevier.com/S2352-3964(23)00336-5/sref57
http://refhub.elsevier.com/S2352-3964(23)00336-5/sref57
http://refhub.elsevier.com/S2352-3964(23)00336-5/sref58
http://refhub.elsevier.com/S2352-3964(23)00336-5/sref58
http://refhub.elsevier.com/S2352-3964(23)00336-5/sref58
www.thelancet.com/digital-health

	Benchmarking large language models’ performances for myopia care: a comparative analysis of ChatGPT-3.5, ChatGPT-4.0, and G ...
	Introduction
	Methods
	Ethics
	Study design
	Accuracy evaluation
	Comprehensiveness evaluation
	Re-evaluation of accuracy for self-corrected, revised responses from LLM-chatbots
	Detailed qualitative analysis of poorly-rated LLM-chatbot responses
	Statistical analysis
	Role of funders

	Results
	Discussion
	ContributorsZWL, KP, SMEY, and Y-CT contributed to conception of the study.ZWL, KP, SMEY, and Y-CT contributed to study des ...
	Data sharing statementWe have ensured that all the essential data necessary for replicating our results is included in our  ...
	Declaration of generative AI and AI-assisted technologies in the writing processDuring the preparation of this work, the au ...
	Declaration of interests
	Acknowledgements
	Appendix A. Supplementary data
	References


