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Abstract

Automated curation of noisy external data in the medical domain has long been demanding as AI 

technologies should be validated on various sources with clean annotated data. To curate a high-

quality dataset, identifying variance between the internal and external sources is a fundamental 

step as the data distributions from different sources can vary significantly and subsequently affect 

the performance of the AI models. Primary challenges for detecting data shifts are – (1) access 

to private data across healthcare institutions for manual detection, and (2) the lack of automated 

approaches to learn efficient shift-data representation without training samples. To overcome 

the problems, we propose an automated pipeline called MedShift to detect the top-level shift 

samples and evaluating the significance of shift data without sharing data between the internal 

and external organizations. MedShift employs unsupervised anomaly detectors to learn the internal 

distribution and identify samples showing significant shiftness for external datasets, and compared 

their performance. To quantify the effects of detected shift data, we train a multi-class classifier 

that learns internal domain knowledge and evaluating the classification performance for each 

class in external domains after dropping the shift data. We also propose a data quality metric to 

quantify the dissimilarity between the internal and external datasets. We verify the efficacy of 

MedShift with musculoskeletal radiographs (MURA) and chest X-rays datasets from more than 

one external source. Experiments show our proposed shift data detection pipeline can be beneficial 

for medical centers to curate high-quality datasets more efficiently. The code can be found at 

https://github.com/XiaoyuanGuo/MedShift. An interface introduction video to visualize our results 

is available at https://youtu.be/V3BF0P1sxQE.

xiaoyuan.guo@emory.edu . 
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Index Terms—

Anomaly detection; dataset curation; medical shift data; X-ray; OOD detection

I. INTRODUCTION

While supervised deep learning has been promising in addressing various medical image 

tasks, the performance largely relies on the quality and quantity of annotations for training 

and evaluation, which primarily drives the necessity of generating high quality medical 

datasets from the academic healthcare and hospitals. Merely collecting a large-scale data 

from different sources is not sufficient [1], [40] because of the distribution shift and poor-

quality data, which restricts the use of the data for both training and validation of the 

deep learning models, and are referred as shift data in this paper. The shift data introduces 

out-of-distribution (OOD) in the dataset, and should account for the performance dropping 

of well-trained models. Thus, identifying the shift data in advance is crucial for curating 

the datasets which could be extremely helpful in enhancing the model’s generalization 

with future training. Unfortunately, sharing data from external sources can be relatively 

difficult due to the privacy concerns [26], complicated anonymization process and legal 

requirements. Thus, there still lacks an effective way to identify the reason for model 

generalization failure between various datasets from the same medical domain. Despite 

the efforts to pool and curate deidentified medical data for open-source research purposes 

[28], most medical data is still isolated and locally stored in hospitals and laboratories due 

to the challenges associated with sharing patient data [29]. Therefore, an efficient way of 

external dataset curation/cleaning without sharing data is needed to scale deep learning 

model validation and generalization.

To overcome the limitations, we propose MedShift pipeline to identify “shift” data among 

external datasets and allow model generalization. Instead of sharing external datasets 

with the internal site, we share models trained with internal distribution knowledge to 

external sources and detect outliers by computing the data quality differences from the 

internal. As observed by [7], [13], domain-discriminating approaches tend to be helpful 

for characterizing shifts qualitatively. Therefore, we utilize unsupervised anomaly detectors 

to learn the “normality” of indomain features. Given that the internal dataset has multiple 

classes, we suggest training an OOD detector for each class to learn the class-specific 

feature representation. This helps minimize the interference of variations from other classes 

and improve the sensitivity of intra-class variations from external classes. With the shared 

anomaly detectors, all the samples in the external dataset can acquire corresponding 

anomaly scores, which are indicators of how different a sample is from the in-distribution 

dataset. Still, it is desired to quantify the shiftness of external outliers. Inspired by the 

fact that the supervised deep learning suffers from the performance dropping when facing 

the distribution/dataset shifting, especially when training data and test data are from two 

sources, we propose to measure the shiftness of outlier data by checking the performance 

variance of a well-trained supervised model. Instead of inspecting the shift sample one by 

one, MedShift quantifies the shiftness for each class in small groups to save the efforts of 

domain experts for future analysis based on the observation that samples with close anomaly 
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scores often share heavy similarities (see Sec. IV-D). Based on the assigned anomaly scores, 

each class of the external datasets is clustered into multiple groups. Data samples with 

similar qualities will be grouped together. A multi-class classifier is then trained on the 

internal dataset and evaluated on the external datasets. Each group of each class in external 

datasets is gradually dropped in the decreasing order of anomaly scores. Meanwhile, the 

classification performance on the updated external data is recorded. The corresponding 

variation in performance, hence, reflects the significance of the distribution shift based on 

the fact that subtle changes in data distribution may affect the performance of well-trained 

classifiers. Additionally, we adopt a dataset quality metric (OTDD [37]) for helping facilitate 

the comparison of differences among a series of datasets coming from the same medical 

domain. Although sharing certain concept similarity with [8], our work solves more realistic 

medical applications and explores more possible data modalities.

We summarize our contributions as follows:

1. Propose an automatic pipeline of identifying shift data for medical data curation 

applications and evaluating the significance of shift data without sharing data 

between the internal and external organizations;

2. Employ different unsupervised anomaly detectors to learn the internal 

distribution and identify samples showing the significant shiftness for external 

datasets, and compared their performance;

3. Quantify the effects of the shift data by training a multi-class classifier that 

learns internal domain knowledge and evaluating the classification performance 

for each subgroup of each class in external domains after dropping the shift data;

4. Adapt a data quality metric to quantify the dissimilarity between the internal and 

external datasets;

5. Experiment on two pairs of representative medical datasets and show effective 

qualitative and quantitative results, which prove the usefulness of the suggested 

pipeline for future medical dataset curation.

II. RELATED WORK

This paper focuses on the automated shift data identification of inaccessible external datasets 

for medical dataset curation, which involves two main parts: shift data identification and 

shiftness quantification. There are several research works of shift data identification for 

medical dataset curation [7], [8] and has been observed that OOD/anomaly detection 

methods are capable of capturing the shift in unseen OOD datasets. Generally, anomaly 

detection can be loosely categorized into unsupervised and supervised methods based on 

the object functions [43]. The supervised models [33] assume the external datasets are 

accessible for training using the preconceive anomaly classes, which is different from our 

experimental settings since the anomaly types in the external datasets is not known in 

advance. Unsupervised anomaly detectors can be summarized into reconstruction-based, 

generation-based and classifier-based [5]. Reconstruction-based methods [35], [36] utilize 

AutoEncoders (AEs), Variational AutoEncoders (VAEs) to reconstruct in-distribution data 
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and treat the reconstruction error the anomaly score. Moreover, a recent work SSPCAB 

[34] can be integrate into different architectures with its designed reconstruction-based 

functionality to improve anomaly detection ability; generative models encourage the 

generated data to be similar with in-distribution data, the generation and discrimination 

errors together contribute to final anomaly score. f-AnoGAN [17] and GANomaly [42] 

belong to the category; classification-based models usually transform the original images 

into other formats and distinguish the transformed data from the original in-distribution data, 

representative methods.

Moreover, measurements of the data shiftness quantification are also important for 

comparison. A recent work [8] measures domain shift for histopathology data by computing 

the distance between the ID and OOD sources regarding to the intermediate deep features. 

By modeling the latent distributions, both Wasserstein distance and Kullback-Leibler 

(KL) divergence are considered to help quantify the representation shift. The other work 

Optimal Transport Dataset Distance [37] (OTDD) metric calculates distances between two 

classification datasets. It relies on optimal transport [38], which is a flexible geometric 

method for comparing probability distributions, and can be used to compare any two 

datasets, regardless of whether their label sets are directly comparable.

III. METHODS

In Section III-A and III-B, we formulate the dataset shift identification problem and 

introduce the necessary notations. Then, we propose and illustrate the pipeline of shift 

identification in Section III-C. To complement, we introduce the details of our anomaly 

detection architecture used for MedShift pipeline in Section III-D; we further dive deep 

in the shiftness evaluation in Section III-E. Additionally we introduce the dataset quality 

measurement in Section III-F.

A. Problem Statement

In view of the fact that the digital healthcare research is hugely limited by the data sharing 

and privacy issues because of the regulation imposed by Health Insurance Portability and 

Accountability Act (HIPPA), MedShift aims to overcome the barrier by exploiting the 

advantage of sharing data quality evaluation models across the organizations and inspects 

the shiftness of external datasets based on the learnt internal domain.

B. Formulation and Notation

Given two datasets DA and DB of the same medical domain with the same classes (say 

c1, c2, …, cn, n is the total number of classes) from two intuitions A and B (e.g., a chest X-ray 

dataset from Emory University DA and a chest X-ray dataset from Stanford University DB), 

let DA be the internal dataset and DB be the external dataset. Dataset distribution shift is 

termed the situation where PDA(Y |X) = PDB(Y |X) but PDA(X)   ≠ PDB(X), where Y  and X
represent the class labels and input data respectively.

Suppose we are given an independent and identically distributed (i.i.d.) internal dataset 

Xci
A

i = 1
n  with n classes, and input samples xj

Aci
j = 1

Nci
A

⊂ Xci
A (Nci

A is the sample number of dataset 

Guo et al. Page 4

IEEE J Biomed Health Inform. Author manuscript; available in PMC 2024 August 07.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



A’s class ci) from the internal input distribution, and i.i.d. external data Xci
B

i = 1
n  and input 

samples xj
Bci

j = 1

Nci
B

⊂ Xci
B (Nci

B is the sample number of dataset B’s class ci) from external 

distribution, the detection of class-wise distribution shift for dataset DB based on DA is to 

identify the anomalous samples Xci
B ⊆ Xci

B. Take DA class data as in-distribution (ID) data 

and train machine learning models (e.g. classification models), the models can learn the 

distribution of DA‘s classes and make predictions P (yci
A |xci

A) for some targets yci
A given data 

samples xci
A for class ci. Theoretically, given the target model trained on the ID data Xci

A, the 

predictions over set Xci
B ⊆ Xci

B should produce more relevant results than on the whole set Xci
B.

C. Shift Data Identification

In this section, we introduce the methodology for identification of image data distribution 

shift to discriminate the poor-quality, noisy and under-represented samples from the external 

data in an automatic way. The whole pipeline is built on top of the anomaly detection 

architecture to leverage the anomaly score as illustrated in the framework in Fig. 1, which 

involves two separate phases - internal training (step (1)) and external test phase (step (2)).

During the training phase, only internal data samples and the anomaly detection models (see 

introductions in Sec. III-D) are involved. As shown in step (2) (the left blue part) of Fig. 1, 

a set of anomaly detectors ℱs for each targeted category of DA are trained on the internal 

dataset in an unsupervised fashion, considering the unavailability of external data sources. 

Each class will then obtain a unique OOD detector ℱc. The anomaly detector learns to 

assign each data item with a specific anomaly score, a higher score means more possibility 

of being an anomalous data. Notably, the anomaly detectors are trained with accessible 

internal data, and then shared with the external validation sites.

In the test phase, no internal data will be shared but the trained anomaly detector model with 

shift identification capability will be exchanged. As represented with pink figures and dotted 

flows in Fig. 1 step (2), each trained anomaly detector is evaluated on each corresponding 

class of dataset DB and assigns anomaly scores for the external dataset. To prepare for the 

shiftness quantification in Sec. III-E, an unsupervised clustering algorithm is subsequently 

applied to each class and clusters the data items into k groups based on the learnt anomaly 

scores shown in step (3) of Fig. 1. For each class, the optimal number of cluster k is 

determined by the Elbow Method. More details and results can be found in Sec. III-E and 

Sec. IV-D.2.

D. Anomaly Detection

Architecture.—As claimed in Sec. III-C, we propose to utilize anomaly detection models 

for not only identifying distribution shifts in the external dataset but also automated cleaning 

the external data without data exchange. First, we briefly describe our anomaly detection 

model - Cascade Variational autoencoder-based Anomaly Detector (CVAD) [30] used in 

MedShift. The reasons for selecting CVAD as our main anomaly detector are: (1) CVAD 

is an unsupervised anomaly detector, which only replies on in-distribution/internal data 

information; (2) it has previously been tested on both generic and medical image datasets 

Guo et al. Page 5

IEEE J Biomed Health Inform. Author manuscript; available in PMC 2024 August 07.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



and showed descent performance of detecting both intra- and inter-class OOD data; and 

(3) it detects anomalies by modeling internal dataset distributions benefiting from its 

cascade VAE architecture. As shown in Fig. 2, CVAD combines latent representation at 

multiple scales using the cascade architecture of variational autoencoders and thus, can 

reconstruct the in-distribution image x with high quality. Both the original image x and the 

reconstruction x′ are then fed into a binary discriminator D to separate the synthetic data 

from the in-distribution ones.

Objective and Optimization.—A standard VAE’s encoder qϕ(z |x) (parameterized by ϕ) 

maps the visible variables x to the latent variables z and the decoder pθ(x |z) (parameterized 

by θ) samples the visible variables x given the latent variables z. Given a dataset drawn 

from some underlying data distribution p*(x), ϕ and θ are then learned by maximizing 

the variational lower bound (ELBO)L(ϕ, θ), which is a lower bound to the marginal log-

likelihood log p(x |θ) [4].

To optimize the generator of CVAD, we minimize two objectives for the primary VAE part 

in (1) and the branch VAE part in (2), KL refers to Kullback-Leibler divergence.

L(x; ϕ1, θ1 = Ez1 ∼ qϕ1(z1 x)[log pθ1(x z1)] + DKL (qϕ1(z1 x) pθ1(z1)) (1)

L(x; ϕ2, θ2 = − Ez2 ∼ qϕ2(z2 f(x))[log pθ2(x z2)] + DKL (qϕ2(z2 f(x)) pθ2(z2)) (2)

where f(x) is the input of branch VAE, encoded by E11. Therefore, the “generator” loss can 

be formulated as Eqn. 3. α1 and α2 to balance the weights of the two individual terms.

Lrec = α1L x; ϕ1, θ1 + α2L x; ϕ2, θ2 (3)

The binary discriminator is trained to distinguish true/fake images using binary cross 

entropy loss (i.e.,Ldis).

Anomaly score.—The final anomaly score S is defined in Eq. 4 based on errors during 

inference and includes two parts: the reconstruction error Lrec output by the generator and the 

probability of being the anomaly class Sdis output by adding the two parts together.

S = Lrec + Sdis (4)

This gives us the advantage that when dealing with heavy noisy data, the reconstruction 

error will be the dominant indicator for shiftness; when facing the hard distinguished cases 

the class probability plays the decision role.

Implementation.—We resize all the medical images to 256 × 256 × channel for simplicity 

considering the irregular image sizes. To train, we use the Adam optimizer with a 

batch size of 256 and 2,048 for MURA and chest X-ray dataset, respectively; we set 

the learning rate of 1 × 10−5 and 1 × 10−3 for the generator and the discriminator of 
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proposed method(CVAD), respectively; we train the generator with 250–500 epochs and the 

discriminator with 10–20 epochs.

E. Shiftness Quantification

The above pipeline can be applied to detecting the shift data and assigning each data with 

an anomaly score to indicate its contribution to the dataset shift. Nonetheless, quantifying 

the shiftness of a single sample is not trivial due to the minor change of both the dataset 

quality and model performance variations. Instead, we suggest evaluating them in groups. 

As prepared in the first stage (step (3) in Fig. 1) of the whole pipeline, the clustering 

has split each class of dataset DB into multiple groups according to the anomaly scores. 

For simplicity, we assume that each class has k groups. To evaluate the significance of 

detected outliers, we train a multi-class classifier G for DA (step (4) in Fig. 1) and test 

on DB (step (5)(6)…(4+k) of Fig. 1). We gradually drop one group that has the largest 

anomaly scores among current groups for each class until only one group remains. The 

corresponding class-wise classification performance is recorded. The performance variation 

thus is an indicator of the shiftness of the specific group.

Multi-class classifiers’ details.—To quantify the shiftness of each clustered group for 

each class of external dataset DB, we first train a multi-class classifier G for the internal 

dataset DA. The classifier learns the class latent features of the internal domain and is able 

to predict class labels for test data. For MURA data, we train ResNet152 [22] on the Emory 

MURA dataset with the publicly available pretrained weights as initialization. We optimize 

the classifier using the Adam optimizer with a batch size of 512, a learning rate of × 10−3 

for 50 epochs. For chest X-ray data, we utilize the model proposed by Ref. [16], which 

originally aims for multi-label classification of the CheXpert dataset, and modifies it for the 

Emory_CXR 14-class classification task. Following the same implementations in Ref. [16], 

we use DenseNet121 [32] as the feature extraction backbone and initialize it with the public 

pretrained model weights. We train the classifier with a batch size of 256 for 20 epochs. 

The corresponding classification performances, including the Precision, Recall, F1-score and 

AUC score are reported in Sec. IV-D.3.

F. Dataset Quality Measurement

To further quantify the efficacy of identifying the shift data among external datasets, we 

measure the quality of external datasets compared to the internal dataset and observe the 

difference after removing the shift data from the external sources in an iterative fashion. We 

apply OTDD [37] to measure distances between our internal and external datasets. Formally, 

the optimal transport dataset distance is defined as:

OTDD(DA, DB) = minπ ∈ (PA, PB))
Z × Z

d(z, z′)dπ(z, z′) (5)

, of which
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d(z, z′) = (d(x, x′)2 + W 2(Py, Py′)2)
1
2 (6)

, where DA, DB are the two datasets, x, x′ and y, y′ are their samples and labels respectively, 

W p denotes the p-Wassertein distance. Please refer Ref. [37] for more details.

IV. EXPERIMENTS

A. Datasets

We evaluated our model on two diverse open source medical imaging datasets: (1) 

Musculoskeletal radiographs - Private Emory MURA dataset (internal) and Open-source 

Stanford MURA dataset [2] (external); (2) Chest radiographs - Private Emory Chest X-

rays (internal, Emory_CXR in short), Open-source CheXpert dataset [41] (external_1) and 

MIMIC dataset [31] (external_2). We obtained the private datasets with the approval of 

Emory Institutional Review Board. More details about the datasets are presented in Table. 

I. Notably, each chest X-ray data may have multiple common diagnoses, different from the 

MURA dataset where class labels are mutually exclusive.

B. Anomaly Detectors in Use

OOD detection plays an important role in identifying shift data in external datasets. We 

adopt CVAD [30] as the main anomaly detector,which has been introduced in Sec. III-D. 

As this method poses no assumption on the input data and the applied situations, we utilize 

this anomaly detection architecture in our pipeline called MedShift_w_CVAD across all 

the experiments. The implementation code of CVAD is available at https://codeocean.com/

capsule/3191573/tree/v1. For comparison, we select f-AnoGAN [17] as the baseline and 

apply the method in MedShift for comparison (MedShift_w_fAnoGAN in short). We 

also show the performance of SSP-CAB [34] by combining its self-supervised predictive 

convolutional attentive block with CVAD architecture, the corresponding shift data detection 

pipeline is named MedShift_w_SSPCAB.

C. Experimental Setup

For convenience, we have listed most of the symbols and the descriptions that have been 

used in Table II for quick query. We implement the pipeline using Pytorch 1.5.0, Python 

3.7.3 and Cuda compilation tools V10.0.130 on a machine with 4 NVIDIA RTX A6000 

GPUs with 48 GB memory. More details about the training of anomaly detectors and 

classifiers are introduced below.

D. Results

In this section, we evaluate the performance of our pipeline on three objectives - (i) shift 

data identification, (ii) shift data partition and (iii) shift data significance evaluation. To 

increase readability, one representative class is selected for explanation.

1) Shift Identification with Anomaly Detection: In the process of identifying the 

shift data from the external source, each class of the internal dataset will obtain its 

own anomaly detector. Figure 3 presents the anomaly score distributions of the HAND 
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class of MURA dataset obtained by MedShift_w_CVAD, MedShift_w_fAnoGAN and 

MedShift_w_SSPCAB architectures. The X-axis represents the anomaly score and Y-axis 

stands for the number of images that have the original anomaly scores in the corresponding 

range. In all cases, Emory data is considered as internal data. We normalize the anomaly 

scores of MedShift_w_CVAD and MedShift_w_SSPCAB results with a sigmoid function 

as min-max normalization fail to work for unseen data distributions. We show the original 

scores of MedShift_w_fAnoGAN as they give better distribution visualization.

For MURA dataset, the anomaly score distribution of MedShift_w_CVAD for XR_HAND 
is shown in the left of Fig. 3, with the blue curve for Emory XR_HAND and the orange 

distribution curve for Stanford XR_HAND data. As can be observed, the peaks of the two 

distributions are clearly separated, the Stanford data generally gets higher OOD scores than 

the internal Emory data. The difference between the internal and external anomaly score 

distributions can be easily observed. The closer and more similar the two distributions are, 

the less shift the external dataset has. Comparatively, the internal and external anomaly score 

distributions of MedShift_w_fAnoGAN heavily overlap with each other, indicating a limited 

discriminative ability of detecting shift data. MedShift_w_SSPCAB assigns higher anomaly 

scores to external sources, but still has a certain amount of overlapping with the internal 

source.

The similar phenomenon can also be seen in chest X-ray data when being tested on two 

external datasets. For chest X-ray dataset, the OOD detection for Fracture is shown in 

Fig. 4, with the blue histogram and curve for internal Emory_CXR dataset, the orange for 

CheXpert dataset and the green for MIMIC dataset. The differences in the distributions 

reflect how different the external chest X-ray data is from the internal domain. Both 

CheXpert and MIMIC Fracture distributions show significant shifts with the internal 

Emory_CXR distribution, which indicates that external Fracture shift data exists and can 

be identified by CVAD. For MedShift_w_fAnoGAN, the internal distribution curve is inside 

the two external curves, which means little variance has been identified by fAnoGAN. 

Differently, MedShift_w_SSPCAB shows similar performance with CVAD for MIMIC 

dataset but tends to treat all CheXpert data as outliers.

2) Shift Data Clustering Results: In this section, we showcase the clustering results 

based on anomaly scores for both MURA and chest X-ray datasets. Specifically, Stanford 

MURA dataset, CheXpert and MIMIC data are clustered into different groups according 

to their anomaly scores obtained in the previous step. The selection of group numbers 

is decided by the Elbow distortion curves. Take MURA HAND class as an example, 

Fig. 5 illustrates the curve plots of MedShift_w_CVAD, MedShift_w_fAnoGAN and 

MedShift_w_SSPCAB. For all the three situations, we pick 5 for group numbers. As 

observed during our experiments, the curve plots across all the classes showing similar 

patterns. Therefore, we keep k as 5 in the other datasets as well. The corresponding 

clustered examples can be seen in Fig. 6. There are 5 cluster groups in total, with each 

row representing one cluster. The groups are sorted in ascending order, namely, the top row 

is with the lowest anomaly scores and the bottom has the largest anomaly scores. For better 

understanding, their corresponding scores are labelled on top of each example item. As can 

be observed, the hand data of left figure gradually shows more and more variations in terms 
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of image quality, positioning, and noise, as the anomaly score becomes large, especially 

when comparing the group 1 (first row with lowest anomaly score) to group 5 (last row 

with highest anomaly score). The variance exhibiting in the abnormal data indicates the 

existence of distribution shift in the external dataset. Nonetheless, the significance of the 

detected under-represented/shift data samples in affecting deep learning models’ prediction/

classification remains to be explored. In comparison, the results of fAnoGAN fail to 

demonstrate a clear variation pattern for each cluster group. The mixture of shift data across 

different groups hinders the detection of shift data identification.

Similarly, an example of chest X-ray Fracture is presented in the right of Fig. 7. Following 

the same arrange order, the difference for each group can be clearly captured by our model.

3) Classification Results for Shiftness Evaluation: As introduced in Sec. III-E, 

a multi-class classifier has to be trained on the internal dataset to quantify the effect of 

removing the shiftness of external datasets for the two targeted classification tasks. In this 

section, we report the classification training and testing performance on the internal dataset, 

and the performance on the external datasets after dropping the highest anomaly score 

group iteratively. The external group-wise shiftness is thus revealed by the performance 

variation. An evident decrease suggests a significant distribution shift in the dropped group. 

For comparison, we report the classification outcomes on external dataset based on the 

clustering results obtained with both anomaly scores computed with CVAD [30], fAnoGAN 

[17] and SSPCAB [34] architectures.

Figure 8 shows the classification results for the MURA data, including the test results of 

Emory MURA and evaluation on Stanford MURA groups. Both the class-wise and average 

AUC scores are reported. As the classification is evaluated in the order of TOP_k, TOP_k-2, 

…, TOP_1 order, which is TOP_5, TOP_4, TOP_3, TOP_2, TOP_1 for our experiments, 

meaning that we gradually drop the group that with the highest anomaly scores and evaluate 

the classification performance on the remaining data. There are five groups being clustered 

for each class. Therefore, the TOP 5 clusters constitute the whole external dataset and the 

corresponding classification results for CVAD version, fAnoGAN and SSPCAB version are 

the same. As can be observed, the classifier’s predictions become more and more accurate as 

the groups are discarded gradually based on their anomaly score order. Look into the AUC 
scores of XR_HAND from TOP 5 to TOP 1, the values of CVAD, fAnoGAN and SSPCAB 

are growing, especially CVAD and SSPCAB, which means the removed group contains data 

with certain shiftness and will affect the in-domain model’s ability. The extent of shiftness 
can be inferred via the change of classification measurements for a notable improvement 

indicates a severe shifting exists in the dropped group. The amount of data samples in the 

dropped group is the number difference between the adjacent groups. The sample numbers 

of different groups are also reported in Fig. 9. Take XR_HAND for example, group 5 of 

MedShift_w_CVAD has 753 samples by calculating the difference of total image number of 

TOP 5 clusters (3851) and TOP 4 clusters (3098), (i.e., 753 = 3851 − 3098) and group 5 

of MedShift_w_f-AnoGAN has 13 samples (13 = 3851 − 3838). Notably, removing fewer 

samples with more improvements means more accurate shift data detection. Although the 

same trend is noted for all the three versions in general, the CVAD and SSPCAB versions 

can get more increase in performance after expelling the most anomalous group than the 
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f-AnoGAN version, which demonstrates the effectiveness of our MedShift framework in 

determining shift data among external datasets. We report the classification performance 

on chest X-ray datasets in Table. III. Additionally, we also analyze the anomaly score 

differences between correctly and wrongly classified samples. Take MURA for example, we 

show the anomaly score distributions for XR_HAND, XR_FOREARM and XR_HUMERUS 
classes in Figure 10. Generally, wrongly classified samples have higher anomaly scores than 

correctly classified but experience the possibility of low anomaly scores for some hard cases.

4) Dataset Quality Measurement Results: We report the Stanford MURA dataset 

quality in the top left of Fig. 11 calculated via the OTDD metric (i.e., Eqn. 5 and Eqn. 6). 

We respectively evaluate the quality for TOP_5, TOP_4, TOP_3, TOP_2, TOP_1 cases as 

indicated by the X-axis values of the plots. To compare, we test our pipeline with CVAD, 

fAnoGAN and SSPCAB anomaly detection architectures and present the internal train and 

test dataset quality as the baseline. As can be seen, the distance between Stanford MURA 

and Emory MURA datasets is decreasing when the anomalous groups with shift data are 

removed gradually. Nevertheless, our CVAD version (in blue) and SSPCAB version (in 

green) shorten the distance more and faster than the fAnoGAN (in orange) version. The 

general external dataset quality achieves the best when it is composed by the group with the 

lowest anomaly scores and achieve nearly the same dataset quality as the internal baseline, 

which follows the same conclusion as the average classification performance in Fig. 8. An 

increase of classification accuracy indicates the dataset quality improvement.

For the reason that the OTDD method computes the distance values with label-data pairs, it 

was not designed for multi-label datasets. To adapt for the chest X-ray scenario, we report 

the class quality instead of the whole dataset. Due to the space limitation, we randomly 

select 5 representative classes (Fracture, No Finding, Edema, Consolidation, Pleural Other ) 
and present the quality variations in Fig. 11. To compare, we show the two chest X-ray 

datasets (CheXpert and MIMIC) class-wise quality obtained by CVAD, fAnoGAN and 

SSPCAB versions. Generally, the distances between the internal and external are shortened 

in a limited way with MedShift_w_CVAD model, but the distance values are enlarged by the 

fAnoGAN version. SSPCAB exhibits better performance than fAnoGAN. Since the distance 

represents the dissimilarity between the evaluated dataset pair, an increase of distance 

indicates a failure of identifying shift data in the external domain. Here, the CVAD version 

shows better performance than the MedShift_w_fAnoGAN model and sometimes better than 

MedShift_w_SSPCAB.

Moreover, an increase of distance is also an indicator of stop sign for detecting shift data 

of a well-performed shift identification model. From the anomaly score distribution plots 

of Fig. 11, it is clear that external MURA HAND has more variance than the external 

chest X-ray Fracture data. Thus, shift data identification is relatively difficult for the chest 

X-ray dataset. Specifically, all the class-wise dataset qualities of chest X-ray datasets are 

improved in a limited way compared to the baseline. Subtle class variations and multi-label 

characteristics may account for the limited improvement as they lead to the difficulty of 

class-specific representation learning and degrade the distinguishing ability for external 

outliers with minor variation. Depending on the quality expectations, users can decide to 

remain the original Fracture class or remove one or two top groups from Fracture.
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V. LIMITATION

MedShift has been only validated on the medical image classification problem. Similar 

pipeline can also be evoked for segmentation and detection. For multi-class classification 

problem, the pipeline needs anomaly detectors trained for each class which ultimately 

increase the training time and computational complexity. The dataset quality metrics have 

only been computed on MURA and Chest Xray datasets. More evaluations need to be 

perform for generalizing these quality measures.

VI. CONCLUSION AND FUTURE WORKS

We have designed an automated pipeline - MedShift, for medical dataset curation based 

on anomaly score. Under-the-hood, MedShift identifies image data distribution shift based 

on anomaly detection and unsupervised clustering to discriminate the poor-quality, noisy 

and under-represented samples from the external data. The anomaly detection architecture 

involves two separate implementation phases - (1) internal training - time consuming and 

needs to be trained for each targeted class label, and (2) test phase - quick, only forward pass 

which needs minimal data pre-processing and cleaning from the external sites. Once trained, 

the anomaly detectors should be able to identify unknown anomalous patterns from an 

external dataset without ever seeing such anomalous data examples in training. This quality 

makes the proposed pipeline particularly suitable for medical image dataset curation since 

exchanging healthcare data among institutions and manually identifying noisy or anomalous 

data are both extremely challenging in the current healthcare situation.

Our pipeline is flexible towards the particular anomaly detector architectures. We evaluated 

two use-cases - diagnosis from chest X-ray and classifying anatomical joints from MURA 

and applied different anomaly detectors CVAD, fAnoGAN and SSPCAB.

Our experiments showed that being trained only on internal Emory datasets, deep learning 

models classification accuracy is gradually rising on the external dataset after removing 

the shift data items via MedShift and ultimately achieved performance close to the internal 

data. The improvement of classification accuracy represents the fact that the MedShift can 

identify relevant shift data that will degrade the performance of an in-domain model and 

be able to reproduce the internal performance on unseen external data without data sharing. 

Moreover, the brief cluster exploration on the external dataset showed that higher anomaly 

cluster groups contain more variations in terms of image quality, positioning, noise, and the 

pipeline correctly identified the shift data.

In its current state, the proposed pipeline MedShift can be evoke as a web-service and 

compute domain-specific quality checks and derive powerful and actionable insights from 

the datasets. The suggested workflow will be beneficial in future non-shareable healthcare 

collaboration where the MedShift pipeline will be set up as a browser-based service within 

the local firewall for automated dataset curation with multi-class labels. As an immediate 

future study, we plan to conduct a reader study with expert radiologists to interactively 

evaluate the proposed platform and quantify the performance based on user-feedback 
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matrices. In future, we are planing to incorporate novel proxy-based multi-classs similarity 

architecture for anomaly detection.
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Fig. 1: 
MedShift Pipeline for shift data identification (1)(2)(3) and quantification (4)(5)(6)…(4+k). 

(1) Train anomaly detectors for each internal class to learn in-distribution; (2) apply trained 

anomaly detectors to external classes for acquiring the anomaly scores for external data 

samples; (3) cluster each external class into multiple groups based on the anomaly scores 

in an unsupervised way; (4) train a multi-class classifier of internal dataset; (5) apply the 

trained classifier to the external classes to judge the generalizability on the external dataset 

without anomaly removal; (6) drop the group with the highest anomaly scores and apply the 

trained classifier to the updated classes; the previous process will proceed until (4+k) only 

one group left. Best view in color.
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Fig. 2: 
CVAD architecture - a cascade VAE as the generator (G) and a separate binary classifier 

(D) as the discriminator. The main VAE pipeline is composed by the encoder E1 shown as 

the orange part and the decoder D1 in the dark green part; the branch VAE has the pink part 

as the encoder E2 and the light green for its decoder D2. Given an input image x, the main 

VAE learns to reconstruct x′1 via latent representations µ1 and σ1; the branch VAE takes the 

outputs of the results of the main VAE encoder intermediate part E11 and the intermediate 

decoder D11 as inputs and feeds the concatenated features to E2 to formulate the branch latent 

variables µ2 and σ2, which gives a low-level reconstruction x′2 via the corresponding decoder 

D2. By adding the two reconstructions - x′1 and x′2 together with a sigmoid function, a final 

reconstruction x is generated and later treated as fake OOD data as compared to the original 

input x. The binary discriminator D will learn to distinguish them.
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Fig. 3: 
Shift identification with anomaly detection on Stanford_MURA HAND data - (left) 

anomaly score distributions of MedShift_w_CVAD; (middle) anomaly score distributions of 

MedShift_w_fAnoGAN and (right) anomaly score distributions of MedShift_w_SSPCAB. 

Distributions are truncated on samples with large anomaly scores for better visualization.
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Fig. 4: 
Shift identification with anomaly detection on CheXpert and MIMIC Fracture data - (left) 

anomaly score distributions of MedShift_w_CVAD; (middle) anomaly score distributions of 

MedShift_w_fAnoGAN and (right) anomaly score distributions of MedShift_w_SSPCAB. 

Distributions are truncated on samples with large anomaly scores for better visualization.
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Fig. 5: 
Elbow distortion curves for Stanford_MURA HAND data - (left) MedShift_w_CVAD 
results; (middle) MedShift_w_fAnoGAN results and (right) MedShift_w_SSPCAB results.
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Fig. 6: 
Clustering examples on Stanford_MURA HAND data - (left) MedShift_w_CVAD results; 

(middl) MedShift_w_fAnoGAN results and (right) MedShift_w_fAnoGAN results. Each 

row represents one group with five example images. The groups are illustrated in ascending 

order based on the anomaly scores from top to bottom. The corresponding original (not 

normalized) anomaly score is on top of each image.
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Fig. 7: 
Examples of chest X-ray clustering results. The first row shows three clustering results of 

CVAD, fAnoGAN, SSPCAB on CheXpert Fracture data respectively; and the second row 

presents their clustering results on MIMIC Fracture data. Styles follow Fig. 6.
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Fig. 8: 
MURA classification performance.
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Fig. 9: 
Number of images for MURA after removing groups in the order of Top_5, Top_4, …, 

Top_2. (Style follows Fig. 8.)
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Fig. 10: 
Anomaly score distributions of correctly(yellow) and wrongly(blue) classified external 

MURA data. From left to right, there are XR_HAND, XR_FOREARM and 

XR_HUMERUS classes.
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Fig. 11: 
Dataset quality measurement results. From left to right, top to bottom, there are Stanford 

MURA whole dataset’s quality, CheXpert and MIMIC Fracture, No Finding, Consolidation, 

Edema and Pleural Effusion class quality. Internal dataset quality baselines are also showed 

as Baseline with variations in dotted lines. X-axis values represent situations of the groups 

in use, and Y-axis values indicate the distance between the internal and external datasets (the 

lower the better). Distance mean and stdev values of ten rounds of evaluations are present in 

the plots.
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