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Abstract

A number of calcium imaging methods have been developed to monitor the activity of large populations of
neurons. One particularly promising approach, Bessel imaging, captures neural activity from a volume by pro-
jecting within the imaged volume onto a single imaging plane, therefore effectively mixing signals and increasing
the number of neurons imaged per pixel. These signals must then be computationally demixed to recover the
desired neural activity. Unfortunately, currently-available demixing methods can perform poorly in the regime
of high imaging density (i.e., many neurons per pixel). In this work we introduce a new pipeline (maskNMF)
for demixing dense calcium imaging data.

The main idea is to first denoise and temporally sparsen the observed video; this enhances signal strength
and reduces spatial overlap significantly. Next we detect neurons in the sparsened video using a neural network
trained on a library of neural shapes. These shapes are derived from segmented electron microscopy images input
into a Bessel imaging model; therefore no manual selection of “good” neural shapes from the functional data
is required here. After cells are detected, we use a constrained non-negative matrix factorization approach to
demix the activity, using the detected cells’ shapes to initialize the factorization. We test the resulting pipeline
on both simulated and real datasets and find that it is able to achieve accurate demixing on denser data than was
previously feasible, therefore enabling faithful imaging of larger neural populations. The method also provides
good results on more “standard” two-photon imaging data. Finally, because much of the pipeline operates on
a significantly compressed version of the raw data and is highly parallelizable, the algorithm is fast, processing
large datasets faster than real time.

Introduction and overview

Calcium and voltage imaging enable in vivo recording from large populations of neurons. A major goal of
these methods is to simultaneously record the activity of as many neurons as possible at high spatial and temporal
resolution. A number of approaches have been developed in pursuit of this goal; see e.g. (Ji et al., 2016) for a
review.

One promising strategy is to optically mix the activity of many cells onto the image sensor — to effectively
increase Rc, the ratio of cells per pixel — then computationally demix the activity after the images have been
acquired. Examples include compressed sensing approaches (Pnevmatikakis and Paninski, 2013), Bessel imaging
(Lu et al., 2017), the vTwINS approach developed in Song et al. (2017), the two-stage imaging approach proposed
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in Friedrich et al. (2017a), and the multiplexing approach in (Yang et al., 2016). Ideally, we want to make Rc

as large as possible to increase the size of the neural population that we can image simultaneously (under the
constraint that demixing remains feasible). However, the denser the imaging, the more challenging the resulting
computational demixing problem — and unfortunately, current demixing approaches can fail on dense neural data
in which there is a high spatial overlap.

To address this issue, we have designed a pipeline that sequentially compresses and temporally sparsens calcium
imaging video data. Then we deploy a specialized neural network to detect neural shapes from the resulting video.
This neural network is trained on simulated calcium imaging data constrained by electron microscopy, to sidestep
the need to gather large labeled datasets from human observers that may inject uncontrolled biases into the
training dataset.

Background and related work

Segmentation and matrix factorization approaches

Over the past decade, a variety of calcium and voltage imaging signal extraction methods have been developed.
Broadly speaking, we can divide these analysis approaches into two classes: segmentation methods and matrix
factorization methods. Segmentation methods aim to define clear, non-overlapping region of interest (ROI) bound-
aries for each neuron and assign the activity in each ROI pixel to at most a single neuron (Pachitariu et al., 2013;
Kaifosh et al., 2014; Apthorpe et al., 2016; Klibisz et al., 2017; Spaen et al., 2019; Kirschbaum et al., 2020; Bao
et al., 2021); to extract activity of any neuron from the video then we simply need to perform a weighted average
over the pixels belonging to its ROI. On the other hand, matrix factorization methods are more general, and allow
for contributions from multiple cells to each pixel (Mukamel et al., 2009; Ferran and Hamprecht, 2014; Maruyama
et al., 2014; Pnevmatikakis et al., 2016; Pachitariu et al., 2016; Petersen et al., 2018; Zhou et al., 2018; Buchanan
et al., 2018; Zhou et al., 2020; Inan et al., 2017; Reynolds et al., 2017; Charles et al., 2022). The goal of a matrix
factorization method is therefore to demix the activity of multiple cells that may have some partial spatial overlap.
These demixing methods are more appropriate than segmentation methods for the highly-mixed data we consider
in this paper.

Within this class of matrix factorization approaches, constrained or penalized nonnegative matrix factorization
(NMF) methods have been widely applied (Ferran and Hamprecht, 2014; Maruyama et al., 2014; Pnevmatikakis
et al., 2016; Pachitariu et al., 2016; Inan et al., 2017; Zhou et al., 2018; Buchanan et al., 2018; Zhou et al., 2020).
Here the data matrix is factorized into a sum of non-negative product terms: each neuron’s activity is modeled as
a product of a fixed non-negative spatial image multiplied by a time-varying non-negative intensity factor. This
is a natural generative model of the observed imaging data (after preprocessing steps such as motion correction
/ registration have been applied), but unfortunately computing the optimal NMF solution can be a challenging
computational problem.

NMF involves approximating a solution to a nonconvex optimization problem. Therefore, most NMF algorithms
are highly initialization-dependent. There are known mathematical conditions that ensure a good solution to the
NMF problem: for example, if it is known that, for each neuron i, there exists a pixel that only contains signal
from neuron i (the “pure-pixel” assumption), or conversely, there exists a frame that only contains signal from
neuron i (the “pure-frame” assumption), then existing algorithms can detect either pure pixels or pure frames and
use these to initialize an NMF solution that correctly identifies the visible neurons. (See (Arora et al., 2016) for
an example of such mathematical guarantees.) Unfortunately, in the dense imaging case that we focus on here,
these pure-pixel or pure-frame assumptions do not hold.

The key insight of this paper is that if we can sparsen the data while maintaining a low noise level, then a
local version of the pure-frame assumption is reasonable: well-isolated neurons are visible in many frames in the
sparsened, denoised data. In the calcium imaging setting, we can sparsen the data with a temporal deconvolution
operation (together with a suitable denoising operation), and then use a specialized neural network to detect
the resulting isolated cell images. (See (Xie et al., 2020) for a related approach, in which high-pass thresholding
sparsens voltage imaging videos.) Finally, we use the detected cell images to initialize a constrained NMF algorithm
to demix the full original dense data.
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Neural network based approaches

Recent years have seen the development of multiple calcium imaging pipelines that use deep neural networks
(Apthorpe et al., 2016; Klibisz et al., 2017; Soltanian-Zadeh et al., 2019; Kirschbaum et al., 2020; Zhou et al.,
2020; Cai et al., 2021; Denis et al., 2020). In some approaches, networks are trained to extract solely spatial
information. For example, in (Klibisz et al., 2017), a neural network is trained to detect neural shapes from a
video’s mean image. This approach exposes the network to a 2D “summary” image, essentially discarding most
temporal information. However, this approach has the advantage of being simple and computationally fast. In
other approaches, networks are trained to use spatiotemporal information (Apthorpe et al., 2016; Soltanian-Zadeh
et al., 2019). For example, (Soltanian-Zadeh et al., 2019) uses a specialized 3D convolutional neural network to
extract neural signals. The network makes more complete use of the spatiotemporal structure of calcium imaging
videos. However, it is also computationally more expensive. One hybrid approach uses both spatial and temporal
statistics to train a convolutional neural network. This network estimates affinities between pixels of a given
imaging video (Kirschbaum et al., 2020). These affinities are then processed to estimate individual neural signals.

Training these neural networks poses a challenge, as there is no ground truth in calcium or voltage imaging
videos. Instead, previous efforts have mainly relied on manually annotated datasets (Apthorpe et al., 2016; Klibisz
et al., 2017; Soltanian-Zadeh et al., 2019; Kirschbaum et al., 2020). Unfortunately, these annotations are not
universally accepted, even among experts (Giovannucci et al., 2019; Soltanian-Zadeh et al., 2019).

We take a different approach here: we use simulated calcium imaging videos as training data, constraining our
simulation models with real morphological information extracted from electron microscopy datasets (Zhou et al.,
2020), as discussed in more depth below. (See (Charles et al., 2019) for a different, fully-artificial approach to
simulating calcium imaging data.)

Denoising and compression approaches

Another class of methods use deep neural networks for calcium imaging analysis tasks such as noise reduction
or neuropil estimation (Lecoq et al., 2021; Zhou et al., 2020; Zhang et al., 2022). (Lecoq et al., 2021) builds
on a line of work (Lehtinen et al., 2018; Batson and Royer, 2019; Krull et al., 2018) to create a self-supervised
deep neural network denoiser for functional neuroimaging data. Additionally, Zhang et al. (2022) extends the
simulation approach from Charles et al. (2019) to train a deep neural network to remove neuropil contamination
from one photon imaging data, making it easier to detect ROIs. These image-to-image denoising approaches are
complementary to the approach taken in this paper; for example, one could apply one of these denoising networks
first and then apply the demixing pipeline described below.

In this work, we adapt the Penalized Matrix Decomposition method from (Buchanan et al., 2018) to compress
and denoise the data. This step estimates a signal subspace directly from the data (without having to pre-train
a neural network) and discards noise dimensions orthogonal to this signal subspace, therefore denoising the data.
In addition, the data can be reprojected onto this signal subspace iteratively at multiple stages of the processing
pipeline, helping to e.g. suppress noise after the temporal sparsening step across pixels. Finally, by projecting
onto the signal subspace we achieve significant compression, leading to major speedups of subsequent algorithm
steps, as we will describe below.

Methods

Notation and overview

We will use the following notation, following (Buchanan et al., 2018):

1. Y refers to the full “unrolled” imaging video, formed by vectorizing each frame and stacking these vectors
into a matrix. Y is a d × T matrix, where T is the number of frames in the video and d is the number of
pixels in the field of view (FOV).

2. N refers to the number of neurons identified in the video Y .

3. A denotes the the spatial footprints of the N neurons. It is a d×N matrix.

4. C denotes the temporal activities of the N neurons. It is a N × T matrix.
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Figure 1: Illustrated steps of maskNMF pipeline. (A) We start with a motion-corrected dataset. (B) We then
compress and denoise the data using penalized matrix decomposition (PMD) from Buchanan et al. (2018). (C)
Then, we perform pixel-wise deconvolution to temporally sparsen the data; here, we show the result of temporally
sparsening a single pixel of the denoised data. (D) We then project this sparse video back onto the spatial denoising
basis U ; note that the resulting image contains a single, well-isolated neural shape, unlike (B). (E) Finally, we run
a specialized neural network (a Mask R-CNN architecture, trained on simulated calcium imaging data) to detect
neuron signals present in this frame of the data.

5. B describes a “background” term; this is a d× T matrix.

6. E is a noise term, a d× T matrix. We assume that noise is temporally and spatially uncorrelated.

7. Ỹ = UV refers to the rank-K compressed and denoised representation of Y , where U is a d×K matrix and
V is a K × T matrix (discussed below).

Putting these pieces together, we use the following model:

Y = AC +B + E.

Our goal is to generate estimates of A, C, B, and E. Broadly, our pipeline can be broken into three stages:
preprocessing, initialization and demixing. During the preprocessing stage, we aim to register the data and
compress it. The former step spatially aligns the signal sources across the frames of the movie. The latter step
reduces the data size (allowing for faster subsequent data processing) and also serves as a conservative denoiser.
During the initialization stage, we aim to create good initial estimates of A and C. This step is particularly
challenging in dense imaging datasets, where neurons have a high degree of overlap. Finally, during the demixing
stage, we use an improved version of the “localNMF” demixing procedure developed in Buchanan et al. (2018) to
estimate A, C, and B.

Below we describe the proposed pipeline in greater detail. Note that every step in this pipeline is designed for
GPU acceleration, allowing for end-to-end analysis results for hour-long imaging videos within minutes.

Motion correction and registration

We begin by motion correcting the video using NoRMCorre (Pnevmatikakis and Giovannucci, 2017).
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Conceptually, NoRMCorre is a template matching algorithm: it aligns every frame of the video to a “global”
template. This alignment involves a “rigid” registration, wherein the entire image is uniformly shifted to best
match the template, as well as an optional “piecewise rigid” step, wherein local patches of the image are aligned
to the corresponding subpatches of the template. These aligned patches are then pieced together via interpolation
to arrive at a final registered image. For computational performance and parallelization, we have implemented the
entire algorithm on GPU using JAX (Frostig et al., 2018). This allows us to rapidly perform multiple iterations
of rigid and piecewise rigid registration for any dataset to estimate an excellent template to which we register the
data.

Compression and Denoising

After motion correction, we next compress and denoise the registered, normalized video to produce a new
video Ỹ = UV , following (Buchanan et al., 2018). In this decomposition, U represents a compressed spatial
representation of the signal, and V represents a compressed temporal representation. We use a simple version
of the penalized matrix decomposition (PMD) method described in (Buchanan et al., 2018), without the spatial
and temporal penalties, to compute U and V . This is equivalent to applying adaptive, localized singular value
decompositions (SVDs) to overlapping spatial subsets of the movie (and then linearly interpolating over these
spatial subsets to avoid block artifacts). The rank K of U and V is typically an order of magnitude or two
smaller than d or T ; additionally, each column of U is supported only on a single spatial patch, and therefore U
is a highly sparse matrix. This step is highly parallelized over spatial video patches and is again accelerated for
GPU and multi-GPU environments using JAX (Frostig et al., 2018). Furthermore, using JAX’s composability
mechanisms, we provide an option to perform end-to-end motion correction and compression on the GPU without
ever explicitly saving out a motion corrected movie. This approach is further accelerated by JAX’s just-in-time
compilation mechanism, and can be very useful in time-constrained (online) experimental settings. Finally, we
note that unlike the original PMD method, we use a fast approximate method from (Halko et al., 2011) to compute
the truncated SVD; this method relies largely on matrix-vector operations, enabling fast GPU acceleration.

Sparsening

Highly-overlapping populations of neurons are difficult to demix. In the calcium imaging setting, the observed
fluorescence signals are temporally much slower than the underlying action potentials: this spreads the activity
over multiple imaging frames, leading to greater spatially-mixed data in each frame.

Our approach is to temporally deconvolve the data, producing a sparser dataset. Deconvolving the raw data in
each pixel would be challenging, due to the low SNR in each individual pixel. Instead, we deconvolve the temporal
activity of each pixel in the denoised video Ỹ , by solving the deconvolution problem described in OASIS (Friedrich
et al., 2017b):

min
c

1

2
|c− f(ỹ)|2 + λ|s|1 subject to st = ct − gct−1 ≥ 0.

In the context of deconvolution, ỹ, c, and s are T -length vectors (one for each pixel) describing the fluorescence
trace, estimated calcium concentration, and deconvolved calcium trace, respectively. The function f subtracts
the baseline fluorescence from ỹ; c and s are related via an AR-1 process with coefficient g. The regularization
coefficient λ encourages sparsity in the underlying activity s. (It is worth noting that other deconvolution methods
could also work well here, e.g., (Jewell and Witten, 2018; Berens et al., 2018; Jewell et al., 2019; Rupprecht et al.,
2021).)

The above approach requires O(dT ) time, and the current implementation of OASIS does not take advantage
of GPU architectures. To achieve further speedups, we can apply a more naive weighted deconvolution for an
AR-1 process:

st = ct − gB(ct)

where B is the backshift operator applied to the time series c. This simpler deconvolution operation is less
accurate when applied to noisy data but has a major advantage: it can operate exclusively on the temporal basis
representation (V ) of the denoised data (leading to O(KT ) scaling rather than O(dT )) and is highly parallelizable
via standard GPU matrix manipulation. This yields significantly more scalable computation, especially over
large-FOV data.
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Re-denoising via U-Projection

In the simplest case, deconvolution is a differentiation operation, and therefore amplifies high temporal-
frequency noise in the data. The OASIS model employed above reduces this noise amplification, but since this
deconvolution is run on each pixel independently (for code simplicity and speed) some noise persists in each frame.
Therefore, next we perform a linear projection of the deconvolved matrix Z back onto the spatial denoising matrix
U , to recover a cleaner representation of the deconvolved activity:

Z̃ = U(UTU)−1UTZ.

To compute this projection efficiently, we first calculate the inverse matrix (UTU)−1. This operation is relatively
quick because UTU is a low-dimensional, K ×K matrix, with K << d. Then we simply need to multiply by UT

and U ; both of these are quick due because K is small and U is sparse (Buchanan et al., 2018). The projected video
Z̃ typically contains isolated, clean neuron shapes, which we can detect using a Mask R-CNN object detection
network (see the next section). Finally, we note that for purposes of memory efficiency, we never explicitly compute
Z̃ and store it in memory; instead we leave it in a factorized form: Z̃ = UP , where P = (UTU)−1UTZ. In Figs. 2-3
we provide pixel-wise and frame-wise examples to show how the deconvolution and projection operations improve
the isolation and detection of neural signals.

Component identification: Mask R-CNN

Now, we use an object segmentation network, Mask R-CNN (He et al., 2017), to identify candidate neurons
by their spatial supports in Z̃. This network is trained in a supervised manner (see the next section for details) to
perform an instance segmentation task. That is, it learns to identify individual instances of a certain class (in this
case, neurons) given images that may contain neurons. (We use Mask R-CNN because it is easy to train using our
simulated neuron shapes; however, other methods, such as (Dolev et al., 2019), might also work well here.)

The brightest frames in Z̃ are more likely to contain the desired complete neuron images. To construct a
reliable initialization for A, we reorder the frames of the movie Z̃ based on maximum brightness in each frame.

We run Mask R-CNN on the brightest n frames (with n ≈ 100), creating a list of candidate neurons. The
Mask R-CNN identifies neurons with varying levels of confidence. We only add a candidate neuron to our list if
it meets certain criteria. First, the Mask R-CNN must identify the neuron with a confidence level of more than
cmin (with cmin ≈ 0.7). Second, the cosine similarity between the candidate neuron and all other neurons already
in the list must be lower than some threshold, treal. Third, the cosine similarity between the candidate neuron’s
spatial support and the spatial supports of all neurons already in the list must be lower than some threshold, tbin.
We have found tbin ∈ [0.5, 0.8] and treal ∈ [0.5, 0.8] work well on a variety of datasets. These criteria allow us to
construct a list of high-confidence, distinct neurons to initialize A. Finally, the candidate neuron footprint must
not overlap significantly with any other footprints in its respective frame. This last condition allows us to identify
well-isolated, non-overlapping neural signals. To seed A, we provide the spatial footprints of the neurons in the
candidate list.

See Table 1 for a summary of the hyperparameters used in this section and the next.
We run the above initialization procedure in parallel on overlapping local spatial patches. (For reference, we

have found that using a roughly 20 × 20 pixel patch is appropriate for all of the datasets analyzed here, where
a typical soma occupied between 100-300 pixels.) This has several advantages. First, if the brightness varies
significantly across a given video’s FOV, then simply taking the brightest components across the entire image
would lead us to neglect cells from the dimmer parts of the field of view. Second, recall that we iteratively build
a candidate list of neurons, disregarding neurons that are similar to neurons already in the list. The runtime of
this operation is quadratic in the number of candidate cells; running this operation locally keeps the size of this
list (and therefore the runtime of this step per patch) constant as the size of the full FOV increases.

Video simulation and training

We train the Mask R-CNN network using simulated data. Specifically, we generate simulated A,C, and E
matrices, form a simulated data matrix AC + E and compute the corresponding Z̃, and finally compute the n
brightest frames in local spatial patches, following the steps outlined above. This simulated training strategy
enables us to generate an unlimited amount of training data without any laborious manual labeling of individual
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Figure 2: Single-frame and single-pixel comparisons on Bessel data. We provide comparisons of various
images and the temporal traces in a fixed pixel, (84,56), as indicated by the crossed lines. The original and
denoised image highlight the effects of the first denoising step in this pipeline. Following this step, we deconvolve
and denoise the temporal traces of each pixel, producing the projection frame. We provide the difference image as
a simple baseline with which to compare the projection; the difference operator acts as a very crude deconvolution
here. The difference image simply calculates the difference between frame 1225 and 1226; note that this raw
difference is highly noise-contaminated. Finally, the projection frame is much sparser than the denoised frame,
making it easier to detect spatial footprints of individual neurons, which we do using Mask R-CNN. For further
details, see the full corresponding video here.
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Figure 3: Single-frame and single-pixel comparisons for standard two-photon data. We provide com-
parisons of various images and the temporal traces for two-photon data in the same fashion at Fig. 2. Note that
the Mask R-CNN network shown here is specialized to detect neuron shapes found in non-volumetric two-photon
data. Again, see the full video here for further details.
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Figure 4: Simulated versus real spatial footprints. Examples of neural shapes extracted from real data using
the proposed pipeline (top) versus simulated neural shapes used to train the detection network (bottom). The
simulated neuron somas and processes are reasonably well-calibrated to those of the real neurons.

cells in real video data. On the other hand, the accuracy of the resulting trained network will depend heavily on
the realism of the simulated training data. We note that the proposed training procedure is highly modular: if
desired, we can use a different simulation method to generate the neuron spatial profiles included in the A matrix.

To generate accurate neural shapes in the simulated A matrices, we simulate Bessel imaging spatial footprints
using electron microscopy (EM) data. (Zhou et al., 2020) describe a method for simulating two-photon calcium
imaging data from a library of three-dimensional segmented EM neural shapes. In this work, we expand on that
method and use a dataset-dependent point-spread function to simulate training data. For example, for Bessel
imaging data we simulate neural shapes using a Bessel point-spread function instead of a standard two-photon
(Gaussian) scanning point spread function; this has the effect of collapsing the three-dimensional EM shape over
the length of the Bessel beam in z.

To simulate a Z̃ video, we choose a random number k and then place k neurons, each multiplied by a random
scaling factor (to account for variations in brightness between cells), onto a common field of view. (The distribution
of the number of cells k is also dataset-dependent: to match denser datasets, we can sample a larger number of
cells per field of view.) For each neuron i, we randomly select a temporal trace ci to populate the temporal
activity matrix C. To train a Mask R-CNN for Bessel data analysis, we used “real” Bessel traces from other
source extractions; however, we expect that simulated calcium traces would also work well. We then construct the
raw video Y = AC + E, where E represents Gaussian white noise; following Buchanan et al. (2018), we let the
variance of E scale with the size of the signal AC in each pixel.

For each frame in the resulting simulated video, we must decide which neurons should be considered as
“positive” (i.e., which neurons have an activity level that the Mask R-CNN should detect after sufficient training).
To do so, we individually deconvolve the temporal traces in C and soft threshold, keeping only temporal activity
in the top p-th percentile. (We found values in the range of p ∈ [40, 80] work well and allow for quick training
convergence.) This defines a new matrix of thresholded temporal traces C ′. In a given frame, the Mask R-CNN
is expected to identify neuron i if its corresponding thresholded temporal trace in C ′ is nonzero at that frame.

We used the implementation of Mask R-CNN provided by Wu et al. (2019). We used default parameters,
including standard learning rates (0.2). We generated approximately 400 different simulated videos to use as
training data.
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Variable Description Recommended
Range

cmin Confidence threshold for Mask R-CNN [0.7]
treal Footprint cosine similarity threshold [0, 5, 0.8]
tbin Binary mask cosine similarity threshold [0.5, 0.8]

n # of frames of Z̃ on which we run Mask R-CNN
for each local region

[50, 150]

m Max # of neuron footprints in simulated video dataset dependent
p Percentile threshold for deconvolved traces [40, 80]

Table 1: Mask R-CNN detection and training hyperparameters

Demixing denoised data: localNMF

As discussed above, we use the Mask R-CNN to identify a set of candidate neurons, and we initialize A = Ainit

with the neuron shapes provided by Mask R-CNN. To initialize the temporal activity terms C = Cinit, we perform a
hierarchical alternating least squares (HALS) (Cichocki et al., 2007) update, performing non-negative regression of
Ainit onto the denoised video, Ỹ . Then to further improve our estimates of A,C and B we run an updated version
of the localNMF algorithm from (Buchanan et al., 2018), using an improved version of the ring background model
adapted from (Zhou et al., 2020) (discussed further below). In the appendix, we provide detailed explanations of
our enhancements to the original localNMF procedure; in particular, the new approach performs all computations
on GPU and operates on the U, V decomposition rather than the original large data matrix Y , leading to major
acceleration.

Simplified background model

We model the background B as the sum of a fluctuating, time-varying background term and a static background
term, given by Bf and Bs respectively.

B = Bf +Bs

At each stage of the localNMF demixing procedure, we define the static background term, Bs, to be the mean
of the residual UV −AC.

To model Bf , we adapt the ring background model from CNMF-E (Zhou et al., 2018), with two modifications.
First, any ring pixel belonging to the support of A is set to zero. Second, the ring weights for any pixel are
constant on their support. This drastically reduces the number of free parameters in the ring model, leading to
faster fitting and reduced overfitting while still achieving accurate background subtraction. Finally, to denoise Bf ,
we perform a linear subspace projection of Bf onto U in the same manner as we describe in the “U-projection”
section above. Again, performing these computations on GPU, and in the U, V subspace rather than on the full
data matrix Y , both lead to major accelerations.

Superpixels and multi-pass analysis

In the localNMF demixing procedure, we include a multi-pass approach to identify and demix any neural
signals which may be left in the residual UV − AC. To do so, we run a more robust version of the superpixels
initialization procedure from (Buchanan et al., 2018) to identify the remaining neural signal; see the appendix for
a detailed explanation.

Dockerized Dash app and Napari viewer

We provide a Dash application via a Docker container which allows users to rapidly and interactively motion
correct, compress, and demix large calcium imaging data. This app contains a detailed set of visualization options
which will allow experimentalists to quickly inspect their data, annotate it, generate high quality demixing results,
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Figure 5: Dash web-app user interface Screenshot of the motion correction and PMD compression stages of
the user interface.

and download the results in a convenient format for downstream analysis tasks; see documentation here, including
instructions for cloud execution.

Dash apps are not designed for video rendering. We know, however, that inspection of final processed im-
ages/movies is a critical component of data inspection, so we have created an export feature and a Napari plugin
to efficiently view these compressed movies on a local workstation (Napari, 2021).

Results

Timing

We have run this pipeline on a variety of real and simulated calcium imaging datasets. We provide approximate
timing measurements on an imaging dataset of dimensions 512× 512× 50, 000 (about 30 minutes at 30 Hz), on a
128GB RAM Ubuntu workstation with a NVIDIA GeFORCE GPU with 11GB RAM. These numbers are useful
to give a coarse sense of the relative timing of each of the steps described above.

Step Runtime Asymptotic Performance

Motion Correction 1.5 minutes O(dT )
Compression 2.5 minutes O(dT )
Sparsening 2 minutes O(d)

Mask R-CNN detection 2 minutes O(d)
localNMF demixing 1 minute per pass O(NK(d+ T ))

Thus, the entire pipeline takes minutes and operates significantly faster than real time. We note that the
localNMF demixing only takes one minute. This is made possible by the PMD step: we can fit the entire compressed
data, (U, V ) onto the GPU and run the entire localNMF demixing pipeline there. Since most operations in this
demixing step involve matrix multiplications, this leads to massive acceleration.
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Figure 6: Sample frame of a simulated demixing video. Here, we provide a single frame in a demixing video,
which displays all key aspects of our pipeline. The “Raw Data” frame displays the data after noise normalization
(so the estimated noise level in each pixel is one). The “Denoised Data” frame describes the PMD-denoised data.
The “Signal Estimates” describe the summed estimated spatial and temporal components AC. In the “Estimates
Colored” panel, we assign each estimated component aici an individual color so that the viewer can visually
discern nearby neurons. In the “Ground Truth” frame, we provide the ground truth neural activity in the same
fashion. We provide static background estimates in the “Static Background” panel. We provide a “Fluctuating
Background” panel for reference. Note that it is empty because our simulated data does not contain neuropil
activity. Finally, we provide a mean-subtracted residual frame in the “Mean Sub Residual” panel. The residual
is calculated by subtracting the signal and neuropil estimates from the PMD-denoised movie. The full demixing
video is available here.

Simulation evaluation

We first evaluate the performance of the new pipeline on simulated data, where ground truth is available. We
generate more than 200 simulated videos across a wide range of neuron densities and score the performance of
the new pipeline along with two baseline algorithms (discussed below). We follow the video simulation procedure
outlined above: we simulate a set of spatial footprints, randomly place them onto a common FOV, sample a
corresponding set of temporal traces, and generate Y = AC + E, a noisy background-free simulated Bessel
imaging movie.

Fig. 6 provides a sample frame of a simulated demixing video, a useful diagnostic that gives a side-by-side view
of all key aspects of our pipeline, from the raw data, to the denoised outputs, background estimates, and residual.

The simulated dataset shown here has density Rc = 2.4. Visual comparison of the ground truth and recovered
components here indicates high recovery accuracy; in addition, the residual frame, which is calculated by sub-
tracting the signals and neuropil from the denoised movie, indicates that most of the signal in the video has been
captured accurately. Finally, in Fig. 7, we provide a library of all components extracted from an example spatial
subpatch of the field of view of Fig. 6. The new pipeline accurately identifies the spatial and temporal components
present here.

Next we quantify how our algorithm performs in different Rc regimes: how does accuracy break down as the
density of cells per pixel increases? We compare several algorithms here: the proposed new algorithm (denoted
“maskNMF”); the original localNMF algorithm from Buchanan et al. (2018); Suite2p from Pachitariu et al.
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Figure 7: Sample frame of a simulated demixing video. Here, we show all components extracted from
a spatial patch of the simulated dataset described in Fig. 6. In the lower half of this figure, we provide every
estimated component’s spatial and temporal footprint in the left column. These estimates are ordered in terms
of their maximum brightness (maximum of ai(x)ci(t)) in the video. Next to each component’s spatial footprint,
we provide this maximum brightness value for reference. Each estimate is matched with its corresponding ground
truth neural signal. In this example all of our estimated components match the ground truth with high accuracy.
Each component is assigned a unique color (matching the colors assigned in Fig. 6). In the top left corner,
we provide an aggregate image, showing a max-projection of each component (in its corresponding color) as it
appears in the field of view. To the right of that panel, we provide temporal and spatial correlation matrices of
our estimated components.
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Figure 8: Summary of simulation comparisons. Top: Here we provide correlation matrices for several calcium
imaging pipelines run on the simulated dataset from Fig. 6. For each of these correlation matrices, we match the
pipelines’ estimates with the corresponding ground truth. The ground truth neurons are ordered by brightness
in exactly the same way for each of these matrices. This allows us to visually compare the recovery of individual
ground truth neurons across the pipelines. For the maskNMF pipeline, almost all entries are close to 1 across
the diagonal, indicating that the pipeline’s estimates and ground truth neurons were matched accurately, and our
algorithm has properly demixed these signals. For the localNMF pipeline, there are more entries along the diagonal
of the matrix which are not close to 1, which indicates that the pipeline failed to fully recover those ground truth
neurons. We ran the Suite2p pipeline in an automated fashion, choosing parameters to maximize performance
at each density level (neuron overlap enabled, and neuropil estimation disabled, because our simulated videos
did not contain any neuropil). Both localNMF and maskNMF significantly outperform Suite2p. Bottom: We
provide a comparison of Suite2p, maskNMF, and localNMF using simulated datasets across a range of densities
(Rc). Errorbars indicate standard error over multiple replicates of the simulations. Note that Suite2p performs
relatively poorly on dense data, while the new proposed pipeline tracks the best-case “Oracle” approach over the
range of densities analyzed here.

(2016); and finally, an “oracle” algorithm that is provided the correct spatial component shapes and simply needs
to estimate the temporal traces corresponding to these spatial components (via standard non-negative regression).
This oracle algorithm is a useful “upper bound” for understanding signal recovery, because it tells us how accurately
we can estimate the neurons’ temporal activities given perfect estimates of their spatial footprints.

To evaluate the above pipelines’ outputs on a simulated dataset, we compute two key metrics: recovery accuracy
and false positive count (FPC). To calculate the recovery accuracy, we begin by matching the neuron estimates
produced by a given pipeline with the ground truth. Specifically, for each ground-truth neuron, we identify a
set of spatially similar estimated components, where similarity is measured via cosine similarity. Among those
spatially similar components, we identify the most temporally similar one (again, temporal similarity is defined by
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Figure 9: Single frame of a demixing video generated from real Bessel data. Similar to the frame
provided in Fig. 6, we provide a frame of a demixing video on real data. Note that there is no Ground Truth panel
here because this is a real dataset. Also note that because this is a real dataset, the algorithm estimates neuropil
activity and the Fluctuating Background Frame is non-empty. We provide the full demixing video here.

cosine distance) that has not yet been matched. If no match is found by this process, the ground truth neuron is
treated as unmatched, with temporal similarity 0. We then define the recovery accuracy as the average temporal
similarity among all ground truth neurons and their respective matches. Then, we define the FPC as the number
of estimates which were unmatched. Together, these two metrics give us a clear indication of whether a given
pipeline is adequately demixing the signals in the video.

As expected, recovery accuracy deteriorates as the cell density Rc increases. However, our new approach signif-
icantly outperforms localNMF and Suite2p, both in terms of recovery accuracy and FPC; see Fig. 8. Furthermore,
across many density values, our new approach performs near the level of the “oracle” algorithm. Therefore, the
new pipeline both outperforms existing state-of-the-art pipelines and also achieves near optimal recovery accuracy
over the dense simulated datasets analyzed here.

Application to real Bessel data

Now we turn to real Bessel imaging data. In this section, we examine a real Bessel imaging dataset whose
estimated density is approximately Rc = 0.7. We start by examining the demixing video, which illustrates the
various outputs of the pipeline (Fig. 9).

To assess the quality of our signal estimates, we can visually compare these estimates to the activity from the
denoised data. We can also examine the residual for any salient leftover signals. In the demixing video, there is
very little leftover signal in the residual video, indicating that our estimates are of a high quality.

In Fig. 10, we provide a library of all components extracted from this field of view. Overall, demixing is
successful here: no two neurons appear to be absorbing the same signal in the video. Furthermore, neurons that
are spatially overlapping and temporally correlated are being successfully demixed. Thus the pipeline seems to
work well on real Bessel data, in addition to the simulated results shown above.

Application to real standard two-photon imaging data

To explore the flexibility of the proposed framework, we next evaluated our new pipeline on standard two-
photon calcium imaging data. Here we show results on a two-photon dataset (one of the “standard” datasets used
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Figure 10: Real source extraction for Bessel data. Here, we show all components extracted from a spatial
patch of the real Bessel imaging dataset, in a similar fashion to Fig. 7; the only difference here is that there is no
ground truth. Each component is assigned a unique color (matching the colors assigned in Fig. 9).
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Figure 11: Single frame of a demixing video generated from real two-photon data. In this frame, we see
the various components of the demixing movie, presented in the exact same manner as Fig. 9. The lack of visible
signal in the mean-subtracted residual suggests that our algorithm has successfully extracted all signals. Unlike
Fig. 9, we subtract the minimum value from each pixel of the “Signal Estimates” and “Estimated Colored” frame
to allow the reader to more clearly see the most active cells in each frame. Note that this dataset contains both
somatic and dendritic signals; our algorithm is able to adequately identify both. We provide a demixing video
here.

in (Giovannucci et al., 2019)) with estimated density Rc = 1.0. Our procedure for training the Mask R-CNN is
identical to the one we used for Bessel imaging data, except we use a two-photon point spread function in the
generative model (following (Zhou et al., 2020)) used to simulate spatial footprints.

In Fig. 11, we provide a single frame of the demixing video for this dataset. Close comparison of the signal
estimates and the denoised data in the corresponding demixing video suggest that our algorithm is adequately
identifying and demixing the large majority of signal present in this video. Similarly, close inspection of the
residual indicate that there is very little significant leftover signal missed by the new pipeline.

Fig. 12 provides the library of neurons extracted over a spatial sub-patch of the field of view shown in Fig. 11.
The estimated components largely correspond to full shapes (either apical dendrites or somas), as desired. In
summary, we conclude that the proposed pipeline performs well on standard two-photon data, in addition to the
Bessel data analyzed above.

Conclusion and future work

In this work, we have introduced an algorithm for calcium imaging analysis which can demix significantly
denser data than was previously feasible. These computational advances are motivated by experimental progress
in calcium imaging. In particular, methods such as Bessel imaging increase the number of cells that can be acquired
with two-photon imaging, but at the cost of highly-mixed outputs of the imaging system.

We use a three-step approach to solve the demixing problem. First, we denoise the data. Then, we deconvolve
the data (and denoise the output) to sparsen and better isolate neuron signals. Finally, we detect isolated neuron
shapes using a neural network and ultimately demix the signals detected in the video data. The proposed pipeline
is fully automated, requiring no manual data annotation; specifically, we use simulated neuron shapes based on
electron microscopy data (not manually-annotated data) to train the detection neural network.

The proposed pipeline performs well on a diverse set of real and simulated datasets of varying cell densities.
On simulated data, our new approach outperforms state of the art calcium imaging analysis pipelines, particularly
in the densest regime. It also achieves near optimal demixing results at densities in which existing pipelines largely
break down. Thus the new pipeline opens the door to more densely-mixed experiments targeting simultaneous
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Figure 12: Real source extraction for two-photon data. Here, we show all components extracted from a
subpatch of the real two-photon imaging dataset shown in Fig. 11. Conventions as in Fig. 10.
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imaging of significantly larger neural populations than is feasible with previous demixing pipelines.
Our work leaves open many interesting open questions. First, we used a standard object detection architecture

(Mask R-CNN) from the computer vision community; perhaps a more specialized architecture might provide
stronger performance. Another interesting possibility would be to use a neural network which can take advantage
of slightly more temporal context. For example, instead of taking as input a single frame and detecting objects,
a more sophisticated network might look at a 5 − 10 contiguous frames and use the spatiotemporal context to
identify neurons; see e.g. (Soltanian-Zadeh et al., 2019) for a related approach. Another important challenge in
calcium imaging analysis is the task of discarding bad signal estimates, either as a post-processing step or during
the demixing iterations. Using our framework for simulating data, we could build a model which can discriminate
between shapes which look like calcium footprints and those that do not; this may lead to further performance
gains. See (Pachitariu et al., 2016; Giovannucci et al., 2019) for related manually-trained approaches. Finally, the
speed of our methods and structure of our software tools opens the up the possibility for numerous interesting
online analyses on GPUs; see (Cai et al., 2023) for an existing approach in this direction.
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A Appendix: Superpixel initialization details

Buchanan et al. (2018) introduce a correlation based method (called “superpixels”) for identifying neural
signals. In this paper, we incorporate the superpixels initialization procedure in our multi-pass approach for
demixing neural signals. We first initialize a set of neurons using maskNMF, and run the localNMF demixing
method accordingly. We then examine the “residual movie” (the movie obtained by subtracting away all estimated
signals) and use “superpixels” initialization to identify any remaining signals. This procedure can be iterated if
desired.

To understand the superpixel method, consider a graph, G, whose vertices are the pixels from the video field
of view. We define two vertices (pixels) to be connected by an edge if and only if the pixels which they represent
are adjacent and have a correlation that is above a certain correlation threshold. Large connected components in
the graph G describe a cluster of highly correlated pixels in the imaging video, and likely represent neural signals.

Buchanan et al. (2018) proposed the following method for calculating the correlation between two pixels,
x ∈ RT and y ∈ RT . The first step serves as a lossy denoiser: we threshold the pixels based on their median
absolute deviation (MAD):

x′ = max(0, x− δ ∗MAD(x))

y′ = max(0, y − δ ∗MAD(y)),

where δ is a nonnegative integer. In practice, we usually set δ = 2. Then, the correlation between x and y is
defined to be the Pearson Correlation Coefficient between x′ and y′:

(y′ − E(y′)) ∗ (x− E(x′))√
((y′ − E(y′)) · (y′ − E(y′)) ∗ ((x′ − E(x′) · (x′ − E(x′))

.

We note that this correlation metric makes the overall superpixel procedure sensitive to its correlation threshold.
This is further exacerbated by the fact that PMD denoising empirically increases the correlation between pixels
which do not contain any isolated neural activity (since background neuropil signal is retained while noise is
decreased). To remedy this, we modify the correlation metric: we calculate the Pearson Correlation Coefficient
between x′ + n1 and y′ + n2, where n1 and n2 are independent and identically distributed Gaussian noise vectors,
drawn from a distribution with mean 0 and variance c21. We interpret c21 as a crude “leftover” post-compression
noise term; we have found that values around c21 = 0.1 are effective. The resulting correlation becomes:

(y′ − E(y′)) ∗ (x′ − E(x′))√
((y′ − E(y′)) · (y′ − E(′y)) + c21) ∗ ((x′ − E(x′)) · (x′ − E(x′)) + c21)

.

This serves to decrease the correlation values between dim pixels while leaving correlations between bright pixels
relatively unchanged, improving the overall robustness of the superpixel approach, and decreasing its dependence
on the precise value of the correlation threshold.

B Overview and notation for localNMF

Here, we outline the localNMF algorithm, with an emphasis on the ways we have modified the original methods
presented by the authors of (Buchanan et al., 2018). The key insight to all implementations here are that we
can leverage the sparsity of U and low rank of U and V to achieve computationally faster and more memory-
efficient demixing. Furthermore, the use of U and V , instead of the expanded movie Ỹ = UV , allows us to move
the compressed data onto GPUs (which typically have very limited memory), leading to significant additional
acceleration.

First, we introduce some notation and basic facts:

1. The imaging video, Y , has d pixels and T frames. It is a d x T matrix.

2. When we perform a HALS spatial or temporal regression update, we assume that we have N total neurons.

3. The PMD decomposition, Ỹ = UV has rank K; that is, U is a d x K matrix, and V is a K x T matrix. U
is a block-sparse matrix.

23

.CC-BY 4.0 International licenseavailable under a
(which was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made 

The copyright holder for this preprintthis version posted September 15, 2023. ; https://doi.org/10.1101/2023.09.14.557777doi: bioRxiv preprint 

https://doi.org/10.1101/2023.09.14.557777
http://creativecommons.org/licenses/by/4.0/


Algorithm 1 RingLocalNMF

Require: U,V,A,C,b,S,W, εr, εs, εv, merge frequency
1: for i = 1 : max iters do
2: b← BaselineUpdate(U,V,A,C) . See Appendix H
3: W← RingModelUpdate(U,V,A,C,W) . See Appendix H
4: A← SpatialUpdate(U,V,A,C,S) . See subsection D.1
5: b← BaselineUpdate(U,V,A,C) . See Appendix H
6: C← TemporalUpdate(U,V,A,C) . See subsection D.2
7: if mod(i,merge frequency) then
8: Ps ← StandardCorrImgUpdate(U,V,C) . See Appendix E
9: Pr ← ResidualCorrImgUpdate(U,V,C) . See Appendix E

10: A,S← SupportUpdate(Pr, εr) . See Appendix F
11: A,C,S←Merge(A,C,S,P, εs, εv) . See Appendix G

12: Return U,V,A,C,b,W

4. We have a spatial matrix, A, which has dimensions d x N . This matrix describes the spatial footprints of
all neurons. It is sparse because neural signals are spatially local.

5. We have a temporal matrix, C, which has dimensions T x k. This matrix describes the spatial footprints of
all neural signals.

6. As in the main text, we let B denote the d x T matrix describing the overall estimate of the background in
our NMF model. B is the sum of two terms, a static, baseline background (Bs) and a fluctuating background
(Bf ). The d× 1 vector, b, describes the value of the static background Bs at every pixel.

7. W is a sparse matrix, which we call the “ring matrix.” It is used in the modeling of Bf ; see (Zhou et al.,
2018) and below for more details. It has dimensions d x d and is used to estimate the fluctuating background.

8. During the localNMF procedure, we keep track of a sparse d × N binary matrix, S, whose i-th column
describes the spatial support of the i-th neural signal in A.

C Auxiliary low-rank factorizations

Here, we describe some key factorizations which we will use repeatedly in the following sections to accelerate
the computation.

First, as described above, we will frequently use the original PMD compressed representation Ỹ = UV . At
times, we will find it computationally useful to use an orthonormal basis for V ; therefore, at the start of this
method, we run a QR factorization on V to arrive at the factorization Ỹ = UJV1, where V1 is an orthogonal
matrix.

We also often refer to a so-called “residual” matrix:

R := Ỹ −AC −Bs.

We want to express all terms in the decomposition in the temporal V basis. To do so, we first express C in
terms of the V basis,

C ≈ XV.

Here X is an N ×K matrix, which we can efficiently find with a standard least squares solver. Next, we factorize
the static baseline Bs as Bs = b1T . We can express 1T using the V basis as follows: 1T = sV . To ensure that
such a vector, s, exists, we append a vector of 1’s to V at the start of the localNMF algorithm guaranteeing that
the vector of 1’s belongs to the rowspace of V .

Putting these individual factorizations together, we arrive at the following expression for the residual matrix:
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R := (U −AX − bs)V.

We can arrive at a similar type of expression if we use the orthogonal basis, V1:

R = (UJ −AX ′ − bs′)V1,

where, of course, X ′ and s′ differ from X and s because they must be estimated using the appropriate temporal
basis matrix (V1).

Finally, we express the fluctuating background in terms of the V1 temporal basis. As described in (Zhou et al.,
2018), the ring model is defined as

Bf := WR = W (UJ −AX − bs)V1.

D HALS update steps

In this section, we describe how to conduct temporal and spatial update steps in localNMF.

D.1 Spatial HALS

We begin by describing the procedure for performing spatial HALS updates. For each neuron, i, we perform
the following update:

aTi := aTi +
(cTi )(Ỹ −Bs − ProjUBf )T − (ci)

T (C)(AT )

ci · ci
.

Because this step updates all of the d pixels of aTi , we next set all pixels which lie outside of the support of ai
(given by the i-th column of S) to 0. Note that we project the fluctuating background term, Bf , onto the U
subspace; this step helps to denoise and regularize the fluctuating background estimate.

Using the factorizations described above, we have the following update rule in terms of U and V :

aTi := aTi +
(cTi )(V T )(U − bs− ProjUW (U −AX − bs))T − (ci)

T (C)(aT )

ci · ci
.

If we precompute the appropriate quantities across HALS iterations and then conduct the remaining matrix
multiplications in the appropriate order (ensuring that the result of every matrix multiplication “collapses” to a
single vector instead of expanding into a large matrix), we can compute all spatial updates much more efficiently
than previously possible. The asymptotic runtime for a full set of HALS updates (one for each of the N neural
signals) using the U and V representation is O(NK(d + T )). On the other hand, the asymptotic runtime of
running HALS on the full video Ỹ would be O(NdT ); recall that typically K will be much smaller than d or T .
Note that this analysis does not account for the sparsity of U and A, which leads to further speedups.

D.2 Temporal HALS

We can use similar methods as above to efficiently calculate temporal HALS updates. During the temporal
HALS updates, for each neural signal, i, we update ci as follows:

ci := ci +
(aTi )(Ỹ −Bs − ProjUBf )− (aTi )(A)(CT )

ai · ai
.

As we did in the spatial HALS updates, we can express the above update using the compressed U and V
representations,

ci := ci +
(aTi )(U − bs− ProjUW (U −AX − bs))(V )− (aTi )(A)(CT )

ai · ai
,

and gain similar speedups (O(NK(d + T )) time rather than the original O(NdT ) cost per iteration on the full
matrix Ỹ ). Note that like the spatial HALS update step, we also project Bf onto the U subspace here.
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E Correlation image calculations

In our enhanced implementation of the localNMF pipeline, we use two correlation images. The first is the
“standard” correlation image described in (Buchanan et al., 2018), which gives the correlation between every
column of C and every pixel of Ỹ . The second is a new “residual correlation image,” which we use for updating
the spatial supports of all neural signals. We now show how to efficiently compute the residual correlation image
for each neural signal by exploiting the orthogonalized PMD representation, Ỹ = UJV1. We also note that the
same overall approach can be used to arrive at the standard correlation image.

To compute the residual correlation image for a neural component, given by a spatial fluorescence profile ai
and temporal profile ci, we first subtract all other signals (aside from ai and ci) from the denoised movie, Ỹ = UV :

Ỹi := UV −
∑
j 6=i

ajc
T
j .

Then the i-th residual correlation image is defined as the standard correlation image between ci and Ỹi.
We begin by normalizing the columns of the matrix C. Specifically, for each column of C, we first center the

column vector and then divide this result by its norm; this results in C̃, a T × N matrix. We let c̃i refer to the
i-th normalized neuron trace (it is the i-th column of c̃).

We approximate C as a product X ′V1, by least squares. Then, AC can be approximated by AX ′V1, and the
centered residual movie can then be written in the following factorized form:

(UJ −AX + aiX
′
i −ms′)V1,

where m denotes the d× 1 vector describing the mean of every pixel in Ỹi.
To complete the correlation calculation, we need to find the norm of the centered movie. We start by finding

the square of the pixelwise norm for this centered residual movie:

pixel-wise norm squared = diag((UJ −AX ′ + aiX
′
i −ms′)V1((UJ −AX ′ + aiX

′
i −ms′)V1)t)

= diag(UJ −AX ′ + aiX
′
i −ms′)(UJ −AX ′ + aiX

′
i −ms′)T ,

where the V1 term disappears because it has orthogonal rows. Note that we can complete this calculation by
manipulating d x K matrices (instead of the significantly larger d x T matrices with which we started). The
above computation is efficient, under two assumptions. First, as above, we must compute matrix products in the
appropriate order (matrix products should “collapse” to lower dimensional matrices, not expand). Second, we can
also precompute the diagonal of many of the above quantities; this results in further runtime savings since we
repeatedly compute the residual correlation image.

We take the square root of the above result to get the pixel-wise norm of the residual movie. Finally, to
estimate the residual correlation image for neuron i, we multiply:

Image before pixel-wise normalization = (UJ −AX ′ + aiXi)V1c̃i

= UJV1c̃i −AX ′V1c̃i + aiX
′
iV1c̃i.

As usual, we take care in conducting these matrix operations in the right order to ensure that we are only
manipulating matrix-vector products. The final result is a d× 1 unnormalized correlation image. We divide every
row of this result by the corresponding pixelwise norm (computed above) to get our final result.

F Neuron Support Updates

We briefly note that in (Buchanan et al., 2018), the LocalNMF algorithm received as input a correlation
threshold, εr. At every iteration, the support of neural signal i was computed by first thresholding every neuron’s
standard correlation image above the value εr, and considering the connected region between this thresholded
image and the neuron’s current spatial support.

This approach has a significant drawback – that a single correlation image may not adequately update every
neural signal’s support adequately. To remedy this, we introduce two changes. First, instead of using the standard
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correlation image, we use the residual correlation image. This is particularly important in the case of dense
projective imaging data, where signals exhibit a large degree of spatial overlap. Second, the threshold parameter
εr is no longer a hard threshold; instead, we take the maximum value of each neuron’s residual correlation image
and multiply it by 0 < εr < 1. This produces a fine-tuned correlation threshold for each individual correlation
image, leading to more robust results.

G Neuron Merge Updates

In exactly the same fashion as in (Buchanan et al., 2018), we use the standard correlation images of the neurons
of A to decide which neural signals should be merged. This approach takes as input two “threshold” parameters,
0 < εt < 1 and 0 < εv < 1. We first truncate all of the standard correlation images of A with the threshold
εt. Then, for every possible pair of neural signals, we compute the degree of overlap between their truncated
correlation images. This degree is expressed as a fraction of the total number of pixels in their supports and is
therefore nonnegative and at most 1.

Conceptually, this computation defines a graph G, whose vertices consist of each of the neural signals in A.
In this graph, we define two vertices to be connected by an edge if and only if their degree of overlap exceeds the
threshold εv. We then identify all of the connected components in G. Each connected component is defined by
a set of vertices, M . We merge the neural signals corresponding to the vertices of M . Computationally, for each
connected component M , we sum the signals, ∑

i∈M
aic

T
i ,

We then perform a rank-1 NMF on this result to identify a single, merged spatial and temporal signal. We
define the support of this resultant signal to be the union of the supports of the neural signals that were merged.

H Background Updates

Recall that we model the background, B, as a sum of a static baseline fluorescence term, Bs and a time-varying
term, Bf :

B = Bf +Bs.

We estimate Bs during each HALS iteration; it is defined as the difference between the pixelwise mean of UV
and ACT .

To estimate Bf , we adapt the ring model from CNMF-E (Zhou et al., 2018). This approach seeks to model
the fluctuating background as:

Bf ≈WBf ,

where W is a linear operator which attempts to explain the activity of every pixel of Bf exclusively as a linear
combination of the pixels of Bf which lie on a ring of radius r from the center pixel. In practice, one can fit this
model with the following simplification: instead, we seek a W which minimizes

||R−WR||2,

where R := UV −ACT −Bs, and W is a highly sparse d x d ring matrix.
In this paper, we further simplify the ring model with two restrictions. First, we require that for every row of

W , all nonzero entries have the same value; this is the so-called constant ring assumption. For each pixel, we call
this constant value the “ring weight” for that pixel. Second, if the i-th pixel belongs to the support of A, then the
i-th column of W consists of all zeros; in other words, no ring can contain pixels belonging to the support of A.

A major benefit of the constant assumption is that it allows for a significantly faster model fit; we only need
to update a single parameter per pixel (the ring weight). Using the compressed representation Ỹ = UJV1, we can
express this objective function as:
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||(UJ −AX ′ − bs′)V1 −W (UJ −AX ′ − bs′)V1||2
For any given pixel, i, let x denote the sum of the pixels belonging to its ring, and let y denote the i-th pixel

of R. To find the ring weight in this scenario, it suffices to minimize:

||cx− y||2,

which, via standard least squares regression, is:

c =
x · y
||x||2

.

Viewed in this light, we can compute the updated weights for every pixel as a series of matrix operations. Let
W0 denote the ring matrix whose nonzero elements all have value 1 (i.e. every ring weight is 1). We can express
the 1 x T vector of weights, w, which solves the above optimization problem, as follows:

diag(W0(UJ −AX ′ − bs′)V1)((UJ −AX ′ − bs′)V1)T

diag(W0(UJ −AX ′ − bs′)V1)(W0(UJ −AX ′ − bs′)V1)T
.

Here, division is an element-wise division between the vector in the denominator and the vector in the numer-
ator. As above, in this expression, all V1 terms cancel due to orthogonality, which yields the following:

diag(W0(UJ −AX ′ − bs′)(UJ −AX ′ − bs′)T )

diag(W0(UJ −AX ′ − bs′)(UJ −AX ′ − bs′)TW T
0 )
.

This expression is now significantly easier to compute: we are manipulating matrices of size at most d x K
now (instead of the much larger d x T ).

I Open source implementations

Here, we provide a list containing the open source implementations of all code used in the maskNMF pipeline:

1. Accelerated NoRMCorre: JNoRMCorre.

2. Accelerated PMD Compression and Denoising: PMD.

3. maskNMF: maskNMF.

4. localNMF demixing: rlocalnmf.

5. Dockerized Dash app / platform: App and App Docs.

6. Napari plugin for high frame rate local data visualization: plugin.
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