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AI-based analysis of social media language predicts addiction
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The reoccurrence of use (relapse) and treatment dropout is frequently observed in substance use disorder (SUD) treatment. In the
current paper, we evaluated the predictive capability of an AI-based digital phenotype using the social media language of patients
receiving treatment for substance use disorders (N= 269). We found that language phenotypes outperformed a standard intake
psychometric assessment scale when predicting patients’ 90-day treatment outcomes. We also use a modern deep learning-based
AI model, Bidirectional Encoder Representations from Transformers (BERT) to generate risk scores using pre-treatment digital
phenotype and intake clinic data to predict dropout probabilities. Nearly all individuals labeled as low-risk remained in treatment
while those identified as high-risk dropped out (risk score for dropout AUC= 0.81; p < 0.001). The current study suggests the
possibility of utilizing social media digital phenotypes as a new tool for intake risk assessment to identify individuals most at risk of
treatment dropout and relapse.
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INTRODUCTION
In the treatment of substance use disorders (SUD), reoccurrence of
use (relapse) and treatment dropout remain the norm rather than
the exception [1–3]. Attempts to improve treatment involve
assessing the broad spectrum of heterogenous factors that affect
relapse: addiction severity, demographics, life experiences, and
risk of negative outcomes. Such factors are assessed during intake
to treatment programs primarily via structured interviews, carried
out by a trained counselor. Considered the gold standard of
assessment, these interviews have enhanced treatment outcomes
[4–6], but their reliance on retrospective self-report of patients
often leaves an ecological information gap as compared to the
highly complex and heterogeneous way in which SUD develops in
each individual’s daily life over the years before intake.
Recently, the use of social media has become nearly ubiquitous

with most adults across the world using it at least once daily [7],
including patients receiving SUD treatment [8, 9]. Social media
posts are written in real-time, ecologically as life happens, but
remain available for analysis years later [10]. Computational tools
from artificial intelligence (AI) have recently been used to produce
so-called digital phenotypes–quantitative characterizations of an
individual’s digital behavior–that have been shown to capture
ecological and psychological factors from social media language
[5, 11, 12]. Among others, language from Twitter or Facebook
posts has been used to predict the presence of a depression
diagnosis [13], capture personality scores as accurately as one’s
friends [14, 15], and predict US county rates of excessive drinking
beyond demographic and socioeconomic measurements [16].
Most recently, an artificial intelligence innovation in how to do

text processing, named transformers, has led to state-of-the-art
results in such mental health predictive tasks [11, 17]. However,
such techniques have yet to be applied and evaluated for
assessing the risk of negative treatment outcomes for individuals
in a clinical treatment setting.
Here, we evaluate the ability of a digital phenotype to help fill

the ecological information gap during SUD intake. We create a
digital phenotype from patients’ Facebook posts, prior to intake,
utilizing a modern deep learning-based AI model, Bidirectional
Encoder Representations from Transformers (BERT) [18]. BERT
produces contextualized word representations–a quantitative
encoding of a word’s meaning in context–and has, to date, had
limited use to predict outcomes of medical interest [17, 19]. Since
its development, BERT and equivalent Transformer models have
transformed the way modern AI language analyses are done and
are used in nearly all applications (e.g., Google’s and Bing’s search
and question answering, Amazon Alexa, Google Voice, Apple Siri,
as well as nearly all automatic Translation programs released in
the past couple years) [20], but had yet to be applied to this
application.
Applying the transformer BERT in order to encode a digital

phenotype, our primary research questions include: (1) How
accurate is the digital phenotype for predicting future SUD treatment
outcomes as compared to the Addiction Severity Index, a widely used
structured intake interview? and (2) Which categorization of
treatment outcomes is best predicted by the digital phenotype –
one defining relapse broadly as anyone reporting it or one that
divides relapse based on whether the patient remained in treatment
or not? To the best of our knowledge, this is the first study to apply

Received: 4 November 2022 Revised: 3 April 2023 Accepted: 5 April 2023
Published online: 24 April 2023

1Intramural Research Program, National Institute on Drug Abuse, Baltimore, MD, USA. 2Department of Computer and Information Science, University of Pennsylvania,
Philadelphia, PA, USA. 3Positive Psychology Center, University of Pennsylvania, Philadelphia, PA, USA. 4Department of Computer Science, Stony Brook University, Stony Brook, NY,
USA. 5Department of Psychiatry and Behavioral Sciences, Johns Hopkins University School of Medicine, Baltimore, MD, USA. ✉email: brenda.curtis@nih.gov

www.nature.com/npp

1
2
3
4
5
6
7
8
9
0
()
;,:

http://crossmark.crossref.org/dialog/?doi=10.1038/s41386-023-01585-5&domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1038/s41386-023-01585-5&domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1038/s41386-023-01585-5&domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1038/s41386-023-01585-5&domain=pdf
http://orcid.org/0000-0002-2511-3322
http://orcid.org/0000-0002-2511-3322
http://orcid.org/0000-0002-2511-3322
http://orcid.org/0000-0002-2511-3322
http://orcid.org/0000-0002-2511-3322
http://orcid.org/0000-0003-2047-1443
http://orcid.org/0000-0003-2047-1443
http://orcid.org/0000-0003-2047-1443
http://orcid.org/0000-0003-2047-1443
http://orcid.org/0000-0003-2047-1443
http://orcid.org/0000-0002-8179-6180
http://orcid.org/0000-0002-8179-6180
http://orcid.org/0000-0002-8179-6180
http://orcid.org/0000-0002-8179-6180
http://orcid.org/0000-0002-8179-6180
http://orcid.org/0000-0002-6383-3339
http://orcid.org/0000-0002-6383-3339
http://orcid.org/0000-0002-6383-3339
http://orcid.org/0000-0002-6383-3339
http://orcid.org/0000-0002-6383-3339
https://doi.org/10.1038/s41386-023-01585-5
mailto:brenda.curtis@nih.gov
www.nature.com/npp


and evaluate social media language for assessing the risk of
negative SUD treatment outcomes over individuals within a
clinical treatment setting.

MATERIALS AND METHODS
Overview of study design
Figure 1A depicts our study design. Broadly, we gathered Facebook posts
from a cohort of 504 consenting patients attending outpatient SUD
treatment in Philadelphia. Of these, just over half (N= 269) had sufficient
language data—200 words, a threshold where previous language-based
mental health prediction accuracy has tended to stabilize [10]. Those who
met this criterion did not differ significantly in demographics or in drug
history severity, while the overall sample was majority male and African
American (Table 1). This was also true for missingness: there was no
relationship between treatment outcomes and insufficient language data.
The digital phenotype was composed of a dimension-reduced average of
BERT embeddings that has recently been benchmarked to show
effectiveness for a variety of language-based psychological assessments

[21]. Following the prediction of clinically diagnosed depression in [13], the
digital phenotypes were derived over 2 years of social media posts prior to
intake. These AI-based predictions were compared to predictions based on
a standard structured interview scale taken at intake, the Addiction
Severity Index 6th edition [22] (ASI). We hypothesized that the AI-based
predictions would outperform the ASI.
The digital phenotype was initially used to predict patients’ 30, 60, and

90-day treatment outcomes into three categories: whether they: (a)
remained abstinent, (b) dropped out of treatment before reporting a
relapse, or (c) reported a relapse. Figure 1B shows the class distribution
across the sample at 30-day increments. Using a random forest model [23]
on top of the deep learning-based digital phenotype, we considered both
the ASI and the digital phenotypes as predictors on top of demographics
(age, gender, and race) within 10-fold cross-validation which avoids
overfitting by evaluating model accuracy on samples not used during
model training [24]. Accuracy was represented as the average for all three
categories of the Area Under the Receiver Operating Curve [25] (ROC-AUC),
a characterization of the false-positive to true-positive rate (50% indicates
chance and 100% indicates perfect prediction). Full details of the
techniques employed follow.

baseline
(treatment begins)

  90 days

Social Media Posts

2 years before 
treatment

Predictive 
Model

ASI Indices

Digital 
Phenotype

Probability of:
   (1) remaining abstinent
   (2) relapse

(3) dropout

(A) (B)

Fig. 1 Study design and descriptive information. A Depiction of study analytic setup: language use patterns from 2 years prior to the start of
treatment (baseline) are used within a survival analysis-based machine learning model to forecast the probability of relapse at a given week
for each individual. Addiction Severity Index (ASI). B Cohort classes by the number of days in treatment.

Table 1. Demographics in the study.

Demographics Total sample
(N= 504)

Sample with 200-word restrictions

Total (N= 269) Remained abstinent
(N= 68)

Relapsed
(N= 83)

Dropped out
(N= 118)

Age (mean, SD) 33.1 (9.7) 33.2 (9.4) 37.1 (9.8) 32.1 (8.9) 31.7 (8.7)

Sex, % Male 69.3% 63.6% 60.3% 62.7% 66.1%

Race, % Black 59.7% 62.8% 66.2% 72.3% 54.2%

Ethnicity, % Hispanic 13.5%

Never married 81.2%

Social media language

Number of words
(mean, SD)

43,395 (7709) 4488 (8850) 4171 (7879) 2863 (4423) 5814 (11,178)

Drug use history

Drug treatment attempts
(mean, SD)

3.8 (4.1)

Reason entering treatment

Alcohol 9.9%

Marijuana 28.0%

Sedatives 2.2%

Cocaine/Crack 18.8%

Stimulants 1.0%

Hallucinogens 7.7%

Heroin 22.2%

Other Opiates 7.3%

Other Substances 2.8%
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Participants
We recruited participants from four community drug-free outpatient
treatment programs near Philadelphia, Pennsylvania. Two research
assistants visited each treatment facility and approached patients for
participation. Patients were eligible to join the study only if they met the
following criteria: above 18-year-old, on their treatment intake day or
within the first week of treatment entry, U.S. residents, social-media
users, and having no cognitive impairments. Besides these, participants
were excluded if their enrollments were mandated by the judicial system
or did not have a Facebook account (see details in ref. [26]). Institutional
review board (IRB) approval for this study was obtained from the
University of Pennsylvania and informed consent was obtained from all
participants. Consenting participants (N= 504, see Table 1) completed a
30- to 45-minute baseline assessment which included answering a
structured interview (ASI; see below) as well as sharing Facebook data
(through an automated download using the official Facebook Applica-
tion Programming Interface). Participants remained in the study for a
maximum of 26 weeks (i.e., 6 months) post admission. Each week
participants took a short online survey, which asked about relapsing as
well as alcohol and drug consumption since the previous survey.
Participants were compensated up to $134 for their participation in the
study ($30 for completing baseline assessment, $4 for completing each
weekly substance use report; see Supplemental Materials for full
question text for weekly substance use reports). Participants were
informed that their payment was not dependent on how they
responded to the weekly substance use reports. We further exclude
participants who have less than 200 words in their 2-year Facebook
status updates (including links) before they enter the study, which lead
to a sample of 269 being included in our data analysis. Those who met
this criterion did not differ significantly in demographics or in drug
history severity, while the overall sample was majority male and African
American (Table 1).

Addiction Severity Index and treatment outcome
Participants were administered the Abridged Addiction Severity Index 6th
edition (ASI-6) by a trained research assistant. The Abridged ASI-6 was used
to produce 3 recency scores for each participant: psychiatric (ASI-psych);
alcohol (ASI-alcohol); and drugs (ASI-drug). The ASI-alcohol and ASI-drug
scores are composed of 45 items related to recent alcohol and other drug
use, problems, and service utilization. The ASI-psych scores are composed
of 21 items related to a variety of recent specific psychiatric symptoms,
associated distress, impairment, and service utilization. ASI-6 RSSs were
calculated following the author’s instructions [22]. See Supplemental
Materials for more details on the ASI.

3-category outcome. We defined an outcome variable containing three
possible values using the self-report survey data: remained abstinent,
relapse, and dropout. All three outcomes were defined across 30, 60, and
90-day time periods, relative to a participant’s enrollment date. Remained
abstinent was used if the participant reported remaining in treatment and
did not report a relapse for the length of the given time period. Relapse
was used for participants answering yes to the question “Did you relapse in
the past week?” at any point within the 30, 60, or 90-day period. Finally,
Dropout was used for all other participants – those whose last date of
participation was prior to the given time period and who did not report a
relapse within the time period. For example, if a participant never reported
relapse and answered their last survey at 45 days past enrollment, then
dropout at 30 days was false (i.e., they either remained abstinent or relapsed
depending on if they reported a relapse), but dropout at 60 and 90 days
was true.

4- and 2-category outcomes. We also defined an alternative 4-category
outcome variable by splitting the relapse variable into two categories:
relapse-in and relapse-out. Relapse-in consists of those that reported relapse
and then continued participation. Relapse-out was thus used for those that
reported a relapse but then otherwise met the criteria for dropout.
Altogether this results in 4 possible variables for each of the 30, 60, and 90-
day time periods: remained abstinent, relapse-in, relapse-out, and dropout.
Finally, our 2-category outcome consisted of simply grouping the remained
abstinent and relapse-in groups into a single stay-in treatment category
while the relapse-out and dropout outcomes were combined into a single
dropped-out category. See Fig. 3C for a depiction of how the 3-, 4-, and
2-category outcome variables are related to each other and sample sizes
within each category.

Facebook language as a digital phenotype
Facebook language data was collected from two sources: status posts and
link posts. Status posts, often called wall posts or status updates, are longer
pieces of text users post on their Facebook timeline. Links posts are links
shared by participants that include free text along with the original
link–this free-form text is often shorter than a typical status post. Following
previous work using Facebook language to predict records of depression
[13], Facebook language data was limited to the two years prior to
entering treatment, and participants must have posted at least 200 words
across both statuses and links.
To extract a digital phenotype for each participant, we used a modern

deep learning technique, the transformer language model. Such and have
recently achieved state-of-the-art performance in language-based assess-
ment of personality [17] and degree of depression [21]. Specifically, we
used the Bidirectional Encoder Representation from Transformer (BERT-
large) model following the approach of Matero et al. [21] and Ganesan
et al. [17], and implemented within the Differential Language Analysis
Toolkit (DLATK [27]). We first note that, a full post history (or even single
post) on Facebook may be longer than the maximum token limit for the
BERT large model (i.e., a maximum of 512 tokens). Thus, we begin by first
splitting each user’s posts into a sequence of sentences. Then, for each
sentence, the pretrained BERT model (i.e., the BERT large model, uncased)
is run which produces an embedding for each word based on its context
(i.e., the surrounding sequence of words)–a vector representation with
4096 dimensions. The 4096 dimensional vector representation is taken
from the last four hidden layers of the BERT model (1024 ×4), which tends
to be more task specific, whereas earlier hidden layers contain more
information about sentence structure and syntax [28]. DLATK then
aggregates the word level BERT embedding across all words within a
sentence and then combines the sentence level embeddings using a
minimum, maximum, and average of all values. For example, for a user
with 100 sentences, the minimum, maximum, and average of each of the
1024 dimensions were recorded, resulting in 1024 × 4 × 3= 12,288
dimensions.
The process of extracting BERT embeddings was applied to both the

status updates and post links of the users. Following Matero et al. [21] and
Ganesan et al. [17], because our data size was much smaller than the
12,288 dimensions this resulted in, we then applied a dimensionality
reduction technique, non-negative matrix factorization, in order to reduce
the size of the user representation. The user-level representation built from
the status updates was reduced to 35 dimensions, while the post links
embeddings were reduced to 15 (given the fact that this type of text is
typically shorter than a status update), adding up to 50 total values
representing each participant, following the criteria of Ganesan et al. [17]
finding ~48–64 feature dimensions ideal for sample size of N= 269.
Besides BERT, to test the robustness of our approach, we also extract and
use other relevant text features (such as RoBERTa [29], BERTweet [30],
n-grams), as well as using different classification model (such as support
vector machines [31], logistic regression [32]) to test the approach.
We also extracted three measures of linguistic style for both link posts and

status updates (for a total of 6 features): average word length, average words
per message, and the total number of words used. Due to the limited sample
size, we did not explore other linguistic style measures, and, instead, relied
on the default measures used in our text analysis package DLATK. Finally, all
models utilized demographics as a base feature set in order to control for
age, gender, and race disparities in outcomes. These included binary age
terciles, binary gender (1 for female, 0 otherwise), and binary race (1 for
African American, 0 otherwise). This combination gave us a total of 61
features per participant, which we refer to as the digital phenotype.

Statistical analysis
Predictive modeling evaluation. One of the advantages of BERT and similar
techniques is that they are pre-loaded to do an excellent job, relative to
previous techniques, quantifying language. In other words, they have
already done most of the “heavy lifting” in terms of statistically modeling
the language. Thus, the final steps of turning our 61-feature digital
phenotype into predictions of the outcome variable need not use a highly
parameterized model. Following Matero et al. [21] we used a random
forest model with the extremely randomized trees algorithm [23] to
produce a model which estimates probabilities for each treatment
outcome given the digital phenotype. For models using the ASI baseline,
which had only 3 variables, we found ridge penalized logistic regression to
be more ideal than the random forest approach (the random forest
approach is known to work best with higher dimensional data).
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Both the extremely randomized trees and ridge penalized logistic
regression approaches employ techniques to avoid overfitting when
training the statistical models. However, a cross-validation technique is
necessary to establish the accuracy of such predictive models [24, 33]
whereby test data is held out (not input) during the model fit (training),
and then the model is run over the held-out data to test for accuracy. We
used a 10-fold cross-validation technique to evaluate the different
combinations of the digital phenotype and ASI scores. We divided the
sample of 269 participants into 10 random chunks, or folds, such that each
fold had roughly the same distribution of classes (stratified random folds).
This “n-Fold” cross-validation technique was preferred to leave-one-out
cross-validation [33] due to the computational demands of training 238
models versus only 10 models for n-fold and previous work suggest n-fold
cross-validation is less prone to overfit [24]. For each of the 10 folds, we
trained a model on the other 9 folds, and then applied the trained model
to the remaining fold, in such a way that each fold was held out exactly
once. Thus, the test fold was only observed once in order to establish
accuracy during cross-validation. Hyperparameters (number of estimators
in the case of random forests and regularization penalty for the SVM and
linear models used in sensitivity testing) were set during each fold based
on tests over the training set.

Dropout risk. We evaluated the digital phenotype predictions as a dropout
risk score. Simulating clinical application at baseline, in addition to the digital
phenotype, we included ASI scores and demographic variables which are
also available at treatment intake. The random forest model outputs a
probability of drop-out per subject (the same probabilities used for the AUC
as described above). We divided these into four uniformly-sized “risk
quartiles”: lowest risk quartile: [0%, 38%], 2nd risk quartile: [39%, 55%], 3rd
risk quartile: [56%, 68%], and highest risk quartile: [69%, 95%]. We utilized
the same 10-fold cross-validation technique previously mentioned such that
individuals’ risk quartile was always predicted from a random forest model
that had not seen the individual in training. Thus, we labeled each
participant with a risk score from the predictive model without any
knowledge of the patient’s final outcome – and only using their language
use on social media in the 2 years prior to baseline. We then calculated the
proportion of each of the 4 quartiles that remained in treatment at 30, 60,
and 90-days post-intake and placed such proportion in a survival plot.

RESULTS
Predictive model evaluation
Predictions of 90-day SUD treatment outcomes from the digital
phenotype were greater than those from ASI (see Fig. 2: AUC of
0.725 versus AUC of 0.658; single-tailed permutation test
p < 0.001). That is, relapse and drop-out from SUD treatment
could be predicted substantially better by analyzing social media
posts using the AI-based method than from a standard psycho-
metric assessment tool administered at intake, supporting our
hypothesis. Accuracy scores were the largest when combining the
ASI and digital phenotype, and significantly greater than ASI alone
(AUC of 0.739; p < 0.001). This data suggests knowing the digital
phenotype at treatment intake can aid, beyond simply knowing
the ASI, in understanding who is likely to relapse or drop out of
treatment during the first 90 days.
We can also examine the linguistic features that best predicted

these outcomes. Figure 3A depicts the three outcome categories
according to the standardized mean values of their digital
phenotypes. Remained abstinent and dropout categories appear
to have distinct signatures. Relapse, though, seems to sometimes
mirror abstinence, and other times it does not. When comparing
the Euclidean distance between each signature, depicted on the
right side of the plot, we see that abstinent and dropout are
furthest apart, while relapse is somewhere in between the two.
This data is corroborated by the observation depicted in Fig. 3B
that relapse (AUC= 0.659) was harder to predict than abstinence
(AUC= 0.724) or dropout (AUC= 0.752).
While dropout is also often indicative of relapse [34], the

outcomes showed both “relapse” and “abstinent” groups continued
to engage in treatment. To be in the relapse group, one must have
reported it, while the dropout group has severed all communication
with the treatment providers. Therefore, it is possible that the

relapse group is more like the abstinent group than the non-
compliant group.
In the next analysis, we investigated an alternative conceptua-

lization of the relapse outcome inspired by work demonstrating
that relapse, itself, is not a remarkable event for SUD recovery [35].
We categorized those in the relapse outcome group based on
whether they remained in treatment after the relapse (relapse-in)
or dropped out before 90 days (relapse-out). This categorization
allows those who relapsed and stayed in treatment to be further
grouped with those remaining abstinent into a single “remained
in treatment” outcome, while those who relapsed and then
dropped out are grouped with those who dropped out. Figure 3C
shows the sample after it has been divided into four outcomes
(abstinent, relapse-in, relapse-out, and dropout) and then further
grouped into two outcomes (remained in treatment, dropped out).
Given the additional outcome, one would expect, simply due to
chance, lower accuracy––unless this demarcation is more appro-
priate (i.e., the phenotypes for those who end up in the relapse-in
category are distinguishable from those who end up categorized
as relapse-out). We then compared predictive accuracies of the
digital phenotype (in terms of AUC) for these categorizations.
Results are depicted in Fig. 3C. Predicting 4 outcomes (AUC=
0.792), with relapse divided into two, had significantly greater
AUC than 3 outcomes (AUC= 0.739; p < 0.01). Further, simply
predicting 2 outcomes, remained in or dropped out, had the
highest levels of prediction (AUC= 0.806). In the robustness test,
in which we tested the method with different text features (e.g.,
RoBERTa, BERTweet, n-grams) and classifying models (e.g., SVM,
logistic regression) and reported the results in Supplementary
Fig. S1. The results show that the predictive capability of
combined ASI and digital phenotypes features hold for other text
features and learning models.

Dropout risk: simulating clinical risk score at intake
We next evaluated the digital phenotype predictions as a dropout
risk score. Using predicted outcome probabilities as risk scores
simulates use in a clinical application at baseline [33]. The full
model using the digital phenotype, ASI, and demographics were
able to predict dropout with AUC= 0.81 (sensitivity: 0.81;
specificity: 0.67) at 90 days. Figure 4A plots the full ROC-AUC
curve for the final dropout probability estimates, with the x-axis
representing the false-positive rate, the y-axis representing the

***

Addiction Severity Index 
(ASI)

DP + ASI

Digital Phenotype (DP)

***

Fig. 2 Overall accuracy predicting treatment outcome at 90 days.
We categorized patients into categories of abstinent, relapse, and
dropout using only information available at baseline: the digital
phenotype (DP) and the addiction severity index (ASI; the clinical
measure), each alone, as well as combined (DP+ ASI). ASI scores
were from treatment intake, language was from two years before
treatment until intake. AUC scores were evaluated out-of-sample
using a 10-fold cross-validation of predictions from a random forest
model. Difference between ASI and DP and ASI and DP+ ASI was
significant (single-tailed permutation test, p < 0.001). Difference
between DP and DP+ ASI was not significant. See Supplementary
Table S1 for sensitivity and specificity.
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true-positive rate, and the diagonal representing random chance.
While slightly favoring the detection of those remaining in
treatment, the curve was fairly uniform in terms of false-positive
to true-positive rates. Thus, there is strong separability regarding
who will be in treatment at 90 days.
We can directly examine the pre-treatment risk separation by

considering the proportion of our participants who remained in
treatment, broken into the four quartiles of strata based on pre-
baseline digital phenotype and demographics in Fig. 4B. By
30 days, a large separation between risk quartiles is established,
and, on average, the quartiles continue to separate going into 60-
and 90-day outcomes (difference between highest and lowest
quartile, p < 0.001). We also see that approximately 50% of the two
highest risk quartiles dropout of the study by 30 days. Thus, we
see that this sample is similar to previous studies in that dropout is
the norm rather than the exception [1–3].
Further validation of the risk score can be examined based on

its ability to distinguish the 4 treatment outcomes at 30-, 60-, and
90- days. In Fig. 4C, nearly all individuals who ended up within the
relapse-in category were identified as low risk, using only data pre-
treatment, while most individuals ending up in the relapse-out
category by 90 days had been identified as high risk. This analysis
simulated risk scores that could have been made available for
patients while entering a particular treatment center and, for
those in the top or bottom quartile of risk, their eventual
treatment status could have been known at intake with only
moderate uncertainty.

DISCUSSION
The digital phenotype extracted from language on Facebook
combined with standard intake data, showed strong validity as a

risk assessment tool for SUD treatment dropout. We were able to
show such data can capture many distinctions between treatment
outcomes. In fact, while we were able to predict all of the three
classes better with the digital phenotype than the ASI, relapse was
significantly harder to predict and we found that dividing it into
those that relapsed but remained in treatment versus those that
relapsed and dropped out, resulted in greater accuracy, suggest-
ing a potential lack of utility of focusing on relapse as a whole.
With most adults in the US using social media regularly (70%) [36]
and little variation across demographics [7] or SUD diagnosis [8, 9],
such techniques could transform intake assessment and clinical
practice when applicable (i.e., patients who engage with these
platforms as opposed to those who anonymously scroll).
Specifically, digital phenotypes extracted from social media
language can be a screening tool for identifying SUD patients at
high risk for drop-out at the beginning of treatment engagement.
This work also sets a foundation for dynamic continuous
monitoring during treatment to better understand the day to
day factors that go beyond whether someone is likely to succeed
on day one.
While the digital phenotype from social media offers a new tool

for intake risk assessment, it is important to keep in mind its
limitations. First, the abstinent and relapse outcomes relied on
patient self-report. Such results should be replicated with
biological measures of drug use, as these measures cannot be
influenced by social expectations or recall. Another limitation is
the dynamic nature of language across time, space, and cultures.
The model built here should work reliably for other members
of the same, majority middle-aged and African American,
population. One would need to develop and validate a similar
model for populations from different cultures and over time.
Similarly, this study is also limited by its sample size – only 269

***

*** **
**

(A)

(B) (C) (D)

Fig. 3 Prediction of future abstinence, relapse, and dropout at 90 days. A Expression of digital phenotypes. Deep language component
scores across relapse, non-compliance, and abstinence by participants from the given class. Each column corresponds to a component and
colors correspond to the mean z-score (standardized score) for the class. Components were sorted by their score for the abstinent class.
B Prediction accuracies for each of the three treatment outcomes. C Depiction of division of relapse into subcategories: relapse-in and relapse-
out. D Prediction accuracy when using four outcomes (abstinent, relapsed and stayed in treatment, relapsed and then dropped out, or dropped out)
and two outcomes (remained in or dropped out) where relapse is broken up as depicted in panel C. Accuracy is significantly greater for both the
4-class and 2-class divisions of outcomes than for the 3-class division. ***p < 0.001, **p < 0.01.
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participants met the required 200 word minimum across their
Facebook data. While similar sample sizes and word minimums
have been used in other social media-based tasks [10, 17], further
validation is needed to test whether the results generalize across
different samples. The digital phenotype using BERT, only offers a
limited view for interpreting the most predictive linguistic
features. The future analysis would need to use models of specific
psychological constructs to better understand the latent variables
that the model is tracking. Finally, such risk assessments are only
available to those with enough social media data (just over half of
the participants in our sample).
Digital phenotyping is already being leveraged en masse by

corporations and some governments, but its use has been limited
in medical environments. This study demonstrates the feasibility
of predicting treatment outcomes, by analyzing the language
behavior of SUD patients on social media, and outperforming
psychometric interview-based scales, which are the current
standard. This AI-based method of digital phenotyping has
significant clinical implications. First, AI-based linguistic analysis
may suggest new variables of importance for SUD treatment
outcomes. Selective linguistic features and language use patterns
may be identified as strong signals of certain behaviors and
treatment outcomes, tracking these markers during clinical
encounters and counseling sections could lead to quicker
interventions. Second, AI-based prognostic assessment and
intervention tools could be developed to automatically screen

and intervene with the patients in real time, which would increase
the efficiency and accessibility of SUD assessments and treatments
and reduce the cost of healthcare in this process.
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