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Abstract

The remarkable anatomical homeostasis exhibited by complex living organisms suggests that they 

are inherently reprogrammable information-processing systems offering numerous interfaces to 

their physiological and anatomical problem-solving capacities. We briefly review data suggesting 

that the multi-scale competency of living forms affords a new path for biomedicine: managing 

the innate collective intelligence of tissues and organs. The concept of tissue-level allostatic goal-

directedness is already bearing fruit in clinical practice. We sketch a roadmap towards “somatic 

psychiatry”, using advances in bioelectricity and behavioral neuroscience to design methods 

that induce self-repair of structure and function. Relaxing the assumption that cellular control 

mechanisms are static, and exploiting powerful concepts from cybernetics, behavioral science, and 

developmental biology, may spark definitive solutions to current biomedical challenges.
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1. Regenerative Medicine in the 21st Century: towards an anatomical 

compiler

By 2060, an estimated 48 million people each year (47% of all deaths globally) will suffer 

greatly at the end of their lives because of both ill health and treatment, which may prolong 

or exacerbate suffering. The spiral of increasingly expensive interventions to patch up the 

aging body at the end of life imposes a tremendous burden on health care systems and 
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society at large. Hope for remediation lies in the insight that a very wide range of medical 

needs boil down to one key capability: control of the anatomical structures that cells build. 

If we understood how collectives of cells decide what to build and when to stop, we could 

repair birth defects; regenerate parts lost to traumatic injury, degenerative disease, and aging; 

and reprogram cancer to normal tissue.

The remarkable complexity of the human body is not directly specified in the genome 

but arises from the activity of a collection of embryonic blastomeres (Figure 1A). 

The computational and behavioral subroutines of these cell collectives make anatomical 

decisions about growth and form, and it is these decisions that we must target and modify 

when attempting to repair or regenerate missing or damaged organs. Bodies are constructed 

via a multiscale competency architecture (see Glossary) (Figure 1B, Text Box 1) - each 

layer processes information to solve problems in physiological, transcriptional, anatomical, 

and behavioral spaces. Learning to take advantage of their competencies, and manage 

cellular perceptions [1], memories, and setpoints (not just current biochemical states), 

provides a powerful roadmap for biomedicine to achieve persistent cures. Thus, the endgame 

for comprehensive regenerative medicine is the ability to communicate desired tissue- and 

organ-level outcomes to cell groups.

This goal can be encapsulated in the following design challenge: to create an anatomical 

compiler – computer software that accepts an anatomical specification of any desired 

structure (biological organ or appendage, or even a novel synthetic morphology) and outputs 

the list of signals needed to coax cells to build exactly that. Such complete control over 

growth and form is the holy grail of biomedicine and synthetic bioengineering. Crucially, 

the anatomical compiler is not a 3D printer or some other way of micromanaging the 

structure and function of cell growth; it will be, in an important sense, a communications 

device for interfacing to the collective intelligence of cell groups – a translator between 

human biomedical goals and the setpoints of morphogenetic homeostasis, allostasis, and 

homeorhesis (Figure 1C). This represents a fundamentally new way to address current 

limitations in biomedicine.

The high expense and slow progress of drug discovery for complex disease states are 

due to ubiquitous combinatorial effects, the difficulties of extrapolating from in vitro 
models to patients, side effects, and drug tolerance/resistance. Current approaches focus 

on manipulating the cellular ‘hardware’: using CRISPR, gene therapy, protein engineering, 

and pathway rewiring (mRNA and drugs targeting specific proteins) to change individual 

components of the cellular machinery and communication systems. This bottom-up 

approach of micromanaging alterations to individual gene products has a key limitation 

for complex multiscale living systems - the difficulty of the inverse problem [2]: which 

genes or molecules need to be tweaked for a desired system-level effect? This problem 

sets the ceiling for genomic editing approaches just beyond the low-hanging fruit of single-

gene, linear disorders, because there is no general procedure for knowing what micro-level 

interaction rules must be altered to achieve a specific outcome in a highly-emergent, context-

sensitive complex system such as a living body.
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Current molecular-level approaches are comparable to how computers were programmed 

in the 1940’s and 1950’s – by physical rewiring. In the information technology revolution, 

computer science made the remarkable leap to controlling function with stimuli provided 

over specialized interfaces, to exploit built-in, high-level, modular information-processing 

capabilities. Recent advances in the fields of diverse intelligence and basal cognition 
indicate that living creatures, at all scales of organization, come equipped with such modular 

information-processing capabilities [3-5]. Could biomedicine make a comparable leap from 

tinkering with the molecular hardware to developing tools to exploit this physiological 

‘software’ of life? Emerging understanding of several remarkable features of such real-time 

decision-making ‘software’ - modularity, top-down control, and multiscale competency - is 

enabling biomedical workers to tap into a core functionality: the collective intelligence of 

cells and molecular networks [6, 7].

2. Wisdom of the body: anatomical homeostasis, collective intelligence, 

and repair driven by the need of function

Ancestral cellular capabilities, tissue-level goals

One of the most important aspects of our evolutionary history, with many implications 

for medicine, is that we are composed of cells that evolved from independent unicellular 

organisms. Not just the microbes which live within our bodies, but our actual cells 

have perception, decision-making, memory, anticipation, and many other capacities [1, 

8-12]. Individual cells are superb at handling cell-level goals such as maintaining 

appropriate metabolic and physiological states despite all sorts of perturbations in their 

microenvironment. Crucially, they did not lose these capabilities when joining into a 

multicellular organism. Instead, evolution scaled up their minimal aspirations from the small 

setpoint landscapes of single cells (proliferation, metabolic states, etc.) to much bigger 

tissue- and organ-level goals: making specific anatomical structures driven by functional 

requirements of a multicellular organism [13, 14].

Competency for anatomical homeostasis (often, allostasis) (Figure 2A,B) is what enables 

accurate development and tissue renewal in the human body, as well as the even more 

impressive capacities of some organisms to regenerate whole appendages and organs. 

For example, salamanders regenerate limbs, eyes, jaws, ovaries (Figure 2C). There is 

even an adult mammalian example: deer regenerate antlers annually, regrowing huge 

amounts of bone, vasculature, innervation, and skin, with a capacity for forming new 

morphogenetic memories (Figure 2D) [15]. Cells readily detect deviations from the normal 

target morphology and rebuild exactly what’s needed, stopping when the correct target 

morphology is complete. This is also what enables a split early embryo to produce normal 

and complete monozygotic twins, rather than half-bodies (Figure 2B). Studies tracking 

how cellular collectives deploy a kind of swarm intelligence in development, regeneration, 

and cancer suppression indicate that cell groups and organs do not follow a hardwired 

path during metamorphosis: instead, they move through novel paths until the target 

anatomy is achieved. For example, when a tadpole’s craniofacial organs are scrambled, 

normal frogs can still result because these organs will migrate until a correct frog face is 

constructed (Figure 3A) [16]. This underlying capacity for solving problems in anatomical 

Lagasse and Levin Page 3

Trends Mol Med. Author manuscript; available in PMC 2024 September 01.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



and physiological state space is the mechanistic underpinning for an extremely powerful 

component of any intervention: letting the body heal and adapt afterwards.

Beyond homeostasis: cellular problem-solving in novel conditions.

Crucially, cellular collectives can do more than reach the same target morphology despite 

interventions – they can also improvise solutions to novel problems [6, 17] (Figure 3). 

Epithelial cells isolated from bodies reboot their multicellularity and create new proto-

organisms with unmodified frog or human genomes but entirely different body structures, 

behaviors, and capabilities [18-21]. This plasticity of structural and functional fate and the 

associated decision-making competencies of cellular collectives are an unconventional and 

potentially transformative target for management of complex system-level outcomes.

This autonomy is not only about determining body/organ shape by solving problems 

in anatomical morphospace. Remarkable examples of creative solutions to new stresses 

abound in physiological and transcriptional spaces, which are beginning to be understood 

in model systems. For example, when flatworms are treated with barium (a non-specific 

blocker of potassium channels), their heads rapidly degenerate; however, if left in barium, 

they soon re-grow new heads that are barium-insensitive (Figure 3B) [22]. This occurs via 

induction of a handful of genes that implement a new way to keep an operational head 

despite abrogated potassium channel function. Since planaria never encounter barium in 

nature, this is not activation of an evolutionary solution, making it even more remarkable 

that the tissues identify just the right genes to solve this physiological stressor. Similarly, 

newt kidney tubules develop to a specified diameter even when the size of the tubule cells 

is dramatically altered experimentally. When pushed to an extreme, even the mechanism by 

which cells form the tubule changes to maintain the target morphology (Figure 3C). The 

full extent of such competencies in physiological and transcriptional spaces is unknown, but 

they are likely implemented by the known ingredients of all intelligent behavior: diverse 

forms of learning, which have now been identified in non-neural tissues [7, 23, 24] and 

even in ubiquitous sub-cellular components of the body such as gene-regulatory networks 

and signaling pathways [7, 24-27]. These capabilities are now beginning to be exploited in 

clinical settings (see Clinician’s Corner).

Pattern homeostasis and allostasis: a unifying framework for tissue development, 
maintenance, and regeneration.

Development, regeneration, and cancer suppression can be viewed as facets of the same 

ubiquitous, dynamic process: pattern homeostasis. This is the drive to maintain a specific 

set of functional anatomical features, according to an encoded setpoint. When amputated, 

a salamander’s leg will regenerate, with the cells continuing to proliferate and migrate 

until a correct leg is completed, at which point they stop. Such continuous, active error 

minimization carried out by cell collectives has been discussed extensively in the search for 

organizing principles that enable tissues to resist cancer and aging over decades [28], and in 

examples where deprivation of information cues leads to disorganization of already formed 

structures (for example, severing the lingual nerve leads to a disorganization of the papillae 

of the tongue [29]). Text Box 2 develops this idea in more detail.
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This view that cellular collectives actively navigate anatomical, physiological, and 

transcriptional spaces to achieve a target makes a number of predictions that have been 

confirmed in vivo. One is the prediction that even major molecular disruptions, such 

as treatments which perturb the mechanisms that set left-right body asymmetry, are self-

corrected over time [30]. This error-correcting capacity is both a potential failure point 

that leads to complex disease when abrogated by stress, and a very attractive target for 

modulation.

3. The ‘hepatostat’, a translational example of cellular intelligence and its 

clinical application for liver disease

The growing global burden of chronic liver disease (in the U.S., it is the 4th leading cause 

of death among those 45 to 55) and the paucity of therapeutic options [31], make it an 

important target for innovation in regenerative medicine. The liver has an extraordinary 

capacity to regenerate, a crucial feature for vertebrate organisms from fish to mammals 

[32]. In addition to hundreds of functions required for survival, including detoxification, 

digestion, filtration, metabolism, and protein synthesis; the liver functions as a guardian of 

the immune system [32]. The largest organ in the human body, the liver’s size is tightly 

regulated to maintain bodily functions like normal glucose and ammonia levels. The liver 

is the only solid organ to use its regenerative mechanism to ensure that the liver-to-body 

weight ratio remains constant. This homeostatic property (Figure 4), the “hepatostat” [33], 

and its regenerative potential, are unique to the liver and its properties suggest it is an 

example of cellular intelligence with high clinical relevance.

Hepatocytes, the specialized epithelial cells of the liver, provide most of the hepatic 

functions of the body, accounting for over 80% of liver mass. Like planaria, hepatocytes 

at the cellular level can adapt to new stresses. For example, they are exquisitely sensitive 

to apoptosis mediated by the Fas receptor, which has been implicated in acute liver injury 

leading to liver failure and death. However, hepatocytes have also been shown to mount 

profound cell death resistance during chronic liver injury such as in hereditary tyrosinemia 

[34], and in response to insults including the monoclonal anti-mouse Fas-activating antibody 

Jo2, the drug acetaminophen, and induced chronic cholestasis. These represent a distinct, 

cell-level adaptive response to catastrophic liver injury.

Liver regeneration is complex, thus it is not surprising that multiple regenerative 

mechanisms have evolved to ensure the stability of liver function [35]. Partial hepatectomy 

with surgical removal of liver mass has been studied extensively since the 19th century. 

Unlike regeneration in salamanders or newts, which can regenerate whole appendages 

and organs, the remnant liver undergoes rapid compensatory hyperplasia to recover the 

original liver mass, but does not restore the multi-lobular liver anatomy. Furthermore, it 

displays phenotypic fidelity: hepatocytes generate hepatocytes, endothelial cells generate 

endothelial cells, etc. Interestingly, compensatory growth is accomplished by a combination 

of both proliferation and increases in hepatocyte size [36]. After a 70% hepatectomy, 60% 

of hepatocytes divide, but after 30% partial hepatectomy, none divide: the increase in 
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hepatocyte size alone can compensate for cell loss, and is a faster and more efficient way to 

increase liver function [36].

Hepatocyte transplantation has long been proposed as a potential alternative to orthotopic 

liver transplantation (OLT), with engrafted hepatocytes in the native liver restoring missing 

hepatic functions, an approach that has provided only partial correction to over 100 patients 

with liver disease [37]. To be successful, transplanted hepatocytes have to replace diseased 

hepatocytes to compensate for the loss of function, which varies by disorder. Early results in 

a urokinase plasminogen activator (uPA) transgenic mouse (in which intracellular activation 

of uPA causes hepatocyte damage and death) showed promise of hepatocyte replacement, 

but engraftment was reduced by homologous recombination and deletion of the toxic 

transgene [38], the driver for effective hepatocyte replacement. Better results were obtained 

in mouse and pig models of Hereditary Tyrosinemia I (HT 1), a human genetic disorder 

of tyrosine metabolism characterized by progressive liver damage from infancy due to 

mutations or deletions of the fumarylacetoacetate hydrolase (Fah) gene, which encodes 

the last enzyme of the tyrosine catabolic pathway [39]. In these models, transplantation 

of healthy hepatocytes replaced more than 90% of the diseased hepatocytes in the liver 

within 6 weeks (mice) to three months (pigs), rescuing the animals from lethal liver disease. 

Thus donor-derived hepatocytes can compete successfully with diseased hepatocytes in the 

hepatic microenvironment

Cell-based transplantation has been proposed as a therapeutic alternative to OLT or as a 

bridge for patients who are waiting for OLT [37]. However, transplanted human hepatocytes 

are generally injected via the splenic artery or the portal vein and for a vast majority of 

patients, liver cirrhosis/fibrosis and/or portal hypertension make these routes hazardous or 

impossible, leaving very few options. The notion of an auxiliary liver has been proposed 

as an alternative strategy. Generally, a healthy liver graft is placed either heterotopically or 

orthotopically, while leaving all or part of the native diseased liver intact. This approach not 

only has the potential to bridge patients for transplant, it can also avoid OLT for some by 

embracing the potential for spontaneous regeneration of the native liver. Although problems 

were noted in early trials, more recent favorable outcomes are encouraging in cases of acute 

liver failure [40], metabolic disorder [41-44], and even cirrhotic liver [45, 46].

Tapping the computational capacity of hepatocytes for functional supplementation by 
ectopic liver

The concept of making an auxiliary liver, “de novo” was discovered after transplanting 

hepatocytes not to the liver but to different ectopic locations in tyrosinemic mice with 

induced liver failure: hepatocytes engrafted in lymph nodes regenerated functional auxiliary 

livers. Analysis showed that hepatocytes were the only donor liver cells engrafted in lymph 

nodes, subsequently dividing and recruiting other cells from the host. This indicates that 

hepatocytes act like orchestra conductors, directing a cellular response that includes host 

cells to generate a functional auxiliary liver. Growth of the auxiliary liver also appeared 

driven by functional requirement: once it reached the mass sufficient for hepatic function, 

hepatocyte proliferation ceased [47, 48]. However, if partial hepatectomy is applied to the 

native liver, the hepatocytes in the lymph node begin to proliferate again until the auxiliary 
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liver achieves normal liver mass and function. Remarkably, without substantial liver disease, 

hepatocytes transplanted into lymph nodes do not generate liver tissue [48], supporting 

the need-of-function concept. Direct injection of hepatocytes into a single lymph node in 

tyrosinemic mice generates around 70% of the normal native liver mass, enough for this 

ectopic liver to rescue the phenotype. The ectopic liver does not reach 100% of normal 

native liver mass because the native liver is still present with some hepatic function [47, 48].

Recent transcriptomic analyses comparing auxiliary and native liver revealed selective 

compensatory expression of hepatic function-controlling genes in auxiliary livers, implying 

a regulated functional integration between the two livers [49]. As expected, expression of 

Fah and four other genes coding for enzymes in the tyrosine catabolism pathway were 

dramatically repressed in native tyrosinemic livers, while auxiliary livers expressed these 

at levels similar to liver in wild-type controls. Similar results were obtained for genes 

regulating the coagulation system, urea cycle, and albumin synthesis. These observations 

reiterate a complex modulation of hepatocyte functions to maintain homeostasis of hepatic 

function under varying conditions.

Preclinical proof of concept for hepatocyte transplantation into lymph nodes as a cure 

for liver failure was provided in large animal studies. In the tyrosinemic Fah−/− pig, 

autologous Fah−/− hepatocytes were isolated, transduced ex-vivo with a lentiviral vector to 

express human Fah cDNA, and transplanted into mesenteric lymph nodes [50]. Hepatocyte 

engraftment in the lymph nodes was observed at 6 hours and for over 8 months after 

transplantation and sufficient liver mass to ameliorate acute liver failure was detected as 

early as 97 days post-transplantation. At necropsy, auxiliary livers were present in lymph 

nodes with hepatic lobules and vascularization identified but repopulation of the native 

liver with Fah-transduced hepatocytes was also detected. Tracking injected transgenic cells 

revealed that initial expansion of hepatocytes happened in lymph nodes, generating a source 

of healthy hepatocytes, which subsequently repopulated the diseased liver [50]. Further 

supporting need-of-function, once the native liver was restored by healthy hepatocytes, 

the auxiliary liver reduced in size and eventually disappeared, as described previously in 

tyrosinemic mice [47]. Similar results were obtained in surgically-induced subacute liver 

failure in an outbred pig model [51], indicating that the “need of function” regulation of 

ectopic hepatocytes is not specific to tyrosinemia.

Using the lymph node as a site for transplantation, the blueprint of hepatocyte-driven 

“need of function” and the generation of auxiliary liver has been applied to other organs. 

Thymus, pancreatic islets, kidney, and several other tissues have shown promise. A key 

aspect of resolving internally or externally initiated stress and damage is tapping into 

cellular capability for allostasis. Physicians understand homeostasis very well for scalar 

properties such as pH or temperature, but the work summarized above and similar evidence 

suggest that the body’s use of allostasis goes beyond that, providing a promising target 

for therapeutic manipulation. Rapidly accumulating evidence indicates that all levels of 

organization of the body include cybernetic agents involved in real-time control and proto-

cognitive information processing such as perceptual control loops and minimization of 

surprise [52, 53]. These systems afford a novel path to biomedical management: targeting 

the setpoint [54] and cellular perception mechanisms [1, 8, 9, 55, 56] for the desired 
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outcome and letting the homeostatic system do what it does best - reach its goals in a 

flexible, context-dependent manner.

4. Accessing the wisdom of the body to regulate regeneration: 

neurobiology and behavior science point the way

Collective intelligence in cellular swarms coordinates cell behaviors that implement complex 

healthy organs despite cell turnover, injury, and novel stressors. What systems enable this 

and how might we understand and harness such collective intelligence for biomedicine? 

In the multiscale competency architecture of life, each level (from subcellular to organ 

systems to social groups) is solving its own specific problems, with cells and cell collectives 

intelligently navigating transcriptional and anatomical spaces just as animals navigate 3-

dimensional space with diverse degrees of intelligence [57]. How can we capitalize on this 

insight for biomedical control? The maturing fields of behavior science and neuroscience 

already offer avenues for understanding, predicting, and manipulating extremely complex 

systems via inputs and stimuli designed to impact internal decision-making. These fields 

have a long history of multi-scale approaches, ranging from synaptic pathway machinery 

to psychiatry and many levels between. These can serve as a template for biomedicine as 

it begins to expand beyond the current focus on increasingly lower-level targets (genes, 

proteins, pathways).

Neuroscience addresses problem-solving and intelligence by focusing on the mechanisms 

and algorithms that process information toward adaptive ends. In contrast, behavioral 

science works at the other end of the scale. Millennia before we understood anything about 

the details of the brain, human beings were able to control animals by training, illustrating 

how estimating a system’s intelligence, coupled with a study of the stimuli and states that 

serve as rewards and punishments, can enable robust control long before the mechanistic 

details are clear. Not only does behavioral science offer a path toward system-level outcomes 

that do not require complete knowledge of underlying details, but it shows the efficiency 

of this approach: even if it were possible to control an animal’s behavior bottom-up by 

managing all of the neuronal signals individually, it is much more efficient (and provides 

more flexible outcomes) to do it top-down by training – exploiting the native perception-

memory competency of the system.

Similarly, taking advantage of the body’s own capacities for rearranging its internal state to 

match desired outcomes is what will enable us to solve the complexity problem plaguing 

medicine, in which everything is somewhat connected to everything else [58-60], making 

it hard to derive simple, reliable, linear interventions. Fortunately, cells and tissues offer a 

built-in system to rearrange their own complex molecular states in the service of a system-

level goal: learning. Learning accomplishes the difficult management of myriad molecular 

details to implement desired organ- or whole body-scale responses. In the short term, current 

approaches in biomedicine have no hope of this kind of control, which is initiated by 

high-level experiences at the sensory or receptor layer. This offers a powerful interface for 

biomedical intervention; it has been argued that many future approaches to complex diseases 
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will take the form of training and manipulating the inputs to pathways, rather than rewiring 

them [61-63].

5. Developmental bioelectricity: a tractable interface to native high-level 

anatomical control systems

Until recently, learning was considered a unique capacity of the brain and nervous system; 

why would we expect the same tricks to work elsewhere in the body? Where did the 

remarkable information processing capacity of brains come from? All of the molecular 

machinery of the brain – ion channels, electrical synapses, neurotransmitters, etc., as 

well as many of the algorithms guiding the function of the electrical network - are 

ancient [64, 65] and used throughout the body (Figures 5A-D). Evolution discovered the 

computational power of electrical networks around the time of microbial biofilms [66, 

67], and has been exploiting it ever since. Ion channels on the cell surface set cellular 

resting potentials (Vmem), and these can be communicated to neighboring cells via electrical 

synapses known as gap junctions, creating regional bioelectrical networks (Figure 5B) 

[68]. Almost every tissue in the body, not just neurons, forms such bioelectrical networks, 

and it is now known that the outputs of these networks control cell behaviors such as 

proliferation, differentiation, migration, apoptosis, etc. [69]. Just as neural networks process 

information to enable bodies to achieve behavioral goals in 3D space by controlling 

muscle states (Figure 5C), these non-neural bioelectrical networks process information to 

achieve morphological goals in anatomical morphospace by controlling cell proliferation, 

migration, and differentiation (Figure 5D) [57]. The similarity between the mechanisms that 

control electrophysiological states in neurons and in somatic cells allows techniques from 

neuroscience to be applied to non-neural bioelectric networks (Figure 5E). It is likely that 

the properties of brains that enable control via highly efficient high-level interactions are not 

unique, but are rather the sped-up and modified versions of universal cellular capabilities 

that evolution pivots into diverse problem spaces as needed [14, 70].

Endogenous bioelectrical prepatterns guiding subsequent gene expression and anatomy, 

such as “the electric face” in a frog embryo (Figure 5F) [71], are required for normal 

development and encode the target morphologies to which cells will build. Long-range 

bioelectrical decision-making has been implicated in the formation of appendages, induction 

of specific organs, size control, and alignment of major body axes [72-74]. Because of this, 

manipulating the bioelectric interface has been effective in animal models for induction of 

wound healing [75-77], appendage regeneration [78], and repair of birth defects. Existing 

computational methods can predict effective treatments with human-approved ion channel 

drugs (electroceuticals [79, 80]) that can trigger repair of complex malformations of the 

brain, heart, and gut in animal models [81-83]. Remarkably, this repair works not only for 

malformations induced by chemical teratogens, but also those induced by genetic disruptions 

such as mutations of the key regulator gene Notch [81, 83]. These results demonstrate 

that even some genetic hardware defects with pleiotropic and complex effects can be fixed 

“in software”, by relatively simple trigger stimuli. A similar overriding of genetic default 

states is seen in work on cancer [84-87], where ion channel modulation can drive cells 
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towards normal phenotypes, normalizing or preventing tumors in vitro and in vivo, despite 

the presence of powerful carcinogenic mutations such as KRAS variants (Figure 5G,H).

Why do bioelectric states control complex structure and function, and why do the 

workhorse tools of neuroscience (such as optogenetics, active inference framework, 

psychoactive compounds, etc.) work outside the brain in similar ways? Recent work 

suggests that bioelectricity is a kind of cognitive glue that binds individual cells to common 

organ-level purpose throughout the body [13, 88]; bioelectric networks not only store 

setpoints for anatomical homeostasis but also implement the distributed communication 

and computations needed for tissues to recognize large-scale errors and follow a path to 

normalization. It has been shown that pattern memories (storing the homeostatic setpoint 

toward which morphogenesis will try to build) are stored as stable bioelectric patterns that 

can be visualized, interpreted, and re-written [72]. Thus, it is possible, for example, to edit 

the stored target morphology of a flatworm to read “2 heads” instead of the default “1 head”, 

and produce a line of permanently-regenerating 2-headed flatworms without altering their 

genome.

Crucially, as in the brain, the electrophysiological states of somatic cells offer privileged 

access to the computational medium that makes large-scale decisions. Progress in this 

emerging field reveals that outcomes are not purely feed-forward emergent but actually 

a cybernetic process with an explicitly encoded, tractable goal state, providing a way 

to resolve the complexity, non-linearity, and degeneracy problems that limit bottom-up 

interventions [2]). Thus, bioelectricity provides a physiological control layer between 

the microlevel molecular hardware specified by the genome and large-scale anatomical 

outcomes, offering an ideal target for high-level biomedical intervention.

6. What is possible? Transformative regenerative medicine by exploiting 

tissue intelligence.

The proposed research program offers to unify the sharp divides in the community, between 

molecular and synthetic biologists who view their medium as a machine, and the organicist, 

holistic view of systems biology, ecology, and human-centered medicine. Living bodies 

are “machines”, not in the naively mechanistic sense, which robs them of their obvious 

intelligence and agency, but in the sense that a “machine" is something that can be rationally 

understood, repaired, improved, and created if one finds the appropriate level of agency for 
interacting with it [14], the effective interface(s), and the set of stimuli that is internally 
meaningful to it.

This view of bodies as versatile, multiscale problem-solving agents amenable to the tools 

of behavioral and cognitive sciences – neither dumb and mechanical, nor inscruitably 

mysterious - offers to redefine our view of what is possible in radical regenerative 

medicine. First, by providing the regenerative medicine worker with a new set of affordances 

as targets for biomedical manipulations, including modular multiscale control, allostatic 

loops, internal informational states of (unconventional) active agents, and highly competent 

problem-solving mechanisms. Existing examples of structural defects that can be repaired by 

transient signals are just the tip of the iceberg for a coming regenerative medicine roadmap 
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in which interventions will leverage all the innate subroutines and capabilities of living 

matter. From physiological diseases such as diabetes (viewed as a kind of learning disorder 

[89]) to birth defects [81], cancer [85], and regenerative capacity [90], we propose that a 

very diverse set of conditions can be addressed by triggering, redirecting, modifying, and 

someday enhancing the body’s self-monitoring and self-repair capabilities.

Planaria – a creature with a true centralized brain, bilateral symmetry, and learning capacity 

- offer a glimpse of what is possible. Not only are they highly regenerative and maintain 

memories across head regeneration, but they also reveal a critical gap in the current 

paradigm. Their chaotic, mixoploid bodies should, under current theories of cancer and 

aging as due to accumulation of genetic errors, be rife with tumors and senescence. Instead, 

they are highly resistant to cancer and apparently immortal [91, 92]. We have proposed 

that this phenomenon [93] is due to an evolutionary focus on physiological algorithms that 

are under pressure to produce a highly adaptive, functional body despite extreme noise at 

the molecular level. In contrast to the current theory that undifferentiated (i.e., regeneration-

competent) cells are a cancer risk for long-lived animals, we suggest that anatomical 

plasticity control mechanisms and algorithms are what enable long-term healthspan and 

recovery from injury and stress. Planarians’ ability to adjust to novel internal and external 

[22] challenges is extreme, but all living beings have this to some degree – the ability to 

work towards a coherent solution despite unpredictable circumstances. Understanding and 

harnessing this capability is the frontier of regenerative medicine.

Tapping into cellular intelligence offers unique advantages for biomedicine

Glimpses of this future medicine have been seen in preclinical models, using physiological 

signals to reprogram tumors (Figure 5H) [94-96] and induce appendage regeneration. 

Figure 6 shows examples of the ability to initiate complex cell-behavioral subroutines by 

manipulating electrophysiological state in precise ways, including inducing ectopic eyes in 

Xenopus tadpoles (Figure 6A), and regeneration of tadpole tails and frog limbs (Figures 

6B,C). Especially striking in the former is that ectopic eyes are functional even if induced 

in the tail, where they connect to the spinal cord rather than the brain [97, 98]. In addition, 

when the number of cells treated to induce an eye is small, a functional eye still results, and 

the resulting lens includes both treated cells and unmanipulated neighboring cells recruited 

to help complete the job. This capacity to achieve size control by hacking other cells is a 

native competency of tissue that does not have to be engineered or micromanaged, but can 

be exploited biomedically.

The potential to access and trigger complex outcomes without having to micromanage 

intractable complexity is one of the unique and powerful strengths of harnessing collective 

cellular intelligence for biomedicine. Specifically, by recognizing the encoding with which 

target states are stored and interpreted, whole organs such as eyes and limbs can be 

induced by simple triggers of the downstream machinery (scaling and orientation to rest 

of body, correct internal structures, and self-limiting growth). Another novel and promising 

example is appendage (tail and limb) regeneration, in which very transient exposures [90, 

99] are sufficient to change downstream decision-making. One of the key advantages 

of this approach is the minimization of unintended consequences (e.g., the side effects 
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of current molecular-level approaches). By offloading the control complexity onto the 

biological system itself and exploiting native, highly coordinated programs instead of 

trying to micromanage all necessary details, the many unforeseen consequences of local 

tweaks can likely be avoided. The essential next step toward clinical therapeutics is to 

understand the full hierarchy of information-processing capacities in vivo – to learn what 

cell collectives measure, how they distribute attention across physical modalities, and what 

other competencies exist that can be harnessed.

Interoperability: a potent consequence of the conservation of cellular problem-solving 
capacities.

The impact of understanding this phenomenon goes well beyond repair of standard organ 

form and function. The ability of cells and tissues to solve novel problems underlies 

the interoperability of life – it’s what makes possible a wide range of chimeric, hybrid, 

bioengineered, synthetic, and cyborg living technology [17]. Algae inserted into a tadpole 

brain enable it to function via a photosynthetic mode [100, 101], smart implants [102, 

103] readily integrate into tissues, closed-loop control systems enable novel living beings to 

operate in virtual worlds [104, 105], and Xenopus tadpoles perform well in visual training 

when eyes are cued to develop on their tails [97, 98]. None of these require evolutionary 

adaptation in the traditional, genetically-mediated and selected-for sense; the biological 

communication interface and problem-solving capacity is sufficiently generic that it works 

immediately, across kingdoms (neurons and bacteria, brains and algae, etc.) and across 

evolved natural forms and designed inorganic constructs [106, 107]. Future bioengineering 

and biomedicine will undoubtedly exploit this powerful universal design principle, in the 

context of ethics considerations which include both imperatives of improving health and 

broader issues of the impacts of synthetic bioengineering [17, 108, 109].

7. The mind of the body: towards biomedicine as somatic psychiatry

A number of frameworks for understanding the complexity of living beings [14] have 

suggested a range of computational capacity which includes not only mechanical systems, 

but also those with homeostatic, allostatic, learning, and more advanced capabilities. This 

forms a continuum of persuadability – a spectrum on which several classes of conceptual 

and empirical tools can be deployed to induce desired changes (Figure 7A,B). We cannot 

simply guess where the components of living bodies fit on this continuum: we must do 

experiments and be prepared for surprises about behavioral sophistication, with respect to 

discovery of novel cell capabilities and of ways in which cells resist efforts to manipulate 

them. One striking example is signaling pathways and gene regulatory networks. While 

these deterministic, simple systems look like paradigm cases of mechanical clockwork that 

must be re-wired to modify, they have been shown to exhibit six kinds of learning [25, 

26]. Further, these networks can be efficiently controlled in the same way as brainy animals 

– using training protocols such as Pavlovian conditioning [24-26]. What other affordances 

do living tissues offer for effective prediction and control, beyond the homeostatic goal 

resetting strategies described above?
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“Somatic psychiatry” describes how once we recognize body tissues as collective agents 

with navigational competencies for diverse problem spaces, we can consider techniques 

from behavioral and cognitive science as interventions. Recent advances at the intersection 

of high-level patient beliefs and psychopharmacological pathways [110-113] are beginning 

to show the importance of top-down controls over body biochemistry. This multiscale nature 

of biological controls is not limited to placebo effects. Even voluntarily getting out of bed in 

the morning is a process in which executive function (a high-level cognitive state) ends up 

controlling the membrane voltage potentials of muscle cells (a molecular-level biophysical 

property). Thus, mind-body medicine (Text Box 3) [114-116] is not a rare phenomenon 

– rather, it is an everyday occurrence essential to adaptive behavior, and offers deep 

opportunity for transformative approaches to health and disease. Behavioral neuroscience 

provides a framework for understanding multi-scale phenomena in which high level mental 

states and physical states interact: it has approaches suitable for dealing with levels of 

organization from synaptic proteins to social psychiatry, and precedents for cross-level 

frameworks [117, 118].

Specifically, we suggest that tissues, organs, and molecular pathways be increasingly 

examined for diverse types of learning and proto-cognitive capabilities. It is likely that 

the literature on basal cognition and single-cell training [119, 120] can be developed into 

protocols to train cells for desired gene expression levels, physiological states, or anatomical 

outcomes. There have already been efforts to understand diabetes as a learning disorder [89] 

and to model cardiac memory as bona fide memory [121]. Moreover, it is possible that the 

existing interface between cognitive levels amenable to top-down control could be exploited 

to control physiological and biochemical body states [122-124]. To some extent this has 

already begun, via efforts in biofeedback [125], placebo/nocebo research [126, 127], and 

hypnodermatology [128]. In all of these, high-level cognitive information is transduced into 

changes at the cellular and molecular level.

Since the time of Pavlov, it has been known that physiological circuits can be trained 

by experience [129], or by persistent physiological states that propagate or extend over 

distance in the organism. One example is that the contralateral healthy leg rapidly shows 

the same bioelectric state, in the same location, as an injured leg [130], revealing the 

propagation of quite specific status information throughout the body. Regenerative medicine 

approaches could parallel this ability of physical damage and stressors to set up persistent 

physiological states, using temporary physiological stimuli to control cell behavior and 

induce regenerative repair. As described above, work in animal and cell models has already 

demonstrated that the bioelectric control system that orchestrates the behavior of cell 

collectives in embryogenesis and regeneration is a tractable interface for reversing neoplasm 

[84, 85]. Because of the similarities between the somatic bioelectric system and the one 

operating in the brain, it is possible that targeting the bioelectric system will offer even 

more powerful methods to control bodily processes than re-writing setpoints. This would 

enable techniques from behavioral science (targeting beliefs, memories, and anticipatory 

self- and world-models) to control complex, system-level outcomes that are resistant to 

existing approaches. The conceptual tools used to understand cognition, such as active 
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inference [131, 132], are already being used to understand morphogenesis and the scaling of 

cellular capacities in vivo [52, 133].

The future is likely to involve a tight combination of mainstream molecular pharmacology, 

computationally-derived new ways to use existing drugs [25, 26], and a new “somatic 

psychiatry” [62, 134]. Existing computational tools can already predict treatment paradigms 

for solving problems such as pharmaceutical resistance in patients by treating it as a 

form of habituation, instead of developing new drugs or targeting genes [25, 26]. It is 

now clear that anatomy, like physiological states, is not static – it needs to be actively 

maintained [28, 135-137]. Mature tissue structures disorganize after denervation, pointing 

to constant informational upkeep. Identifying these mechanisms and learning to work with 

them (in addition to micromanaging the details) may ultimately help resolve not only 

repair of large-scale injury and carcinogenic transformation, but aging itself. We suggest 

that cybernetics, control theory, and behavioral neuroscience can provide biomedicine 

with an entirely new toolkit for enlarging the healthspan, by targeting not the molecular 

and physiological landscape of the body, but the perceptions, decision-making, memories, 

problem-solving competencies, setpoints, and preferences of the tissue-level agent that 

navigates those landscapes. The sciences of behavior and adaptive embodiment include 

many useful conceptual frameworks including active inference (and perceptual control 

theory in general), dynamic learning and representation, first-person perspective of systems 

that make decisions and prioritize resources, goal-driven behavior in homeostatic and 

allostatic circuits, and integrated information. These are defined in substrate-independent 

ways that readily suggest porting to non-neural somatic contexts in biomedicine, using 

communication strategies that do not reduce living things to hardwired mechanism but 

rather take advantage of their cooperation as active agents engaged in the common task 

of improving health. The tools to implement these strategies in regenerative medicine are 

analogous to those used in behavioral science to communicate with, and thus predictably 

impact, a wide range of agents, from single cells to whole human beings. Specifically, 

pulsed drug stimulation, optogenetics, and acoustics can be exploited to reset goal states 

(anatomical setpoints), train cells to associate desired complex responses with simple trigger 

stimuli, re-write current state information (the informational priors of tissues exposed to 

stressors), control organ-level stress responses, alter the energy landscape in transcriptional 

and anatomical decision-making, and re-draw the borders of functional modules (via control 

of gap-junctional borders in tissue compartments) [138].

8. Concluding Remarks

Interestingly, the most successful current biomedical interventions, such as drugs and 

surgery, target “invaders” in the body: microbes (antibiotics), parasites (anti-parasitics), 

and cellular defectors comprising cancer (chemotherapy). These interventions effect actual 

cures – stable return to health after the intervention ceases. Meanwhile, treatments that 

definitively and reliably induce permanent repair to host organism structure and function are 

few. Instead, most existing drug interventions address symptoms, which return when drug 

administration ends. How can we learn to push physiological circuits into stable, healthy 

states, and overcome limitations of pharmacological resistance and side effects?
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The current medical approach has two main poles: trying to address symptoms by drugging 

molecular targets, and waiting for the body to “heal” after various procedures. We suggest 

that instead, we need to develop interventions that target the healing systems, specifying 

their target states by reading and writing physiological memories in vivo, and augmenting 

their capabilities with the somatic equivalent of nootropics (cognitive enhancers) (Figure 

7A).

Bacteria [139] and parasites [140-142] have been hacking the higher levels of biology 

for eons; so can we, by realizing that cells and tissues are an agential material [143] 

that affords many powerful methods of prediction and control left on the table by current 

mechanistic approaches (Figure 7B). We know the body uses proto-cognitive architectures 

and the benefits thereof; but we have only scratched the surface of understanding the 

capabilities, goal states, and affordances each medically-relevant subsystem offers (see 

Outstanding Questions). As with any novel being in behavioral science [144], we need 

to know how much and what kind of behavioral plasticity the body has – its competencies 

and motivational currency– but, akin to animal training, we don’t need to know all of the 

mechanistic details that implement the behavior in order to control it.

The story of the body is, fundamentally, the story of mind emerging from physics. 

Each of us was once a quiescent oocyte – a blob of chemistry that became a complex 

human metacognitive consciousness. The same mechanisms that enabled cells to solve 

physiological problems at the dawn of life were pivoted to solve morphogenetic problems 

during development, and then to solve behavioral problems via the nervous system [57]. 

Thus insights about problem-solving competencies can follow bidirectionally between 

neurocognitive science and molecular physiology of somatic health and disease [63]. 

Developing means of communication with pathways, cells, organ subsystems, and the 

human microbiome [13, 145], will be central to progress in biomedicine (Figure 7C). 

Thus, the medicine of the future will look more like psychiatry than like chemistry (albeit 

delivered through novel bioengineering interfaces [17, 146, 147]). By taking seriously 

the continuity of evolutionary and developmental biology, and borrowing broadly from 

the information and control sciences as much as from chemistry and biophysics, truly 

transformative vistas in health and augmented human capacity come within reach.
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Glossary

allostasis:
the process by which the body responds to stressors to regain appropriate or adaptive states

anatomical (or pattern) homeostasis:
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the morphogenetic capacity for a collection of cells to undergo novel activities (e.g. 

proliferation, migration, differentiation, apoptosis) to regain a specific anatomical state

basal cognition:
the evolutionarily ancient and ubiquitous capacity of individual cells and cell groups to have 

certain types of memory, problem-solving, and other behavioral skills

collective intelligence:
the memories, preferences, goals, and computational skills that are an emergent feature of a 

group of active agents (e.g., cells) and do not belong to any agent individually

developmental bioelectricity:
the use of bioelectric networking, via voltage-sensitive ion channel and gap junction 

properties, by all tissues of the body to solve problems of anatomical control

electroceuticals:
therapeutic agents or interventions (ion channel targeting drugs, bioelectronic devices) that 

work by altering electrical state of cells and tissues to trigger endogenous healing or 

corrective functions

inverse problem:
the difficulty of inferring which low-level properties (e.g., DNA) must be changed to give 

a specific system-level outcome. The inverse problem occurs because molecular states (e.g., 

genes) do not directly code for form and function; the relationship between local rules and 

final outcome is highly complex and emergent

machine:
a physical system that is understandable to some extent from the 3rd-person perspective. 

It has features that allow other observers (parasites, conspecifics, its own cellular parts, 

and bioengineers/medical workers) to predict and manipulate its behavior using appropriate 

interfaces and the right model of its level of agency and cognitive capacity. All agents, on 

the wide and diverse spectrum from simple mechanical devices to the human organism, have 

machine-like aspects which can be used to optimally interface with it in specific settings, 

using tools that range from hardware rewiring (e.g., genomic editing) to training and 

complex communication protocol. Those aspects, at multiple levels of organization, include 

well-defined behavioral and cognitive features that, while tractable to medical manipulation, 

also provide the system’s remarkable, agential quality

morphospace:
a virtual, multidimensional space of possible anatomical configurations for an organ or 

organism

multiscale competency architecture:
the principle that each layer of organ systems, organs, tissues, cells, and molecular networks 

in an organism is a problem-solving system with goals and memories which cooperate and 

compete with each other

need of function:
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the driver necessary for cells to restore function, e.g., during liver regeneration when 

hepatocytes transplanted ectopically will drive cells to rebuild a functional liver

OLT:
orthotopic liver transplantation involves the replacement of the diseased native liver with a 

normal healthy liver taken from a deceased or living donor

somatic psychiatry:
emerging field in which tools of communication are used to control tissue. Much 

as a therapist effects major life changes using a verbal interface, somatic psychiatry 

exploits ways to target memory, decision-making, preferences, encoded goal states, cellular 

perceptions and informational states in the body to improve health

top-down control:
strategy that targets large-scale features of the body: information flows, memories, encoded 

goal states, and other representations of large-scale features. Top-down control targets 

cellular collectives’ representations of states which do not exist at the molecular level, e.g. 

“number of fingers”
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Clinician’s Corner

• Cell-based transplantation using the patient’s own lymph nodes as bioreactors 

to grow functioning ectopic organs offers a potentially transformative 

alternative to orthotopic liver transplantation. Preclinical large animal models 

of ectopic liver have demonstrated exquisite ‘hepatostat’ control, with healthy 

allogeneic hepatocytes expanding to precisely replace failing native liver, and 

then adapting to increased or decreased liver mass and function.

• Endoscopic Ultrasound (EUS)-guided delivery of hepatocytes into lymph 

nodes provides a much less invasive option for patients with end-stage liver 

disease, with a phase 2a clinical trial beginning in 2023 (NCT04496479i).

• Targeting electrical decision-making circuits in tissue has shown promise in 

repairing complex defects of face, brain, heart, and gut in animal models. In 

addition, spinal cord and limbs have been induced to regenerate in animal 

models by simple triggers that target the pattern memories of the body. In 

combination with computational platforms that infer specific interventions, 

pharmacological or optogenetic (light-based) stimuli can trigger complex 

repair and remodeling.

• In animal models, cancer and precancer margins can be detected by voltage-

sensitive fluorescent dyes, and prevented or normalized, even in the presence 

of powerful oncogenes, by enforcing appropriate bioelectric states (by 

targeting ion channels).

• Ion channel drugs are a powerful set of existing FDA-approved 

electroceuticals which have proven effective in addressing anatomical defects 

and cancer in animal models; work is now moving into preclinical studies in 

human cells and tissues.

i https://classic.clinicaltrials.gov/ct2/show/NCT04496479 
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Text Box 1:

Multi-scale competency architecture: nested collective intelligences and 
implications for regenerative medicine.

One remarkable thing about bodies is that problem-solving capacity exists at all scales 

of organization, acting in different problem spaces. Molecular intelligence manifests 

in individual molecules that perform chemotaxis [148], and gene-regulatory networks 

and pathways that form memories driven by previous patterns of stimuli [7, 24, 

25, 149, 150]. Cytoskeletal structures can plausibly encode memory [151], and the 

extracellular matrix is often used by cells as a stigmergic scratchpad to coordinate 

activity – just as the environment is used by more familiar collective intelligences such 

as ant colonies [152]. Thus, the ECM can be an attractive target medium in which to 

manipulate cell perceptions and subsequent behavior in biomedical contexts. Cellular 
intelligence exhibits degrees of competency, especially in the ability to navigate complex 

environments (e.g., in vivo tissues or engineered mazes) by integrating and prioritizing 

cues (from the micro-environment or self-generated [11, 12, 153, 154]) and making 

decisions based on a history of perceptions [1]. Tissues change gene expression to 

enable function despite powerful toxins with no direct evolutionary adaptation [22] 

– an example of problem-solving and generalization based on responses to prior 

stressors that share some common features. At the level of whole organs, developmental 

biology abounds with examples of morphogenetic problem-solving by developing and 

regenerating systems which achieve complex anatomical endpoints despite unexpected 

changes in chromosome complement, cell size and number, or large-scale injury [6]. 

All these capabilities, in physiological, transcriptional, and anatomical problem spaces, 

implement William James’ definition of intelligence as the ability to reach specific goals 

by diverse means. All competency levels can be exploited for biomedical purposes. 

At the level of tissues and organs, simple physiological trigger stimuli can induce 

complex, self-limiting organogenesis for regeneration [69]. At the level of single cell 

intelligence, time-dependent stimulation protocols can exploit associative conditioning of 

drugs to break pharmacological habituation of (and thus extend the regenerative efficacy 

of) therapeutics [138, 150]. At both levels, resetting homeostatic setpoints enables an 

organism to maintain healthy state without constant intervention [54, 63]. In addition to 

communicating goals and signals to cells, there is the exciting opportunity of learning 

from cellular networks - using tools of AI to read out their internal memory and 

belief states (akin to neural decoding), and building in silico models of the powerful 

native generalization and problem-solving capacities in cell physiological-transcriptional 

networks [22] to identify genetic and transcriptional targets relevant to desired outcomes 

(i.e., using cells’ ability to solve novel problems to help bioengineers solve the inverse 

problem limiting the use of CRISPR and similar technologies [2]).
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Text Box 2:

Development and Regeneration as context-sensitive problem-solving

Embryogenesis is not just an inevitable, emergent working out of mechanical cell-level 

rules, but a series of regenerative events which “repair” each embryonic stage toward 

the more correct next stage. This process is guided by rapidly-changing bioelectric 

prepatterns, which encode target morphology with respect to which error is estimated and 

minimized [14]. This changing goal state is an example of allostasis [155-160], in which 

2nd-order mechanisms progressively alter the setpoint itself, enabling directed change 

during maturation and metamorphosis. Similarly, planarian flatworms shrink and grow 

allometrically, continuously remodeling their bodies to scale in perfect proportion given 

available cell number [161]; vertebrate embryos do the same, expanding limbs and organs 

as body size increases [162].

Living bodies are incredibly competent at decision-making that optimizes functionality 

despite huge variability in both external environment and internal components. Planaria 

are perfect regenerators, as well as immortal and cancer resistant, despite a very chaotic 

genome and mixoploidy [163]. Salamanders produce correctly-sized body structures even 

when their cells are made enormous by polyploidy [164]. Whole appendages self-correct: 

salamander tails grafted to the flank slowly remodel into limbs – a structure more 

appropriate to the large-scale anatomical context [165]. Thus, large-scale anatomical and 

physiological specifications drive underlying molecular-biological events.

Central to these phenomena is the context-sensitive, problem-solving capacity of life 

beyond the genetically-determined protein hardware. Non-genetic pattern memory was 

discovered in ciliate cortical inheritance [166]; the role of information outside the 

genome (and its many chromatin modifications), mediated by cytoskeletal structures 

and other substrates [167], extends to trophic memory in the anatomy of deer antlers 

[2] (Figure 3D,D’) and planarian regeneration [168]. In mice in which semaphorin 

(neural guidance cue) proteins are mutated, misrouted dLGN axons use alternate routes 

to find their way to the visual cortex [154], just like the scrambled craniofacial organs 

in tadpole metamorphosis [169]. A classic example is that of Slijper’s goat: [170], 

in which a mammal lacking forelimbs acquired many of the anatomical adjustments 

needed for bipedal locomotion, on a developmental (not evolutionary) time scale. These 

dynamic large-scale behaviors are implemented by a physiological layer that performs 

computations that serve ‘the needs of the organism’ [171, 172]. We return to this 

physiological layer in section 5, but first provide a clinical example of cell- and tissue-

level capacity to respond to changing need of function in the mammalian liver.
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Text Box 3:

From mind-body medicine to AI as interpreter of our body-mind

“Words and drugs have the same mechanism of action.”

– Fabrizio Benedetti

The focus of today’s approaches to biomedicine and bioengineering are largely bottom-

up: via implementation of specific functions by control of the lowest-level components 

(proteins, DNA sequences, etc.). But biology uses an integrated, multiscale competency 

architecture where higher levels of organization make decisions about the kinds of 

system-level outcomes we would like to control: large-scale shape and complex 

physiological states. The ultimate example of this is in the nervous system, where 

cognitive states (goals, beliefs, hopes, intentions, etc.) must connect to the functionality 

of the body. Recent and classic work on biofeedback, mind-body medicine (e.g., 

gene expression changes in the brain following meditative practices or exposure to 

music), psychoneuroimmunology, and placebo/nocebo effects have clearly shown that 

physiological and genetic states can be controlled by high-level nodes. It is crucial to 

note that mind-body control is not some unusual corner case relegated to exceptional 

circumstances like hypnotic states. Every time one gets out of bed in the morning to 

begin a day of tasks, what allows it to happen is a multiscale transduction mechanism that 

converts executive-level metacognitive intent into depolarization of muscle cell resting 

potential. Thus, our embodied minds already have the capacity to control complex 

molecular events and harness them toward adaptive actions without each level knowing 

the details of the levels below and above it. The work of pioneers such as Fabrizio 

Benedetti [110-113], who showed that the same mechanisms are activated by drug 

exposure and by expectation of drug, demonstrate a critical aspect of our evolved 

architecture that can be exploited therapeutically. This ability of cognitive states to 

implement complex downstream changes is not a unique feature of brains – rather, 

intelligence and distributed control are baked into all somatic cells and tissues, and are 

potential therapeutic targets. The native bioelectric interface linking complex goals (e.g., 

“grow an organ of the appropriate size and shape) to the molecular implementation 

machinery opens a transformative possibility for artificial intelligence to serve as 

a powerful GPS that can guide control of living tissue to navigate transcriptional, 

physiological, and anatomical landscapes. New advances such as large language models 

offer the possibility of literally being translators between our minds (and their goals 

of inducing health) and the primitive intelligence of the body, helping to derive 

stimuli, training protocols, and experiences as therapeutics that shape the behavior of 

physiological and anatomical subsystems to increase healthspan.
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Highlights

• Recent advances in diverse intelligence leverage insights from cognitive 

neuroscience and collective computation to offer a new approach to system-

level health: communication and behavior-shaping of the activity of cellular 

swarms

• Regenerative medicine can exploit the native problem-solving of molecular 

and cellular networks to induce complex organ repair and cancer 

reprogramming

• Bioelectric networks formed by somatic cells offer a highly tractable interface 

to exploit the collective intelligence of cells and tissues. Pre-clinical studies, 

many with FDA-approved drugs, demonstrate applications for birth defects, 

appendage regeneration, and cancer suppression

• Implanted hepatocytes build an ectopic liver exactly tuned to replace lost 

function, offering the prospect of clinical application for end-stage organ 

failure, and a vision for further therapies based on inherent cell capabilities
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Outstanding questions

In the context of leveraging collective intelligence and decision-making for biomedicine, 

how do we understand functional concepts such as instigator, determinant, and 

the hardware/software distinction as applied to genetics, physiology, and anatomy? 

Theoretical advances required for translation include a deep revision of ideas on 

causation and the encoding/interpretation of biological signals.

What is needed to move towards clinical practice? The BioElectric tissue simulation 

engine (BETSE), which models ion channel and gap junction activity to predict 

bioelectric dynamics, has predicted successful interventions to correct developmental 

defects and normalize tumors in preclinical models. How can the same perspective 

be incorporated into work on biochemical and biomechanical signaling? Advanced 

computational tools are necessary to predict and infer interventions in bioelectric 

networks, trainable pathways, active inference systems, and other networks to identify 

candidate electroceuticals.

What other affordances do living tissues offer for effective prediction and control beyond 

the homeostatic goal resetting strategies described above?

What technologies will offer the best methods for delivery of high-level master regulator 

stimuli in vitro and in vivo? What technologies can be used to overcome the depth 

limitations of light in physiological sensors?

How much do the policies of collective intelligence generalize across organ systems, 

organisms, and pathologies? Although there are diverse examples, to answer this question 

we will need to construct datasets that integrate living-state bioelectrical and other 

physiological information across stages, individuals, and health-disease states.

What are the crucial factors that determine whether a 'need-of-function'/lymph node-as-

bioreactor approach can be applied to augment/replace/repair organ systems beyond the 

liver?
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Figure 1: Anatomical compiler and multiscale competency:
(A) The remarkable complexity of the human body (shown here in cross-section through an 

adult torso) is not specified directly in the genome (which codes for subcellular hardware: 

proteins) but arises from the activity of a collection of embryonic blastomeres. It is 

the physiological software implemented by this cellular collective that makes anatomical 

decisions about growth and form, and it is these decisions that we must target and 

modify when attempting to repair or regenerate missing or damaged organs. (B) Bodies 

are constructed via a multiscale competency architecture, where each layer processes 

information to solve problems in physiological, transcriptional, anatomical, and behavioral 

spaces. Taking advantage of their competencies is a powerful roadmap for biomedicine. 

(C) The ultimate goal of this emerging field is to construct an “anatomical compiler” – a 

system which enables the user to specify any anatomical shape, and converts that to a set 

of stimuli that must be given to cells to get them to grow it (such as the 3-headed flatworm 

shown here). Crucially, the anatomical compiler will not be a 3D printer or a device to 

micromanage gene expression or stem cell fate: it will be in effect a communications device, 

converting the anatomical goals of the user into a re-specification of the target morphology 

information in cellular collectives. Images in A,B courtesy of Jeremy Guay of Peregrine 

Creative. Image in A used with permission from [173]. Image in B used with permission 

from [14]. Images in C courtesy of Daniel Lobo and Junji Morokuma.
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Figure 2: Morphostasis and the control loop of anatomical control
(A) A homeostatic loop schematic depicting the conventional emergence of a set anatomy, 

and recursive surveillance and adjustment circuits that maintain that precise anatomy 

over time, despite environmental perturbation. Complex structure and function is the feed-

forward result of cells mechanically following local rules, and feedback loops detect error 

relative to a specified setpoint (a pattern memory of large-scale form, encoded in bioelectric 

properties – see Figure 5), and induce cells to act to reduce error relative to that setpoint. 

(B) Anatomical homeostasis implements regulative development, such as for example when 

an early embryo is cut in half and gives rise to two complete monozygotic twins, not 

half-bodies. This error minimization strategy also enables regeneration in adults, such as 

limb regeneration in salamanders (C) and antler regeneration in deer (D). Image in A used 

with permission from [173]. Photo in B by Oudeschool via Wikimedia commons. Image in 

C courtesy of Jeremy Guay of Peregrine Creative, used with permission from [174]. Images 

in D used with permission from [15].

Lagasse and Levin Page 32

Trends Mol Med. Author manuscript; available in PMC 2024 September 01.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



Figure 3: Problem-solving by cells and tissues
(A) Tadpoles must rearrange their face to become frogs. But, even experimentally-scrambled 

tadpole faces become normal frog faces as the organs move in novel paths appropriate to 

their aberrant locations. This illustrates the problem-solving capacity of cellular collectives: 

they do not merely execute the same hardwired motions each time, but move as needed 

to reach the frog face target morphology, despite novel circumstances. (B) This ability to 

navigate a problem space despite novel interventions and scenarios extends to physiological 

and transcriptional spaces. Planaria soaked in the potassium channel blocker barium 

experience rapid head degeneration, but soon regenerate new heads that are barium-adapted. 

This occurs by identifying which genes to turn on and off (only a handful) to enable cells 

to function despite barium. Since planaria have not evolved under environmental pressure 

to resist barium, this navigation of gene expression space is a solution to a novel problem. 

(C) Kidney tubules in newts (seen here in cross-section) develop to a specified diameter 

regardless of the size of the component cells. When the cells are experimentally forced to be 

much larger, fewer of them gather to make a tubule of the same size. When they are gigantic, 

a single cell will bend around itself to generate the lumen. In this case, the solution to a 

novel problem occurs via different molecular mechanisms depending on cell size (cell:cell 

communication vs. cytoskeletal bending). (D,D’) Trophic memory is evidenced in seasonal 

regeneration of deer antlers. Damage in one year (D) alters the stable, stereotypical memory 
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of the antler structure and causes new tines to appear in the same location when the entire 

rack is re-grown in the subsequent year (D’). Images in A courtesy of Douglas Blackiston 

and Erin Switzer, used with permission from [71]. Panel B used with permission from [22]. 

Image in C courtesy of Jeremy Guay of Peregrine Creative, used with permission from [14] 

and adapted from [164] with permission. Images in D,D’ used with permission from [2].
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Figure 4: A hepatocyte-centric view for liver regeneration and the need of function.
After partial hepatectomy from surgical removal or accidental loss of hepatic tissue, 

hepatocytes respond to the need of function by proliferation, guided by phenotypic fidelity 

and hypertrophy to restore liver mass. After hepatocyte transplantation directed to the 

liver with diseased hepatocytes, healthy hepatocytes replace ailing hepatocytes, driven by 

the need to restore liver function. In hepatocyte transplantation into lymph node, heathy 

hepatocytes regenerate new liver tissue by proliferating and recruiting other cells to precisely 

restore lost liver mass and function, a process of complete liver regeneration driven by 

the need of function. This figure and images were created by Eric Lagasse using Adobe 

Photoshop and Powerpoint.
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Figure 5: Bioelectricity as an ancient somatic control mechanism
(A) The remarkable problem-solving capacities of brains arise as a function of physiological 

dynamics of computations mediated by voltage states propagating through networks of 

neurons. (B) Somatic cells also set resting potentials via ion channels and most cells can 

communicate voltage to their neighbors. (C,D) There is a deep isomorphism between the 

actions of the nervous system to control goal-directed movement by controlling muscles 

(C), and the action of non-neural bioelectric networks to achieve anatomical setpoints 

by controlling downstream cell behavior and navigating anatomical morphospace (D). (E) 

Techniques borrowed from neuroscience can be used to control network topology (target gap 

junctional electrical synapses) and node state (resting potential of each cell) via optogenetic, 

genetic, and pharmacological techniques. (F) The “electric face” in a frog embryo [71], 

is required for normal development and encodes the target morphologies to which cells 

will build (regulating gene expression, cell migration, differentiation, etc.). (G) Pathological 

bioelectric patterns, such as the depolarizations induced by oncogenes, can be targeted 

with optogenetic or mRNA-based ion channel misexpression strategies (H) to control the 

voltage state and force cells to participate in the electrical network’s project of normal 

tissue maintenance instead of tumorigenesis. In this example of a tadpole injected with 

a human oncogene, there is no tumor (H’) despite the very strong presence of a red 

fluorescence protein-labeled oncoprotein (H”). Images in A-E courtesy of Jeremy Guay 
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of Peregrine Creative. Images in A, B used with permission from [69]. Images in C,D used 

with permission from [175]. Image in E used with permission from [176]. Image in F used 

with permission from [71]. Images in G,H,H’,H” used with permission from [87].
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Figure 6: Bioelectric repair strategies
(A) Misexpressing potassium channels in specific cells to induce the bioelectric prepattern 

corresponding to a native eye (Fig. 5F) can produce an ectopic eye (red arrowhead) 

in locations where the “master eye gene” Pax6 cannot do so (posterior to the head); 

thus, novel differentiation and morphogenesis competencies of cells are revealed by using 

higher-level (bioelectric) prompts instead of biochemical transcription factor machinery. 

(A’) Immunohistochemistry confirms all the correct tissue contents of an eye are present 

despite the very simple nature of the trigger. We did not specify what genes to turn on 

or how to make an eye; rather, we specified a bioelectric signal that said “make an eye 

here” and relied on the competency of the cells to do the rest. (A”) When too few cells 

(labeled in cyan) are injected, the resulting lens includes unmanipulated neighboring cells 

recruited to help complete the job. (B) Regeneration of the tadpole tail can be induced 

in non-regenerative conditions by a brief, 1-hour soak in monensin – a sodium ionophore 

which drives a depolarized wound state (green signal), inducing a tail regrowth program that 

lasts almost 2 weeks. (C) The same monensin signal induces MSX-1-positive blastema cells 

and eventually leg regeneration in froglets at a normally non-regenerative stage, showing not 

only that bioelectric states can induce complex appendage repair in vertebrates, but also that 

the initial signal does not have to contain much information about the organ to be restored 

– the host body contains that information, which can be triggered via this interface. Images 
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in A,A’ used with permission from [177]. Image in A”” used with permission from [14]. 

Images in B used with permission from [90]. Images in C used with permission from [78].
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Figure 7: The landscape of emerging biomedical interventions
(A) Biomedical interventions can be classified into two main approaches. Bottom-up: 

conventional approaches such as genomic editing, molecular medicine, and stem cell 

biology seek to control outcomes by focusing on the micro-level hardware. Aside 

from successes in targeting low-agency invaders (antibiotics, surgery, and chemotherapy), 

permanent repair is very hard to accomplish: symptoms tend to recur when the intervention 

is stopped, and emergent system complexity makes it very hard to know which genes 

or proteins to target for a desired large-scale outcome. Top-down: these novel strategies 

leverage the host body’s native competencies, treating it as a computational, goal-directed 

navigational system and targeting its memories, assessment of current state, and effector 

subroutines. These include shaping cell and tissue behavior via experiences or via signals 

provided by morphoceuticals (interventions that target the decision-points of anatomical 

homeostasis) and a subclass – electroceuticals. (B) Tools, concepts, and computational 

frameworks from several different fields can be used to develop new ways to reprogram 

biological behaviors at different levels to advance regenerative medicine, neuroscience, 

synthetic bioengineering, and basic evolutionary developmental biology. (C) A basic 

workflow in top-down control for biomedicine consists of a simulation platform being fed 

physiological data, which can predict novel interventions (time-dependent stimuli) to shift 

system goals to states that effect long-term repair. These must be coupled with protocols for 
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applying such interventions, and a delivery technology (e.g., a wearable bioreactor or smart 

implant). Images from Jeremy Guay of Peregrine Creative, used with permission.
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