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Abstract

Large amount of electronic clinical data encompasses important information in free text format. To 

be able to help guide medical decision-making, text needs to be efficiently processed and coded. 

In this research, we investigate techniques to improve classification of Emergency Department 

computed tomography (CT) reports. The proposed system uses Natural Language Processing 

(NLP) to generate structured output from the reports and then machine learning techniques to 

code for the presence of clinically important injuries for traumatic orbital fracture victims. Topic 

modeling of the corpora is also utilized as an alternative representation of the patient reports. Our 

results show that both NLP and topic modeling improves raw text classification results. Within 

NLP features, filtering the codes using modifiers produces the best performance. Topic modeling 

shows mixed results. Topic vectors provide good dimensionality reduction and get comparable 

classification results as with NLP features. However, binary topic classification fails to improve 

upon raw text classification.

I. INTRODUCTION

The first computerized clinical record systems were implemented in mid 1960s [1] and 

thus far NLP has proven capable in coding electronic medical documents[2]. NLP translates 

raw text into coded descriptions suitable for computer-aided interpretation and has detected 

patients with pneumonia, anthrax, tuberculosis, and stroke[3].

Medical Language Extraction and Encoding(MedLEE) is the one of the most widely used 

NLP software in the medical research community[4], and has successfully interpreted 

findings from raw text procedure reports such as head CT imaging for stroke and chest 

radiography for pneumonia [5] [6]. A strength of the structured output of MedLEE is that it 

provides UMLS codes. UMLS is a repository of many controlled vocabularies in biomedical 

sciences developed by the US National Library of Medicine[7]. It is a comprehensive 

thesaurus and ontology of biomedical concepts consisting of 6.4 million unique terms for 1.3 
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million unique concepts from more than 119 families of biomedical vocabularies. MedLEE 

matches its findings to Concept Unique Identifiers (CUI)s from UMLS which increases 

interoperability of the system. CUIs add semantics to the system and fix the problems that 

could be caused by using different synonyms. This approach coincides with the fact that 

most biomedical concepts are represented as noun phrases and they do not span across 

sentences [8]. Other NLP tools, such as Stanford NLP [9] and OpenNLP[10], are not 

customized for medical terms and they lack modifiers. MetaMap[11] produces mappings to 

UMLS however it does not create modifiers other than negation. Clinical Text Analysis and 

Knowledge Extraction System (cTAKES) [12] also provides mappings to UMLS and it can 

identify the context (probability, history) and negation status; however, MedLEE has a wider 

range of modifier values.

Weka, or also known as Waikato Environment for Knowledge Analysis, [13] is used for 

machine learning approaches to classification of raw text and NLP output. Most of the 

misclassification errors have been shown to be due to the lack of temporal context, lack of 

location context, and lack of coreference resolution [12]. MedLEE output provides modifiers 

that help fix this problem. Classification of patient reports using MedLEE has previously 

been shown to be promising [14].

Topic modeling is an unsupervised technique that can automatically discover topics from 

a collection of documents. It has been used in variety of fields such as computer vision 

[15] and biology [16] and in applications such as information retrieval [17] and text 

segmentation[18]. Stanford Topic Modeling Toolbox [19] is an open source software that 

provides ways to train and infer topic models for text data. It supports different algorithms 

such as Latent Dirichlet Allocation (LDA) [20], labeled LDA [21] and Partially Labeled 

LDA [22].

II. METHODOLOGY

The data utilized in this study is from a recently published traumatic orbital fracture project 

that was a multi-year, multi-center investigation [23]. Using conventional methods, the 

investigators prospectively collected clinical data and outcomes on over 3,000 patients, 

including CT imaging reports. The primary approach of our system, as seen in Figure 1, is 

to take patient reports as input to the MedLEE to tag them with UMLS CUIs and modifiers 

that show the probability and temporal status. After this tagging process, the output is 

filtered to exclude findings with low certainties or findings linked with patient’s history or 

future modifiers. While our original study compared NLP-structured text and raw text, as 

an alternative approach, reports are also represented as topic vectors. These raw text files, 

NLP-filtered findings and topic vectors are then combined with their associated outcomes, 

and passed to the data mining tool WEKA 3.7.5[13] for classification using two well-known 

classification algorithms (decision tree and Support Vector Machine(SVM)).

In each algorithm, 10-fold stratified cross validation is performed where ten different 

classifiers are built by partitioning the initial corpus into ten disjoint sets. During each 

instance, nine sets are used for training and the remaining set for testing. At the end, 

performance metrics are averaged to get an overall result. By having it stratified, distribution 
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of the class over the test and train sets is kept the same as the distribution of the class over 

the entire set. This ensures the generality of the classification model.

Topic modeling of the data with two topics is also analyzed as in Figure 1. In this approach, 

binary topics were assumed to correspond to the binary classes. During post-processing, 

each report is assigned to the topic with higher probability and no further classification task 

is needed.

Precision, recall, and F-score are used to evaluate the classification performance, and 

perplexity is used to compare topic modeling results with a varying number of topics. For 

binary classification, possible cases are summarized in Table I. Equations 1 and 2 present 

how these values are obtained based on the predicted class types.

precision = TP /(TP + FP ) (1)

recall = TP /(TP + FN) (2)

F-score is calculated as an equally weighted harmonic mean of precision and recall (See 

Equation 3):

F‐score = 2 × precision × recall/ precision+recall (3)

Perplexity is calculated as shown in Equation 4:

perplexity = 2−∑i = 1
N 1

N log2q(xi) (4)

where q is the learned probability model for an unknown probability distribution p and x1, 
x2, …, xN is the test set.

A. NLP

A detailed description of how MedLEE works has been previously described [3]. Briefly, for 

a given a block of raw text, MedLEE preprocessor splits the text into sentences, then does 

a lexical lookup to identify words, phrases, sentences, and abbreviations. Then, the parser 

utilizes a grammar to recognize syntactic and semantic patterns and generates intermediate 

forms, which consist of primary findings and different types of modifiers. Finally, words are 

composed into phrases and mapped into codes using a table[24]. To adapt MedLEE for other 

clinical investigations, its lexicon, abbreviations and section names can be changed to reflect 

the terms and organization seen in the documents to be interpreted. Figure 2 shows sample 

output.

B. Topic Modeling

Stanford Topic Modeling Toolbox (TMT) is used for topic modeling based on Latent 

Dirichlet Allocation (LDA) [20]. It uses either Gibbs Sampling [25] or collapsed variational 

Bayes approximation [26] to train topic models. Variational Bayes approximation is faster 
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but requires more memory than Gibbs Sampling. In this research, Variational Bayes is used 

for training.

C. Text Classification

After considering many different classification algorithms, decision tree and SVM were 

chosen. Decision tree is preferred due to its explicit rule based output that can be easily 

evaluated for content validity, whereas SVM is known to perform well in text classification 

tasks[27]. SVMs are also known to be robust to over-fitting [28] and they are much faster 

than decision trees.

III. EXPERIMENTS

A. Data Collection

Retrospective chart review of consecutive CT imaging reports for patients suffering 

traumatic orbital injury was obtained over 26 months from two urban hospitals. Staff 

radiologists dictated each CT report and the outcome of acute orbital fracture was extracted 

by a trained data abstractor. A random subset of 511 CT reports were double-coded, and 

inter-rater analysis revealed excellent agreement with Cohens kappa of 0.97 (95% CI 0.94–

0.99). Among the 3,705 reports, 3,242 had negative outcome while 463 had positive.

B. Preprocessing

During preprocessing, all protected health information were removed to meet Institutional 

Review Board requirements. Medical record numbers from each report were replaced by 

observation numbers, which are sequence numbers automatically assigned to each report. 

Frequent words were also removed from the vocabulary to prevent it from getting too large. 

In addition, these frequent words typically do not add much information; most of them 

are stop words such as the, a, there, and, them ,are, and with. Other preprocessing tasks 

such as stemming and lower case conversion were also explored; however, classification 

performance was not affected. Finally, different weighting options are considered such as 

term frequency(tf), inverse term frequency(idf) and their combinations. Using the word 

counts produced slightly better classification results than other options.

C. NLP with MedLEE

We performed a test run of MedLEE to identify areas where modification was needed, 

and lexical expansion was performed to cover terms specific to the field of orbital fracture 

findings with their corresponding UMLS codes.

D. MedLEE Feature Selection

MedLEE output includes problems, findings, and procedures, associated with specific 

body locations and with modifiers that determine the certainty and the temporal status 

of each. After MedLEE is run, the output was further processed to include only the 

relevant information. Several approaches for extracting features from MedLEE output 

were considered. The first method extracts the problems with body locations with their 
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corresponding UMLS codes that MedLEE had found. In the second approach, only the valid 

findings are used where status and certainty modifiers are verified.

E. Topic Vectors

As the alternative to structuring the raw text, reports were represented as topic vectors. 

Different number of topics is analyzed using Stanford TMT. This approach produced greater 

dimension reduction and made the classification significantly faster.

F. Postprocessing

The raw text of the reports, feature sets from NLP output and topic vectors were compiled 

into individual files in attribute relation file format (arff), where each line represents one 

report with its associated outcome. This file can then be loaded into Weka, where it is 

converted into a word vector representation and classified using the algorithms mentioned in 

Section II–C.

G. Binary Topic Classification

As an alternative approach to classification via SVM and decision tree, topic modeling with 

two topics was analyzed assuming each topic may correspond to a class. Data is split into 

randomly generated training and test sets. Once the model is learned on the training set, 

topic distributions are inferred on the test set.

IV. RESULTS

Classification results using raw text and two different NLP outputs are compared in Table 

II. The first NLP output extracts UMLS codes corresponding to findings. The second NLP 

output filters these codes using the modifiers. Between the two post-processing approaches 

to creating NLP feature sets, filtered codes produce slightly better results. NLP classification 

results are similarly excellent using either decision trees or SVM.

Results for different number of topics are summarized in Table III and graphically illustrated 

in Figures 3, 4, and 5. First column shows the dimension reduction achieved over raw 

text representation. For comparison, there were 1,296 attributes in the bag of words 

representation of raw text and 1,371 attributes in the NLP feature set. Dimension reduction 

was calculated as shown in Equation 5:

∑attributes − ∑topics
∑attributes (5)

SVM classification outperforms decision tree classification and it gets comparable results 

with classification using NLP features. For decision tree classification, topic vectors with 

15 and 30 topics produce the best result. For SVM, topic vectors with 100 and 150 topics 

produce the best result.

The topic modeling results are summarized in table IV and graphically illustrated in Figure 

6. Perplexity is used as a measure to compare within the same corpora and it is expected 
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that the lower the perplexity the better. However, the number of topics that provides the best 

classification performance does not have the best perplexity.

A. Binary Topic Classification

The top ten words for each topic is shown in Table V. Topic #1 is assumed to be 

corresponding to the positive class and topic #0 is assumed to be corresponding to the 

negative class. Some words are shared between the topics and some words conflict with their 

assumed classes. Table VI shows the classification performances using different proportions 

of training and test sets. Results seem stable between different proportions of training and 

test sets but do not perform as well as other approaches described in this study.

V. CONCLUSION

In this research, NLP and topic modeling are used to improve raw text classification of CT 

reports. Using NLP features improves classification results compared to the use of raw text. 

Within NLP features, filtering the codes using modifiers produces the best performance. 

Topic modeling shows mixed results. Topic vectors provide good dimensionality reduction 

and get comparable classification results as with NLP features. However, binary topic 

classification fails to improve upon raw text classification.
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Figure 1: 
System Overview
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Figure 2: 
MedLEE output
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Figure 3: 
Precision
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Figure 4: 
Recall
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Figure 5: 
F-score
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Figure 6: 
Perplexity

Sarioglu et al. Page 13

Proc Int Conf Mach Learn Appl. Author manuscript; available in PMC 2023 September 27.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript

Sarioglu et al. Page 14

Table I:

Outcomes for Binary Classification

Predicted class

Positive Negative

Actual Class Positive True Positive (TP) False Negative (FN)

Negative False Positive (FP) True Negative (TN)
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Table II:

Classification using Text and NLP features

Decision Tree SVM

Text NLP Text NLP

All Filtered All Filtered

Precision 0.947 0.955 0.97 0.959 0.968 0.971

Recall 0.948 0.956 0.97 0.960 0.969 0.971

F-Score 0.948 0.955 0.97 0.959 0.968 0.971
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Table III:

Classification with Topic Vectors

Number of Topics Dimension Reduction Decision Tree SVM

Precision Recall F-score Precision Recall F-score

2 0.999 0.766 0.875 0.817 0.766 0.875 0.817

3 0.998 0.901 0.908 0.903 0.905 0.912 0.907

5 0.997 0.93 0.93 0.93 0.935 0.936 0.935

10 0.995 0.941 0.943 0.942 0.954 0.955 0.954

15 0.992 0.953 0.954 0.953 0.957 0.958 0.957

20 0.989 0.952 0.951 0.952 0.961 0.962 0.962

25 0.987 0.948 0.948 0.948 0.959 0.96 0.96

30 0.984 0.953 0.954 0.954 0.964 0.965 0.965

50 0.973 0.943 0.942 0.943 0.962 0.963 0.962

100 0.946 0.941 0.941 0.941 0.968 0.968 0.968

150 0.919 0.945 0.946 0.94 0.968 0.969 0.968

200 0.892 0.942 0.943 0.943 0.967 0.968 0.967

250 0.865 0.939 0.938 0.938 0.965 0.966 0.966

300 0.838 0.94 0.94 0.94 0.962 0.962 0.962

400 0.784 0.938 0.938 0.938 0.961 0.961 0.961

500 0.73 0.935 0.935 0.935 0.961 0.962 0.962
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Table V:

Binary topics

Topic # Top words

0 acute, report, axial, facial, findings, mass, impression, fracture, intact, sinuses

1 left, right, maxillary, fracture, sinus, orbital, soft, fractures, facial, impression
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Table IV:

Perplexity

# of Topics Perplexity

2 331.28

3 331.08

5 327.29

10 405.86

15 409.40

20 420.44

25 445.69

30 421.42

50 478.33

100 607.61

150 688.97

200 785.48

250 779.81

300 807.37

400 752.77

500 809.88
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Table VI:

Classification via Topic Modeling

Test ratio (%) Precision Recall F-Score

25 0.91 0.73 0.80

33 0.90 0.73 0.78

50 0.90 0.73 0.78

Average 0.90 0.73 0.80
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