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ABSTRACT
Objectives: Patient–clinician communication provides valuable explicit and implicit information that may indicate adverse medical conditions and
outcomes. However, practical and analytical approaches for audio-recording and analyzing this data stream remain underexplored. This study
aimed to 1) analyze patients’ and nurses’ speech in audio-recorded verbal communication, and 2) develop machine learning (ML) classifiers to
effectively differentiate between patient and nurse language.

Materials and Methods: Pilot studies were conducted at VNS Health, the largest not-for-profit home healthcare agency in the United States, to
optimize audio-recording patient–nurse interactions. We recorded and transcribed 46 interactions, resulting in 3494 “utterances” that were
annotated to identify the speaker. We employed natural language processing techniques to generate linguistic features and built various ML
classifiers to distinguish between patient and nurse language at both individual and encounter levels.

Results: A support vector machine classifier trained on selected linguistic features from term frequency-inverse document frequency, Linguistic
Inquiry and Word Count, Word2Vec, and Medical Concepts in the Unified Medical Language System achieved the highest performance with an
AUC-ROC¼99.016 1.97 and an F1-score¼96.826 4.1. The analysis revealed patients’ tendency to use informal language and keywords
related to “religion,” “home,” and “money,” while nurses utilized more complex sentences focusing on health-related matters and medical
issues and were more likely to ask questions.

Conclusion: The methods and analytical approach we developed to differentiate patient and nurse language is an important precursor for
downstream tasks that aim to analyze patient speech to identify patients at risk of disease and negative health outcomes.
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INTRODUCTION

Verbal communication between patients and clinicians is a
rich and underused data source. This communication includes
explicit and implicit information that can aid in identifying
social and clinical cues that may indicate communication defi-
cits, signs and symptoms of social or clinical instability, or
pathological conditions.1 For example, our previous study
conducted in a home healthcare setting found that almost half
of the clinical risk factors and interventions discussed between
nurses and patients during home visits were not documented
in the electronic health records (EHRs), neither in the clinical
notes or structured data.2 While patients and clinicians often
have positive attitudes towards audio recording their verbal
communication, little is known about practical pipeline and
analytic approaches needed to audio-record and analyze this
valuable data stream.3

Home healthcare is a setting where skilled clinicians (often
registered nurses) provide healthcare services to patients in
their homes.4 Home healthcare patients are generally older
adults aged �65 years and often are clinically complex and

vulnerable patients with multiple chronic conditions.5 Audio-
recording and processing the verbal communication between
patients and clinicians during home healthcare visits can
potentially help to automatically screen patients for specific
diseases (eg, Alzheimer’s disease, Anxiety, and Depression)6,7

and identify risk factors for negative outcomes.2

Emerging studies are starting to utilize natural language proc-
essing (NLP) methods to measure changes in linguistic parame-
ters of the patient’s speech for identifying those with severe
health conditions (eg, neurological and mental disorders).6,7

However, most speech analysis studies thus far were conducted
in laboratory settings where patients were instructed to complete
some speech production tasks (eg, reading tasks) in a short time
(a few minutes). Little is known about our ability to analyze
data collected during routine clinical encounters. One of the first
steps in the automated analysis of data collected during routine
patient–clinician verbal communication is recognizing the
speaker type; who is speaking, patient or clinician (and poten-
tially other parties)? We encountered this issue in a study aimed
at analyzing patient–nurse communication during routine home
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healthcare visits to improve the identification of patients at risk
for hospitalizations.1,8

This pioneering study is starting to bridge the gaps in pre-
vious literature by building and testing an analytical pipeline
(a chain of connected data processing steps) to differentiate
the patient and nurse language in audio-recorded data. Specif-
ically, we aimed to: (1) analyze the language used by patients
and nurses during audio-recorded patient–nurse verbal com-
munication using NLP feature extraction methods and (2) to
create and test machine learning (ML) classifiers that can
effectively differentiate between patient and nurse language.
The output of this speaker-type identification work will help
with downstream tasks that use patient–clinician communica-
tion to develop risk identification algorithms to identify
patients at risk of a specific disease or negative outcome.

MATERIALS AND METHODS

This study was conducted at Visiting Nurse Service (VNS)
Health, the largest not-for-profit home healthcare agency in the
United States and approved by VNS Health’s IRB (reference no.
E20-003). We recruited 5 registered nurses caring for older
adults in their homes who were willing to have their patient
encounters recorded. The nurse introduced the study to the
patient and if interested the research assistant called the patient
for informed consent. To be eligible, patients needed to be fluent
in English, able to communicate with nurses without caregiver
help, and have the cognitive ability to read, understand, and sign
informed consent independently. Figure 1 provides a schematic
view for the metrology of this study.

Procedure of audio-recording patient–nurse

encounters

We conducted a series of pilot studies to identify convenient
procedures for audio-recording patient–nurse verbal commu-
nication. Specifically, we evaluated the functionality and
usability of several audio-recording devices in the home care
setting by the participation of nurses who evaluated the
usability of the devices using System Usability Scale9 (SUS)
questionnaire and reporting their feedback in a semistruc-
tured interview. Details were presented in our previous
study.1 The SUS is a commonly used tool for assessing the
ease of use and user satisfaction of a given product or system.
Overall, Saramonic Blink658 (further referred to as Sara-
monic) received the highest usability score (SUS¼65%) com-
pared to other devices. This device is both portable and
lightweight, equipped with 2 wireless microphones that can
be attached to the clothing of both the patient and the nurse.
The speech captured by the microphones is transferred to
transmitters connected to the device, such as an iPod, where it
is stored in 2 separate channels (see Supplementary Appendix
SA for description of the device). Nurses found the procedure
of audio-recording comfortable. Patients also reported feeling
comfortable during the audio recording and reported no
impact on their communication with nurses.1

Accuracy of automatic speech recognition system

and speaker diarization

We used Amazon Web Service (AWS)-General Transcribe
(GT) service as an automatic speech recognition (ADR) sys-
tem. We used AWS-GT because it had the lowest word error
rate (WER)¼26% in transcribing patient–nurse verbal

communication compared to other ASR systems, specifically
AWS Medical Transcribe (AWS-MT) and Wave2Vec. Further
details are presented in the previous study.1

Accuracy of speaker diarization

Additionally, we computed the accuracy of speaker diariza-
tion (a task to label audio recordings with classes that corre-
spond to speaker identity) provided by AWS-GT. To do this,
the member of the research team (SV) manually reviewed the
accuracy of AWS-GT’s identified speaker and then computed
the overall accuracy (see Overall, we achieved high accuracy
of speaker diarization¼ 96%. Supplementary Appendix SB
provides a schematic view of the outcome of AWS-GT
Transcribe).

Thanks for raising this concern. We have revised the section
previously titled “Developing a pipeline for audio-recording
patient-nurse verbal communication in home healthcare” to
“Procedure of audio-recording patient-nurse encounters” in
which we succinctly detail the procedure of audio-recording
and the specific device used for this purpose. We directed
readers to our previously published work for further informa-
tion. We also addressed this concern in the previous com-
ments (comment #1).

Sample of the study

In total, 46 patient–nurse encounters were audio-recorded for
23 eligible patients, each of whom underwent 2 audio-
recorded encounters. We audio-recorded 2 encounters per
patient to capture potential interaction variability and
enhance our data’s robustness. This approach diminishes the
effects of extraordinary or atypical sessions, for example,
when health-related issues, such as pain, lead patients to par-
ticipate less actively in discussions. All the 46 patient–nurse
encounters were transcribed using AWS-GT Transcribe
system.

Feature-extraction methods

All audio-recorded encounters (verbal communications) were
automatically transcribed to text using AWS-GT. To separate
the patient’s and nurse’s language, we used the following
feature-generation methods:

• Term frequency-inverse document frequency (TF-IDF): TF-
IDF is a statistical measure that determines the importance
of words in a free-text document within a collection of docu-
ments. TF-IDF effectively distinguishes patient and nurse lan-
guage for 2 reasons. The “term frequency” method
considers how often certain words are used by either a
patient or nurse, giving a higher value to frequently used
terms. The “inverse document frequency” method reduces
the significance of words common to both parties, highlight-
ing unique terms that characterize patients or nurses. Pre-
vious studies have shown that TF-IDF is useful for
classifying patient-generated data (patient messages) and
characterizing clinicians’ language.10,11

• Linguistic inquiry and word count (LIWC) 2015: LIWC
2015 is a manually curated lexical-based natural language
processing tool developed by experts in the psychology of
language. It contains a large selection of commonly used
words and terms organized into 11 top-level categories,
including function words, affective processes, social proc-
esses, cognitive processes, perceptual processes, biological
processes, drives, relativity, informal language, personal
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concerns, and time orientation. This comprehensive cate-
gorization allows for a nuanced analysis of language use.
For instance, patients’ words and phrases might be more
prevalent in categories related to affective processes
(expressing emotions) and personal concerns. In contrast,
clinicians might use more terms from categories of cogni-
tive processes (problem-solving, cause-effect relation-
ships). Secondly, LIWC can help identify linguistic
patterns and trends unique to each group. For example,
specific words or phrases (eg, netspeak and assent) might
be more commonly used by nurses and less so by patients,
or vice versa. These features helped characterize patients’
and clinicians’ language in several previous studies.12,13

• Word2Vec: Word2Vec is a popular word embedding techni-
que that creates dense vector representations of words by
learning their context from large, unlabeled free-text docu-
ments. By learning the context of words from surrounding
words and identifying words with semantic similarities,
Word2vec can distinguish how the same terms are used dif-
ferently by nurses and patients, enhancing the differentiating
power of ML algorithm built on the Word2Vec features for
differentiating patient and nurse language. Word2Vec has
been applied in several clinical studies to characterize clini-
cians’ notes14,15 and identify informative clues from patients’
self-reported messages.16,17

• Medical Concepts in Unified Medical Language System
(UMLS): The UMLS is a comprehensive database that col-
lects standardized medical terminology from various sour-
ces in the biomedical field. It links synonyms for medical
concepts across different terminologies using concept
unique identifiers (CUIs). Each CUI has a specific name
and semantic type, such as “Headache,” with a semantic
type of “Sign/symptom.” The standardized collection of
medical concepts provided by the UMLS simplifies com-
paring and analyzing language patterns between patients
and nurses. This is possible because nurses typically use
these standardized medical concepts when discussing
healthcare concerns and providing instructions. On the
other hand, patients usually rely on every day, colloquial
language to express their health worries and experiences.
Thus, UMLS becomes a crucial tool in discerning the lin-
guistic differences between the communication styles of
patients and nurses. The UMLS has been widely used in
various studies for extracting features from health-related

documents for characterizing patients’ and clinicians’
reports and classification purposes.18,19

• N-gram: N-gram is a consecutive set of one or more words
found in a text document, such as a patient’s or nurse’s
language. N-grams, by capturing sequences of words that
frequently co-occur in specific language groups (eg, patient
and nurse), N-gram can unveil patterns in language use.
By examining the frequency and distribution of these
unique sequences, it is possible to discern those that are
more prevalent in either patient or nurse language, thereby
aiding in their differentiation. Additionally, previous
research has demonstrated that n-grams can offer insights
into the mode of communication between clinicians and
patients, as well as the patients’ health literacy.20 In this
study, we evaluated the effectiveness of n-grams ranging
from 1-gram (unigram) to 10-gram for distinguishing
between patient and nurse language. Among these, we
found that the unigram was the most effective in distin-
guishing the language of the 2 groups. See “Results” sec-
tion for more information.

• Part of speech (POS) tagging: POS tagging involves identi-
fying and labeling the syntactic role of each word in a sen-
tence, such as verbs, adjectives, adverbs, and nouns. POS
tagging helps understand the language composition and
syntactic structure of the language used by different indi-
viduals. Nurses, being medical professionals, may use
more complex sentence structures and certain verbs or
verb tenses. On the other hand, patients, especially those
with lower health literacy, may use simpler sentence struc-
tures and different tenses when describing their symptoms
or experiences. POS tagging can help highlight these dif-
ferences. Previous studies showed that POS tagging can
offer insights into the patient’s health literacy and every-
day language use.21,22

Data preparation: manual annotation of speaker

types in patient–nurse encounter transcriptions

During patient–nurse encounters in home healthcare, speak-
ers take turns talking, with each uninterrupted block of
speech referred to as an utterance. The AWS-GT automated
transcription output includes a speaker indicator for each
utterance, designating either Speaker #1 or Speaker #2. Two
members of the study team independently annotated each

Nurse: “How are you?”
Pa�ent: “I feel short of breath
today”

Audio recording pa�ent-
nurse verbal communica�on
(n=46 pa�ents, n = 3,494

u�erances)

Automa�c transcrip�on using AWS-GT and Feature
genera�on

Speaker 1: “How are
you?”
Speaker 2: “I feel short
of breath today”
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Figure 1. A schematic view of the methodology of the study.
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transcribed recording by assigning a speaker type (patient or
nurse) to each speaker (Speaker #1 or Speaker #2). Any dis-
crepancies were resolved through discussion between the
annotators. The study’s sample consisted of 3494 manually
annotated utterances for patients and nurses.

Development of ML classifier at the utterance level

To analyze the individual utterances and determine the
speaker type (patient or nurse), we constructed ML classifiers
using the following steps:

Step 1. Data preprocessing and feature generation: For the
TF-IDF method, the data were preprocessed by lowercas-
ing and removing punctuation, symbols, numbers, and
stop words. An example of a “stop word” could be com-
monly used words such as “the,” “and,” or “is,” which
often do not carry significant meaning on their own in
text analysis. The same preprocessing steps were fol-
lowed for Word2Vec and N-gram, except that stop
words were not removed for Word2Vec as they are cru-
cial for generating accurate word embeddings. For part
of speech tagging and LIWC, only lowercasing was per-
formed as punctuations and stop words are important
for analyzing the psychology of language and the gram-
matical structure of sentences.

Step 2. Extracting and normalizing medical concepts: The
Quick UMLS tool was used to extract and normalize
medical vocabulary mentioned in the patient and nurse’s
utterances, mapping the vocabulary to UMLS concepts
and their corresponding CUIs.

Step 3. ML classifier: To determine each feature set’s effec-
tiveness in distinguishing between a patient language and
nurse language, we used a support vector machine
(SVM) algorithm. SVM is a well-known classifier that is
particularly useful when the feature vectors have high
dimensionality, and the number of training samples is
smaller than the number of features, as is the case in this
study. We also evaluated the performance of other classi-
fiers, including Logistic Regression Random Forest, Extra
Trees, Adaptive Boosting, and XGBoost.

Step 4. Feature selection: We evaluated the performance of
an ML classifier using a combination of the most infor-
mative features from each feature set, selected using the
Joint Mutual Information Maximization (JMIM)23

method. JMIM selects a subset of features by maximizing
the joint mutual information between the selected fea-
tures and the outcome class, while minimizing redun-
dancy among the selected features. JMIM has a high
generalization ability, especially on small samples with
many generated features.23,24 See Supplementary Appen-
dix SC for more information about the JMIM.

Step 5. ML classifier evaluation: Five-fold cross-validation
method with standard performance metrics area under
curve-receiver operating characteristic (AUC-ROC) and
F1-score (the harmonic mean of sensitivity and precision)
were used to evaluate the accuracy of SVM algorithm.

To test whether removing short utterances could improve
the performance of SVM algorithm, we conducted an experi-
ment in which we removed utterances with lengths ranging
from 1 to 50 tokens, one at a time. In our study, a “token” is
defined as an individual unit of language data, which in this
case refers to a single word, such as “okay.” Our hypothesis

was that short utterances (eg, those with one token such as
“okay”) may introduce noise to the algorithm because they
do not contain enough information to distinguish between
patient and nurse language. After each removal, we measured
the performance of the SVM classifier.

Development of ML classifier at the encounter level

To investigate the potential benefits of analyzing longer
speech samples, we evaluated the SVM classifier’s perform-
ance on aggregated utterances from each patient–nurse
encounter. Our hypothesis was that the classifier’s perform-
ance would improve by considering longer utterances of
speech data, as it may contain more informative signals for
differentiating between patient and nurse language. We fol-
lowed the same process as with the utterance-level classifier,
including preprocessing, feature generation, feature selection,
and evaluation using AUC-ROC and F1-score metrics.

RESULTS
Description of the study sample

Table 1 shows the characteristics of 23 patients who partici-
pated in the study. The sample included an equal number of
men and women. About half of the patients lived alone, and
96% had no heart issues and did not need assistance with

Table 1. Clinical and demographic characteristics of study patients

Patient characteristics

Entire cohort

N¼23

Age 59.5 (13.3)
Gender

Female 12 (52%)
Male 11 (48%)

Race
Black 20 (87%)
Hispanic 2 (9%)
Other 1 (4%)

Discharged in the last 14 days
None 10 (43%)
Nursing facility 1 (4%)
Hospital discharge 12 (52%)

Living arrangement
Home with others 12 (52%)
Alone 11 (48%)

Dyspnea
Exertion 7 (30%)
Minor exertion and rest 2 (9%)
Never 14 (61%)

Currently reports exhaustion: Yes 11 (48%)
Decline in mental, emotional, behavioral status: Yes 2 (9%)
Cognitive deficit: Yes 4 (17%)
Confused: Yes 8 (35%)
Anxious: Yes 10 (43%)
Depressed: Yes 13 (57%)
Lack of interest: Yes 14 (61%)
The need for assistance with activities of daily living 5 (22%)
Falls risk: Yes 21 (91.0%)
Congestive heart failure: Yes 1 (4%)
Peripheral vascular disease: Yes 1 (4%)
Cerebrovascular disease: Yes 1 (4%)
Chronic obstructive pulmonary disease: Yes 3 (13%)
Renal disease: Yes 2 (9%)
Cancer: Yes 3 (13%)
Metastatic solid tumor: Yes 1 (4%)
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daily activities. Around 30% of patients showed symptoms of
depression and anxiety.

Description of the sample of audio-recorded

patient–nurse verbal communication

Table 2 presents descriptive statistics on the duration of
audio-recorded patient–nurse encounters and spoken words
by patients and nurses at both encounter and utterance levels.
To compute information in this table, we employed a series of
methods to analyze our audio-recorded data. We utilized
Python’s Natural Language Processing library to count the
number of words in each text, and we used AWS-GT to deter-
mine the number of utterances by patients and nurses, with 2
team members independently assigning speaker roles. Lastly,
we computed the duration of each recording using Python’s
wavfile.read function to read and calculate the length of each
audio file.

The average duration of an encounter was 13 min, with
25% of encounters being relatively short, lasting <10 min.
On average, each encounter included 75 utterances, with the
median number of utterances being 66. Overall, nurses’ aver-
age count of spoken words was higher than patients at the
encounter level. This pattern was also observed at the level of
individual utterances. As indicated by the 50% quartile, the
median number of words per utterance was around 9 words,
indicating that in about half of the conversations between
patients and nurses, the pace of turn-changing was relatively
fast.

Performance of ML classifier at the utterance level

Figure 2A and B shows the AUC-ROC and F1-score of the
SVM classifier on linguistic features generated using the fea-
ture generation methods after incrementally removing utter-
ances with lengths ranging from 1 to 50 tokens. Table 3
presents the AUC-ROC and F1-score of 4 samples of utteran-
ces: the entire sample with a minimum length of 1 token and
samples with a minimum length of 5 tokens, 30 tokens, and
50 tokens. The performance of the TF-IDF, LIWC, and
Word2Vec methods was similar with AUC-ROC between
(70.57, 72.71) for the entire sample and AUC-ROC between
(87.58, 91.85) for a sample of utterances with utterance
length more than 50 tokens. The performance of Unigram
and UMLS was significantly lower than TF-IDF, LIWC, and
Word2Vec. We used Unigram because it performed best out
of n-grams in the range of 1–10 using the SVM classifier in
our initial analysis (see Supplementary Appendix SD for more
detailed results). UMLS performed poorly (AUC-ROC
between [58.71, 68.15]) compared to other methods, mostly
because about 53% (1852/3494) of the utterances did not

include any UMLS concepts. POS tagging performed poorly,
with an AUC below 0.5 in almost all specified ranges of utter-
ance lengths, indicating that the part of speech tagging is less
informative than using the words themselves (Unigram) for
differentiating patient and nurse language. The performance
of these feature selection methods (except POS tagging) was
largely consistent, indicating that utterances with a length of
at least 30 tokens contain sufficient informative features to
differentiate patient and nurse language. In general, the SVM
classifier exhibited better performance than the other ML
methods (Logistic Regression, Random Forest, Extra Trees,
Adaptive Boosting, and XGBoost). As a result, we opted to
exclude their results from this report.

Figure 2C and D displays the results of combining selected
features from TF-IDF, LIWC, Word2Vec, Unigram, and
UMLS using the JMIM method, following the iterative
removal of utterances with lengths ranging from 1 to 50
tokens, one at a time. Overall, in each iteration, JMIM
selected a limited number of features for each feature genera-
tion method. For example, for the first iteration, including the
sample of all utterances, JMIM selected 20 TF-IDF features
(N¼6338), 66 Word2Vec features (N¼ 200), 66 LIWC fea-
tures (N¼ 93), and 25 UMLS features (N¼ 673). Overall, the
classifier’s performance built on TF-IDFþLIWCþWord2Vec
was slightly enhanced by incorporating the selected features
from the Unigram and UMLS feature sets. This indicates that
Unigram and UMLS do not provide additional valuable infor-
mation for differentiating patient and nurse language, which
is expected given their lower performance compared to other
feature generation methods.

In summary, we observed that the performance of the SVM
classifier was slightly improved on the combination of
selected features from TF-IDFþLIWCþWord2VecþUnigram
þUMLS compared to using only TF-IDF with 6338 features
(see Table 3), suggesting that including all features from TF-
IDF are useful for distinguishing between patient and nurse
language. This approach may lower the classifier’s generaliz-
ability, as reflected in the higher standard deviation of the
classifiers.

Performance of ML classifier at the encounter level

Table 4 presents the performance of the SVM classifier on the
sample of aggregated utterances for patients (N¼ 46) and
nurses (N¼ 46) at the encounter level. Similar to the perform-
ance of SVM classifiers at the utterance level, SVM built on
TF-IDF generated features (AUC¼ 97.45 6 2.36) slightly out-
performed Word2Vec and LIWC on the aggregated utteran-
ces at the encounter level. Also, like the utterance level, SVM
classifiers based on POS-tagging features (AUC¼

Table 2. Recording duration and frequencies of spoken words for both patients and nurses at the encounter and utterance levels

Average (standard deviation) 25% quartile 50% quartile 75% quartile

Total number of audio-recorded patient–nurse encounters (N¼46)
Duration of audio-recorded patient–nurse encounters (in min) 13 (6) 10 11 15
Count of spoken words (tokens) in the sample 1477 (965) 822 1262 1797
Count of spoken words (tokens) by patients 626 (536) 209 501 801
Count of spoken words (tokens) by nurses 851 (625) 378 709 1149

Total number of utterances in the sample: patients (N¼1731), nurses (N¼1763)
Count of utterances in audio-recorded patient–nurse encounters 75 (63) 38 66 87
Count of spoken words (tokens) in the sample at the utterance level 19 (35) 3 9 22
Count of spoken words (tokens) by the patient at the utterance level 16 (26) 2 8 20
Count of spoken words (tokens) by nurses at the utterance level 22 (43) 4 10 23
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31.48 6 15.27) performed notably worse compared to the
other feature generation methods. Overall, the SVM classi-
fier’s standard deviation was higher as opposed to the utter-
ance level, primarily due to the significant decrease in the
sample size at the encounter level.

We also observed a slight improvement in the performance
of SVM classifiers (AUC-ROC¼ 99.01 6 1.97) when combin-
ing selected features from TF-IDF and Word2Vec using the
JMIM method. The feature selection method did not signifi-
cantly impact the average of AUC-ROC, but we noticed a sig-
nificant reduction in standard deviation. Overall, using the
JMIM method can enhance the SVM classifier’s generalizabil-
ity, as shown by the decrease in standard deviation. These
results imply that samples with a higher number of spoken
words contain more informative features for differentiating
patient and nurse language, as demonstrated by the
encounter-level sample in comparison to the utterance-level
sample.

Characterizing patient and nurse language

Figure 3 shows the most informative features selected by
JMIM for LIWC, TF-IDF, and UMLS for patients and nurses.
The LIWC features (Figure 3A) reveal that patients tend to
use keywords related to “religion,” “home,” and “money”
and have a preference for informal language as indicated by
features of “nonfluencies,” “netspeak,” and “assent.” Con-
versely, nurses tend to use more complex sentences indicated
by “words>6 letters,” “conjunction,” and “total function
words.” Additionally, nurses are more likely to use language
that reflects social and affectionate processes and interroga-
tion (ask questions), indicated by “social processes,”
“affective processes,” and “interrogatives.”

According to the TF-IDF features selected by JMIM (as
depicted in Figure 3B), patients tended to use informal lan-
guage, such as “telling,” “really,” and “call”; while the use of
health-related terms like “care,” “wound,” and “health” was
more frequent among nurses. Figure 3C displays the semantic

Figure 2. (A) The AUC-ROC of the SVM classifier on linguistic features generated using the feature generation methods after incrementally removing

utterances with lengths ranging from 1 to 50 tokens. (B) F1-score of the SVM classifier on linguistic features generated using the feature generation

methods after incrementally removing utterances with lengths ranging from 1 to 50 tokens. (C) AUC-ROC of combining selected features from TF-IDF,

LIWC, Word2Vec, Unigram, and UMLS using the JMIM method, following the iterative removal of utterances with lengths ranging from 1 to 50 tokens,

one at a time. (D) AUC-ROC and F1-score of combining selected features from TF-IDF, LIWC, Word2Vec, Unigram, and UMLS using the JMIM method,

following the iterative removal of utterances with lengths ranging from 1 to 50 tokens, one at a time.
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Table 3. SVM classifier performance at utterance level for various utterance lengths

Feature generation method SVM

performance

Number of tokens

in the utterance�1

Number of tokens

in the utterance�5

Number of tokens

in the utterance�30

Number of tokens

in the utterance�50

Metrics Patient utterance Patient utterance Patient utterance Patient utterance

(N¼1731) (N¼1068) (N¼274) (N¼135)

Nurse utterance Nurse utterance Nurse utterance Nurse utterance

(N¼1763) (N¼1290) (N¼358) (N¼195)

Performance of individual feature generation method (no feature selection method was used)
TF-IDF AUC-ROC 71.26 6 1.51 79.45 6 0.63 89.7 6 1.93 91.85 6 1.95

F1-score 67.64 6 1.59 70.88 6 2.09 80.65 6 2.04 81.78 6 4.28
LIWC AUC-ROC 70.57 6 1.31 76.01 6 76.01 88.53 6 3.45 87.67 6 2.77

F1-score 65.27 6 1.16 68.92 6 1.55 80.37 6 5.41 78.1 6 2.53
Word2Vec AUC-ROC 72.71 6 1.41 79.1 6 1.51 88.1 6 3.21 87.58 6 2.6

F1-score 67.16 6 0.88 70.82 6 1.9 80.44 6 3.05 75.56 6 3.52
Unigram AUC-ROC 65.99 6 2.07 70.95 6 1.83 78.69 6 3.79 81.88 6 3.48

F1-score 67.52 6 1.49 63.86 6 1.29 69.61 6 4.22 65.82 6 4.54
UMLS AUC-ROC 58.71 6 2.22 60.4 6 2.09 68.29 6 3.66 68.15 6 4.96

F1-score 66.68 6 0.67 61.84 6 1.57 60.9 6 2.81 58.05 6 9.00
POS-tagging AUC-ROC 51.68 6 7.48 46.01 6 2.81 46.5 6 4.25 48.43 6 4.59

F1-score 65.81 6 0.84 62.17 6 0.38 60.16 6 0.74 58.52 6 0.93
Performance of a combination of feature generation methods after selecting the most informative features using JMIM method

TF-IDF (JMIM)þLIWS(JMIM) AUC-ROC 68.98 6 1.59 76.29 6 2.18 87.97 6 3.09 90.66 6 1.22
F1-score 68.24 6 2.19 70.71 6 2.03 82.67 6 3.45 83.4 6 4.07

TF-IDF (JMIM)þLIWS (JMIM)þWord2Vec (JMIM) AUC-ROC 71.72 6 1.9 79.03 6 2.29 90.06 6 3.48 91.85 6 1.59
F1-score 67.16 6 1.53 70.19 6 2.34 82.12 6 3.47 80.3 6 3.5

TF-IDF (JMIM)þLIWS (JMIM)þWord2Vec (JMIM)þUnigram (JMIM) AUC-ROC 71.75 6 1.87 78.93 6 2.26 89.89 6 3.43 91.68 6 1.82
F1-score 67.09 6 1.47 70.22 6 2.32 81.88 6 3.94 80.36 6 3.05

TF-IDF (JMIM)1LIWS (JMIM)1Word2Vec (JMIM)1Unigram (JMIM)1UMLS (JMIM) AUC-ROC 72.72 6 1.95 79.67 6 2.07 89.94 6 2.88 92.61 6 2.02
F1-score 68.24 6 1.47 70.71 6 2.33 82.67 6 3.94 83.4 6 3.05

Note: The feature generation method that demonstrated the highest performance, as indicated by the AUC-ROC and F1-score values, was highlighted in bold.
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type of the most informative UMLS CUIs selected by JMIM.
Patients primarily discuss their health concerns, such as “signs
or symptoms,” “body location or region,” and “healthcare
activities.” Meanwhile, nurses tend to focus on clinical find-
ings (“findings”), “diseases or syndromes”, and the “mental
processes” of their patients.

DISCUSSION

This study is the first to use routinely recorded patient–nurse
communication to generate NLP-driven linguistic features for
characterizing the language of both patients and nurses. ML

classifiers were constructed on these linguistic features to dif-
ferentiate between patient and nurse speech. The classifiers
achieved the highest performance, with an AUC-ROC of
99.28 and an F-score of 96.82. The ability to automatically
identify speaker type is crucial for downstream tasks, such as
detecting risk factors and communication deficits and devel-
oping decision support tools to identify patients at risk of neg-
ative outcomes.

To generate the linguistic features, we used a combination
of lexical, syntactic, and conceptual word embedding techni-
ques (LIWC, UMLS, TF-IDF, N-gram, POS tagging, Word2-
Vec) at both individual and aggregated utterances during the

Figure 3. (A) Characterizing patient and nurse language using LIWC. The most informative features in these figures were selected using the JMIM

feature selection method. (B) Characterizing patient and nurse language using TF-IDF. The most informative features in these figures were selected using

the JMIM feature selection method. (C) Characterizing patient and nurse language using UMLS semantic type. The most informative features in these

figures were selected using the JMIM feature selection method.

Table 4. Performance of SVM classifier at the encounter levela

Feature generation methods AUC-ROC F1-score

Sample: N¼46 patients, N¼46 nurses
Performance of Individual feature generation method (no feature selection method was used)

TF-IDF 97.45 6 2.36 93.13 6 4.87
POS-tagging 31.48 6 15.27 64.17 6 12.91
N-grams 89.45 6 10.79 85.21 6 6.48
LIWC 95.67 6 4.55 82.59 6 11.15
Word2Vec 92.51 6 4.05 83.02 6 8.52
UMLS 77.75 6 5.48 77.36 6 3.16

Performance of combination of feature generation methods after selecting the most informative features using JMIM method
TF-IDF (JMIM)þWord2Vec (JMIM) 99.01 6 1.97 93.66 6 5.16
TF-IDF (JMIM)þWord2Vec (JMIM)þLIWC (JMIM) 98.54 6 1.81 91.07 6 5.84
TF-IDF (JMIM)1Word2Vec (JMIM)1LIWC (JMIM)1Unigram (JMIM)1UMLS (JMIM) 99.28 6 0.98 96.82 6 4.1

Note: The feature generation method(s) that demonstrated the highest performance, as indicated by the AUC-ROC and F1-score values, was highlighted in
bold.

a Utterances for each identified speaker (speaker 1 and speaker 2) were aggregated at encounter level.
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patient–nurse encounter. TF-IDF, LIWC, and Word2Vec
achieved high and comparable results (AUC between [0.8,
097] for individual and aggregated utterances), indicating
that these techniques were effective in identifying distinct psy-
chological and linguistic features in the language used by
patients and nurses.

Several conversational analysis systems, such as Roter’s
Interaction Analysis System25 (RIAS) and the Coding Linguis-
tic Elements in Clinical Interactions25 (CLECI), are available
for modeling patient–clinician verbal communication and
driving features from their conversations. These sophisticated
coding systems needs involvement of annotators to annotate
cues within conversations and analyze utterances, focusing on
elements like displays of concern, instances of laughter, and
information exchange tasks like “asking for understanding”
or “bidding for repetition.” While manual annotation can
shed light on the primary themes of a conversation, it necessi-
tates a significant investment of time and effort due to its
labor-intensive and time-consuming nature. The focus of this
study was on exploration of automated features generation
methods, which can provide more efficient and streamlined
way for driving features for automated speaker type identifi-
cation. In our upcoming research, we intend to investigate
how effectively the coding systems can differentiate patient
and nurse language.

There are various factors that may contribute to differences
in the language used by patients and nurses during communi-
cation. Patients and nurses may come from different social,
cultural, and educational backgrounds and have varying lev-
els of health literacy, leading to differences in the terms and
concepts they use, as was shown by the most informative fea-
tures of TF-IDF, LIWC, and UMLS. Our results show that
patients tended to use informal language more than nurses. In
contrast, nurses used more sentences focusing on health-
related issues and medical problems. Additionally, the power
dynamic between patients and nurses can influence the lan-
guage used, with patients potentially having less control over
the conversation, affecting their communication of needs and
concerns. This was demonstrated through selected features
from LIWC and TF-IDF, which showed that nurses were
more inclined than patients to ask questions during
communication.

We tested performance of ML classifiers at both levels—
individual utterances and aggregated utterances at an encoun-
ter level. The findings indicate that longer utterances contain
more informative clues for differentiating the patient and
nurse language. Specifically, the SVM classifier achieved the
highest performance (AUC-ROC¼ 0.99) when applied to
aggregated utterances of encounters. This is particularly rele-
vant for downstream tasks aimed at analyzing patient lan-
guage or modeling of patient–nurse verbal communication.
At the end of audio-recorded encounters, the transcribed
audio data by an ADR system (eg, AWS-GT) can be aggre-
gated by the identified speaker (eg, speaker #1 and speaker
#2) to determine the type of speaker (patient or clinician)
using ML classifiers. However, this approach is impractical
for real-time speech analysis systems that require real-time
speaker type identification.

In addition, one particularly promising area of this study is
its potential to alleviate the documentation burden that
healthcare professionals, especially nurses, often face. By
automatically identifying when the nurse is speaking and
accurately transcribing crucial aspects of their dialogues, we

could potentially automate parts of the documentation proc-
ess. This automated process could lead to more precise and
efficient recording of transcribing health-related concerns
expressed during patient–nurse verbal communication into
EHRs. Consequently, this could result in considerable time
savings for approximately 4 million nurses in the United
States, thereby contributing to a significant enhancement in
healthcare delivery.

The distinction between the language used by patients and
clinicians has been a focal point in various studies investigat-
ing patient–clinician interactions. For instance, Drew et al26

conducted a study that analyzed patient–practitioner interac-
tions to identify practitioners’ communication patterns in
patient communication. In another study, Mejdahl et al27

analyzed patient–clinician interaction in epilepsy outpatient
clinics to explore the impact of patients’ self-reported data on
the outcome. Also, Chang et al28 analyzed communicative
behaviors between physicians and patients in rehabilitation
centers. In all these studies, the differentiation between patient
and clinician language was manually annotated for modeling
the interaction between the patient and the clinicians. These
studies, along with several other studies published in the field
of conversational analysis,29–31 highlight the necessity of
automating speaker type identification in audio-recorded
patient–clinician verbal communication. Our study demon-
strates the significant potential of natural language processing
and ML methods in automatically differentiating between
patient and nurse language in verbal communication. This
automation is crucial for developing automatic data analysis
pipelines for modeling patient–clinician verbal communica-
tion to improve patient outcomes.

Audio recording patient–nurse verbal communication is
not currently part of the clinical workflow. We conducted a
series of pilot studies to identify convenient procedure for
audio-recording patient–nurse verbal communication. The
findings of the studies showed that both patients and nurses
were comfortable with the procedure of audio-recording and
patients found it particularly useful for personal use (eg,
reviewing the clinician’s instruction). To protect patient and
nurse confidentiality, the audio recordings were securely
stored in a HIPAA-compliant environment on the AWS cloud
equipped with speech recognition tools and AI capabilities
(eg, GPUs for processing large bodies of text) to develop auto-
mated speech processing systems to model the patient speech
and their interaction with clinicians during encounters. The
involvement of healthcare stakeholders, especially clinicians
and managers, plays a crucial role in the effective implementa-
tion of the speech processing system. Their active participa-
tion is essential for determining the integration of audio
recording into clinical workflows and establishing the neces-
sary processing methods for continued use in patient care
management.32,33

Limitations

The study has several limitations. First, it is limited by a rela-
tively small sample size. While a high-performing classifier
was built using 46 audio-recorded patient–nurse verbal com-
munication for 23 patients, the results may not be generaliz-
able to other home healthcare settings. Additionally, the
audio data were only collected from VNS Health, the largest
nonprofit home healthcare organization in the United States,
which could limit the generalizability of the study’s findings
to other healthcare settings. Furthermore, while the study
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explored the performance of various feature-generation meth-
ods for differentiating patient and nurse language, the per-
formance of other feature-generation methods and ML
classifiers was not investigated.

In future studies, the authors plan to evaluate the perform-
ance of deep learning classifiers, such as BiLSTM with an
attention layer, for distinguishing between patient and nurse
language.

CONCLUSION

This study aimed to build an ML classifier for distinguishing
patient and nurse language during home healthcare visits.
This analytical approach is crucial for downstream tasks that
analyze patient speech to identify patients at risk of diseases
and negative outcomes. Further research should use larger
samples of audio-recorded patient–nurse verbal communica-
tion is required to assess the classifier’s universal applicability
for speaker type identification.
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