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Abstract: The existing von Neumann architecture for artificial intelligence (AI) computations suffers
from excessive power consumption and memory bottlenecks. As an alternative, compute-in-memory
(CIM) technology has been emerging. Among various CIM device candidates, split-gate NOR flash
offers advantages such as a high density and low on-state current, enabling low-power operation,
and benefiting from a high level of technological maturity. To achieve high energy efficiency and high
accuracy in CIM inference chips, it is necessary to optimize device design by targeting low power
consumption at the device level and surpassing baseline accuracy at the system level. In split-gate
NOR flash, significant factors that can cause CIM inference accuracy drop are the device conductance
variation, caused by floating gate charge variation, and a low on-off current ratio. Conductance
variation generally has a trade-off relationship with the on-current, which greatly affects CIM dynamic
power consumption. In this paper, we propose strategies for designing optimal devices by adjusting
oxide thickness and other structural parameters. As a result of setting Tox,FG to 13.4 nm, TIPO to
4.6 nm and setting other parameters to optimal points, the design achieves erase on-current below
2 µA, program on-current below 10 pA, and off-current below 1 pA, while maintaining an inference
accuracy of over 92%.

Keywords: compute-in-memory (CIM); NOR flash; split-gate NOR flash; device optimization;
artificial intelligence; convolutional neural network; TCAD simulation

1. Introduction

The traditional von Neumann architecture is a structure where the processor and
memory exist separately. In this architecture, data needs to be moved from memory to
the processor for processing and then sent back to memory. This process leads to memory
bottlenecks and large energy consumption, which are more severe in artificial intelligence
(AI) computations that require large-scale data processing. Therefore, compute-in-memory
(CIM) has emerged as a solution to reduce memory bottlenecks and excessive energy
consumption by enabling data storage and computation within the memory simultaneously.

In CIM, various analog synaptic devices, such as static random access memory
(SRAM) [1–3], resistive random access memory (RRAM) [4–7], and phase change memory
(PCM) [8–10], are actively being researched as candidates to represent the weights of convo-
lutional neural networks (CNN). However, SRAM has the disadvantage of low density due
to its large cell size and power consumption caused by significant leakage power. RRAM
requires a selection transistor to block the sneak path, leading to an increased unit cell
size, and the high summation current during operation due to the low on-state resistance
hinders low-power operation in CIM. PCM suffers from power consumption due to its
high on-current value and reduced CIM inference accuracy caused by a low on-off ratio.
Additionally, both ferroelectric random access memory (FeRAM) [11–13] and spin-transfer
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torque magnetic random access memory (STT-MRAM) [14,15] could be considered as
candidate components for CIM architectures. However, it should be noted that FeRAM
is confronted with reliability degradation attributed to variations in the capacitance of
ferroelectric materials. Also, STT-MRAM devices exhibit limitations such as low sensing
margins and substantial switching currents. These characteristics can compromise the
accuracy and efficiency within the CIM.

Therefore, in this paper, split-gate NOR Flash is proposed as a device candidate
for CIM. Split-gate NOR Flash enables the storage and processing of large-scale neural
networks through its small cell size and high integration density. The low on-state current
compared to other devices facilitates low-power operation in CIM. Furthermore, split-gate
NOR Flash offers the benefit of utilizing mature technology. Also, compared to 3D NAND
Flash [16–18], which is an ultra-high-density flash technology that can be used as another
CIM device, the compatibility and design flexibility of the CMOS could be superior merits.
Moreover, a smaller array size, low wordline and bitline capacitances, and a large on-cell
current due to the non-series channel connections incur faster read speed than the NAND
Flash device. Previous research has explored the split-gate NOR Flash memory-based
in-memory computing technique [19]. However, the evaluation was limited to the MNIST
dataset, which is a relatively simple image-classification dataset, and focused only on the
system-level assessment rather than optimizing the device design.

The objective of this paper is to find the optimal device design of a split-gate NOR Flash
for CIM, aiming to maintain a proper level of inference accuracy while minimizing power
consumption. Key factors at the device level that can impact the inference accuracy of CIM
include the device conductance variation, due to the floating-gate charge variation, and the
on/off ratio. The cell design was modeled with reference to 40 nm ESF3-embedded com-
mercial NOR flash memory technology from Silicon Storage Technology (SST Inc). [20,21].
In this study, we verify the program and erase operations at the device level and measure
the on-current and off-current in the programmed and erased states using the Synopsys Sen-
taurus technology computer-aided design (TCAD) S-2021.06_SP1 tool [22]. Furthermore,
the extracted on/off ratio and device conductance variation results obtained from TCAD are
incorporated into the benchmarking framework for CIM inference called DNN+NeuroSim
V1.3 [23]. This benchmarking framework utilizes the VGG-8 [24] network and supports the
CIFAR-10 dataset to derive the inference accuracy as the outcome.

2. Design Methodology
2.1. Cell Structure

Figure 1 depicts the 40 nm split-gate cell structure designed in this work. The cell
structure consists of a select gate (SG), a control gate (CG), a floating gate (FG), and an erase
gate (EG), which are all made of polysilicon material. The gates are surrounded by oxide
material, and the oxide thickness below the SG, FG, and EG is denoted as Tox,SG, Tox,FG,
and Tox,EG, respectively. Particularly, the oxide between the CG and the FG is referred to as
interpoly oxide (TIPO), and the oxide between the FG and the EG is referred to as side oxide
(Tox,SDE). The oxide thickness between the FG and the EG, and between the FG and the SG
are equal. The gate lengths of the CG and the FG are denoted as LCG, LFG. The substrate
is made of silicon, and an n+ doped drain is connected to the “bit line” (BL), while the n+
doped source is connected to the “source line” (SL). The SG is connected to the “word line”
(WL). During the program operation, the electrons are injected to the FG by a hot carrier
injection (HCI) mechanism. During the erase operation, the electrons move from the FG to
the EG via a Fowler Nordheim (FN) tunneling mechanism.

2.2. Cell Optimization

In the memory cell array, the split-gate cells store weight values by utilizing conduc-
tance states. Figure 2 illustrates a split-gate NOR flash array capable of performing analog
multiply-and-accumulation (MAC) operations. The NOR flash array outputs a summation
current as inputs are received during the MAC operation. During the MAC operations,
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every WL is activated to a high or low voltage according to the input data, causing the cells
to be turned on. Therefore, to achieve low-power operation, it is necessary to minimize the
on-current of the erased and programmed cells. Additionally, minimizing leakage current
due to the off-current is also important.
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During program and erase operations, the stored charge in the floating gate (FG)
may not be uniform among cells because of various reasons, such as cell-to-cell structural
variation, WL and BL RC loading, reliability, etc. Also, a non-uniform amount of injected
charge in FG may occur during the programming process because of incremental step pulse
programming variation, program voltage rising slope variation, etc. As a result, the charge
variation could incur cell current variations. This ultimately leads to conductance variation
in the cells, which is a major cause of accuracy degradation in MAC operations of CIM. It
has been researched that an on-off ratio below a certain level in CIM inference operations
affects accuracy drop [25].

The on-current of erased cell and conductance variation caused by charge variation
generally exhibits a trade-off relationship in cell design. Therefore, an optimal cell design is
required to minimize inference accuracy reduction due to charge variation while reducing
power consumption. Additionally, it is necessary to validate whether the designed cell can
effectively perform erase and program operations. Since the IR drop resulting from the line
resistance within the array is considerably minor in comparison to the low conductance of
the designed split-gate NOR Flash cell, the anticipated error stemming from this factor is
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expected to be negligible; hence, we disregarded it in this work. Other non-ideal effects,
such as endurance and retention, are common non-ideal sources for all the nonvolatile CIM
devices. However, they were not considered to emphasize accuracy degradation by charge
variation in this work and remained for our later works.

2.3. Design Constraints

The bias conditions of the split-gate flash array are summarized in Table 1. To examine
the current during the read operation, an I-V curve was plotted, as shown in Figure 3, by
applying −5 V to 4 V simultaneously to CG and SG (WL). The program time and erase
time of a cell were 10 µs and 30 µs, respectively. The charge density stored in the FG and
the charge variation density when the cell was in erased or programmed states are shown
in Table 2. In the erased and programmed cell, the on-state refers to the state during the
read operation when Vdd (2.5 V) was applied to the WL and CG. On the other hand, the
off-state refers to the condition when no read operation was being performed, and 0 V was
applied to both the WL and CG. Based on the above, the on/off ratio means the ratio of the
current in on-state and current in off-state in a programmed or erased cell. Considering that
the erase on-state current was much larger than the program on-state current, the charge
variation in the programmed state was negligible, so we only focused on the variation
of erased cells in this work. For example, if the FG charge density in the existing erased
state cell was −1 × 10−16, the FG charge density due to charge variation ranged from
−1.2 × 10−16 to −8 × 10−17. Figure 4. shows an I–V curve when a charge variation was
applied to an erased split-gate NOR flash cell. By plotting the I–V curves of these cells using
TCAD simulation, the variation in on-current due to the charge variation in the erased state
can be obtained by comparing it with the existing cell.

Table 1. Bias condition in split-gate NOR flash array.

Electrode Erase (V) Program (V) Read (V)

WL (SG) 0 1.2 Vdd
BL (drain) 0 0.3 0.8

CG 0 10 Vdd
EG 11.75 6.5 0

SL (source) 0 6.5 0
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Table 2. FG charge density and amount of charge variation for erased and programmed state.

Charge Density (C)

Erased state −1 × 10−16

Programmed state −1 × 10−15

Amount of charge variation ±2 × 10−17
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The current variation in the devices leads to conductance variation, which ultimately
results in the degraded accuracy of MAC operations in the CIM array. By using the
DNN+NeuroSim simulation framework, the VGG-8 network can be run on the split-gate
NOR flash memory-based CIM chip designed in this work to evaluate the inference accuracy
on the CIFAR-10 dataset. In this paper, a pre-trained 8-bit quantized VGG-8 network using
the WAGE algorithm was used [26]. WAGE quantizes both weights and activations using a
fixed quantization level in the range [–1, 1], which is friendly to hardware implementation.
We used a CIFAR-10 dataset consisting of 32 × 32 color images. It comprised a total
of 60,000 images, with 50,000 being used for training and 10,000 for testing. For all the
simulation results in our works, identical pre-trained weights were used to evaluate the
inference accuracy. A 5-bit linear SAR ADC was used to sense and quantize the analog
current. Although nonideal characteristics of real ADC circuits may exist, such as integral
non-linearity (INL) that could affect the accuracy of the quantization, the characteristic
of ADC quantization was considered as ideal in this NeuroSim simulation work. The
simulation options in DNN+NeuroSim are presented in Table 3. These simulation options
were designed to achieve high accuracy of over 94% without considering conductance
variation, allowing for the observation of the inference accuracy degradation caused by
conductance variation. The extracted on/off ratio of the cells obtained through TCAD
simulation can also be introduced into DNN+NeuroSim to examine its impact on accuracy.

Table 3. NeuroSim simulation options to evaluate the inference accuracy of the designed CIM.

NeuroSim Simulation Options

Dataset CIFAR-10
Network VGG-8

Input precision 8
Weight precision 8

Activation precision 8
Memory array size 256 × 256

ADC precision 5
Bit per cell 1

3. Experimental Results

In this work, the split-gate flash memory cells were designed to achieve an off-current
of both erased and programmed cells below 1 pA and a program on-current below 1 nA.
The Figures 5–10 depict the on-current and accuracy in the erased and programmed states,
plotted by adjusting the design parameters while keeping the optimal cell as the default.
When using the simulation option in Table 3, the baseline inference accuracy at an ideal
variation and an on/off ratio of 100,000 was 94%. As a result of the experiment, when
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an accuracy drop of larger than 2% occurred due to variation, it was confirmed that
the accuracy decreased rapidly even with a small variation increase. For example, from
variation 0 to 23%, the accuracy tends to be around 94 to 92%, but when it increases from
23 to 25%, the accuracy drops to 89%, and at 30%, the accuracy is less than 80%. Therefore,
in this paper, we defined 92% as the accuracy drop point and optimized the cell to have
SW inference performance higher than the accuracy drop point. Our optimization showed
that the thicker gate oxide would reduce the current variation caused by charge variation.
It could interrupt the normal program or normal erase operation, so we verified it with
TCAD simulation according to the operation conditions in Table 1.
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Figure 5 shows that as the channel doping concentration increases, the on-current in
erased and the programmed states decreased while the conductance variation increased.
Since increased conductance variation leads to a decline in inference accuracy, the op-
timal channel doping for maintaining an accuracy of over 92% while minimizing the
on-current was determined to be 1.5 × 1018 cm−3. In Figure 6, it can be observed that
as LFG increased, the on-current in the erased and programmed states decreased and the
conductance variation increased. Similar to the channel doping concentration, the optimal
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LFG for maintaining an accuracy of over 92% while minimizing the on-current was found
to be 30 nm.

Figure 7 shows that as LCG increased, the erase on-current slightly increased, while
conductance variation decreased. Since an inference accuracy over 92% can be achieved
when the cell has a conductance variation less than 23.1%, the optimal LCG was 28 nm. In
Figure 8, as Tox,SDE increased, the on-current during the erased and programmed states
decreased, and the conductance variation increased. The optimal value for maintaining an
accuracy of over 92% while minimizing the on-current was determined to be 8 nm.

Figure 9 demonstrates that as TIPO increased, the erase and program on-current
decreased, while conductance variation increased. Consequently, the optimal point for
minimizing the on-current while maintaining an accuracy of over 92% was determined to
be 4.6 nm.

Figure 10 shows the simulation results with various Tox, FG values. As Tox, FG increased,
the erase on-current decreased, while the program on-current remained between 5 and
11 pA. Consequently, the on/off ratio decreased gradually, while the conductance variation
due to charge variation increased. As a result, there was a tendency for the accuracy to
decrease below 92% when Tox, FG exceeded 13.4 nm. However, above 14 nm, the variation
decreased again to below 23%. Figure 10c shows a threshold voltage (Vth) shift from erase
to program according to Tox, FG, when a cell was erased and then a program operation was
performed. When the Tox, FG was over 14 nm, the Vth shift tended to decrease to 4 V or
less. Due to the insufficient Vth window of erased and programmed states, we defined the
outlier as Tox, FG 14 nm, and optimized cells below Tox, FG 14 nm. Therefore, the optimal
Tox, FG was 13.4 nm.

4. Conclusions

In this paper, an analysis for the design optimization of 40 nm technology split-gate
NOR Flash memory cells in CIM was presented. The optimization target was to achieve
a minimal erase on-current below 2 µA while maintaining an inference accuracy of over
92% stably, considering the trade-off relationship between the on-current and conductance
variation, which causes inference accuracy drop. A program on-current of less than 1 nA,
an erase and program off-current of under 1 pA, and a program and erase Vth window of
more than 4 V were considered as additional conditions for optimization. The on-current
is one of the main factors in CIM power consumption, so we can expect that low power
consumption can be achieved by our optimum design. To design the optimal cell that meets
these targets, various parameters including oxide thickness were swept and analyzed.

By completing the optimization of the design for 40 nm split-gate NOR flash cells in
CIM, it was made possible to achieve low-power operation with high inference accuracy. In
this paper, the single-bit per-cell NOR Flash was discussed. If it had a higher number of bits
per cell, it would have a great advantage in terms of area and power consumption, but its
inference accuracy would be more vulnerable to charge variation. When different networks
are utilized or datasets containing larger images and more categories are employed for
inference, the point at which accuracy deterioration intensifies due to charge variation may
vary. Nonetheless, the design strategy presented in this paper is expected to offer a method
of adjusting the trade-off between conductance variation caused by charge variation and
the power consumption per cell, particularly if the baseline of the optimization is altered.
Furthermore, it can be expected that the methods presented in this paper can be applied to
optimize state-of-the-art split-gate NOR Flash cells with advanced technology nodes for
CIM applications.

Author Contributions: Conceptualization, C.-G.Y. and W.S.; methodology, C.-G.Y. and W.S.; software,
C.-G.Y., J.N.K. and Y.K.; validation, C.-G.Y.; formal analysis, C.-G.Y. and W.S.; investigation, C.-G.Y.;
resources, J.N.K. and Y.K.; data curation, C.-G.Y. and J.N.K.; writing—original draft preparation,
C.-G.Y.; writing—review and editing, C.-G.Y. and W.S.; visualization, C.-G.Y.; supervision, W.S.;
project administration, W.S.; funding acquisition, W.S. All authors have read and agreed to the
published version of the manuscript.



Micromachines 2023, 14, 1753 9 of 10

Funding: This study was supported by the Research Program funded by the SeoulTech (Seoul
National University of Science and Technology).

Data Availability Statement: Data available on request due to restrictions eg privacy or ethical. The
data presented in this study are available on request from the corresponding author. The data are not
publicly available due to research security.

Acknowledgments: The EDA tool (Synopsys Sentaurus technology computer-aided design (TCAD)
S-2021.06_SP1) was supported by the IC Design Education Center (IDEC), Republic of Korea.

Conflicts of Interest: The authors declare no conflict of interest.

References
1. Kang, M.; Gonugondla, S.K.; Patil, A.; Shanbhag, N.R. A multifunctional in-memory inference processor using a standard 6T

SRAM array. IEEE J. Solid-State Circuits 2018, 53, 642–655. [CrossRef]
2. Dong, Q.; Sinangil, M.E.; Erbagci, B.; Sun, D.; Khwa, W.-S.; Liao, H.-J.; Wang, Y.; Chang, J. A 351TOPS/W and 372.4 GOPS

compute-in-memory SRAM macro in 7 nm FinFET CMOS for machine-learning applications. In Proceedings of the IEEE
International Solid-State Circuits Conference (ISSCC), San Francisco, CA, USA, 16–20 February 2020.

3. Su, J.-W.; Si, X.; Chou, Y.-C.; Chang, T.-W.; Huang, W.-H.; Tu, Y.-N.; Liu, R.; Lu, P.-J.; Liu, T.-W.; Wang, J.-H.; et al. 15.2 A 28 nm 64
Kb Inference-Training Two-Way Transpose Multibit 6T SRAM Compute-in-Memory Macro for AI Edge Chips. In Proceedings of
the 2020 IEEE International Solid- State Circuits Conference—(ISSCC), San Francisco, CA, USA, 16–20 February 2020.

4. Yin, S.; Kim, Y.; Han, X.; Barnaby, H.; Yu, S.; Luo, Y.; He, W.; Sun, X.; Kim, J.-J.; Seo, J.-S. Monolithically Integrated RRAM- and
CMOS-Based In-Memory Computing Optimizations for Efficient Deep Learning. IEEE Micro 2019, 39, 54–63. [CrossRef]

5. Xue, C.-X.; Huang, T.-Y.; Liu, J.-S.; Chang, T.-W.; Kao, H.-Y.; Wang, J.-H.; Liu, T.-W.; Wei, S.-Y.; Huang, S.-P.; Wei, W.-C.; et al. A 22
nm 2 Mb ReRAM compute-in-memory macro with 121-28TOPS/W for multibit MAC computing for tiny AI edge devices. In
Proceedings of the IEEE International Solid-State Circuits Conference (ISSCC), San Francisco, CA, USA, 16–20 February 2020.

6. Shim, W.; Luo, Y.; Seo, J.-S.; Yu, S. Investigation of Read Disturb and Bipolar Read Scheme on Multilevel RRAM-Based Deep
Learning Inference Engine. IEEE Trans. Electron Devices 2020, 67, 2318–2323. [CrossRef]

7. Yu, S.; Shim, W.; Peng, X.; Luo, Y. RRAM for Compute-in-Memory: From Inference to Training. IEEE Trans. Circuits Syst. I Regul.
Pap. 2021, 68, 2753–2765. [CrossRef]

8. Burr, G.W.; Shelby, R.M.; di Nolfo, C.; Jang, J.W.; Shenoy, R.S.; Narayanan, P.; Virwani, K.; Giacometti, E.U.; Kurdi, B.; Hwang, H.
Experimental demonstration and tolerancing of a largescale neural network (165,000 synapses) using phase-change memory as
the synaptic weight element. IEEE Trans. Electron. Devices 2015, 62, 3498–3507. [CrossRef]

9. Kim, W.; Bruce, R.; Masuda, T.; Fraczak, G.; Gong, N.; Adusumilli, P.; Ambrogio, S.; Tsai, H.; Bruley, J.; Han, J.-P.; et al. Confined
PCM-based Analog Synaptic Devices offering Low Resistance-drift and 1000 Programmable States for Deep Learning. In
Proceedings of the 2019 Symposium on VLSI Technology, Kyoto, Japan, 9–14 June 2019.

10. Joshi, V.; Le Gallo, M.; Haefeli, S.; Boybat, I.; Nandakumar, S.R.; Piveteau, C.; Dazzi, M.; Rajendran, B.; Sebastian, A.; Eleftheriou,
E. Accurate deep neural network inference using computational phase-change memory. Nat. Commun. 2020, 11, 2473. [CrossRef]
[PubMed]

11. Yin, G.; Cai, Y.; Wu, J.; Duan, Z.; Zhu, Z.; Liu, Y.; Wang, Y.; Yang, H.; Li, X. Enabling Lower-Power Charge-Domain Nonvolatile
In-Memory Computing With Ferroelectric FETs. IEEE Trans. Circuits Syst. II Express Briefs 2021, 68, 2262–2266. [CrossRef]

12. Luo, Y.; Luo, Y.-C.; Yu, S. A Ferroelectric-Based Volatile/Non-Volatile Dual-Mode Buffer Memory for Deep Neural Network
Accelerators. IEEE Trans. Comput. 2022, 71, 2088–2101. [CrossRef]

13. Choe, G.; Lu, A.; Yu, S. 3D AND-Type Ferroelectric Transistors for Compute-in-Memory and the Variability Analysis. IEEE
Electron Device Lett. 2022, 43, 304–307. [CrossRef]

14. Jain, S.; Ranjan, A.; Roy, K.; Raghunathan, A. Computing in Memory with Spin-Transfer Torque Magnetic RAM. IEEE Trans. Very
Large Scale Integr. (VLSI) Syst. 2018, 26, 470–483. [CrossRef]

15. Wang, C.; Wang, Z.; Wang, G.; Zhang, Y.; Zhao, W. Design of an Area-Efficient Computing in Memory Platform Based on
STT-MRAM. IEEE Trans. Magn. 2021, 57, 1–4. [CrossRef]

16. Lee, S.-T.; Kim, H.; Bae, J.-H.; Yoo, H.; Choi, N.Y.; Kwon, D.; Lim, S.; Park, B.-G.; Lee, J.-H. High-Density and Highly-Reliable
Binary Neural Networks Using NAND Flash Memory Cells as Synaptic Devices. In Proceedings of the 2019 IEEE International
Electron Devices Meeting (IEDM), San Francisco, CA, USA, 7–11 December 2019.

17. Wang, P.; Xu, F.; Wang, B.; Gao, B.; Wu, H.; Qian, H.; Yu, S. Three-Dimensional nand Flash for Vector–Matrix Multiplication. IEEE
Trans. Very Large Scale Integr. (VLSI) Syst. 2019, 27, 988–991. [CrossRef]

18. Shim, W.; Yu, S. Technological Design of 3D NAND-Based Compute-in-Memory Architecture for GB-Scale Deep Neural Network.
IEEE Electron Device Lett. 2021, 42, 160–163. [CrossRef]

19. Guo, X.; Bayat, F.M.; Bavandpour, M.; Klachko, M.; Mahmoodi, M.R.; Prezioso, M.; Likharev, K.K.; Strukov, D.B. Fast, energy-
efficient, robust, and reproducible mixed-signal neuromorphic classifier based on embedded NOR flash memory technology.
In Proceedings of the IEEE International Electron Devices Meeting (IEDM), San Francisco, CA, USA, 2–6 December 2017;
pp. 6.5.1–6.5.4.

https://doi.org/10.1109/JSSC.2017.2782087
https://doi.org/10.1109/MM.2019.2943047
https://doi.org/10.1109/TED.2020.2985013
https://doi.org/10.1109/TCSI.2021.3072200
https://doi.org/10.1109/TED.2015.2439635
https://doi.org/10.1038/s41467-020-16108-9
https://www.ncbi.nlm.nih.gov/pubmed/32424184
https://doi.org/10.1109/TCSII.2021.3049844
https://doi.org/10.1109/TC.2021.3122872
https://doi.org/10.1109/LED.2021.3139574
https://doi.org/10.1109/TVLSI.2017.2776954
https://doi.org/10.1109/TMAG.2020.3016741
https://doi.org/10.1109/TVLSI.2018.2882194
https://doi.org/10.1109/LED.2020.3048101


Micromachines 2023, 14, 1753 10 of 10

20. Superflash Technology Products, SST, Inc. Available online: https://www.sst.com/products-and-services/superflash-r-
technology-products/process-license (accessed on 15 February 2017).

21. Shum, D.; Luo, L.Q.; Kong, Y.; Deng, F.; Qu, X.; Teo, Z.; Liu, J.Q.; Zhang, F.; Cai, X.; Tan, K.; et al. 40 nm Embedded Self-Aligned
Split-Gate Flash Technology for High-Density Automotive Microcontrollers. In Proceedings of the 2017 IEEE International
Memory Workshop (IMW), Monterey, CA, USA, 14–17 May 2017.

22. Sentaurus Device User Guide, Version N-2017.09; Synopsys: Mountain View, CA, USA, 2017.
23. Peng, X.; Huang, S.; Luo, Y.; Sun, X.; Yu, S. DNN+NeuroSim: An End-to-End Benchmarking Framework for Compute-in-Memory

Accelerators with Versatile Device Technologies. In Proceedings of the 2019 IEEE International Electron Devices Meeting (IEDM),
San Francisco, CA, USA, 7–11 December 2019.

24. Simonyan, K.; Andrew, Z. Very deep convolutional networks for large-scale image recognition. arXiv 2014, arXiv:1409.1556.
25. Wang, Q.; Park, Y.; Lu, W.D. Device Non-Ideality Effects and Architecture-Aware Training in RRAM In-Memory Computing

Modules. In Proceedings of the 2021 IEEE International Symposium on Circuits and Systems (ISCAS), Daegu, Republic of Korea,
22–28 May 2021.

26. Wu, S.; Li, G.; Chen, F.; Shi, L. Training and Inference with Integers in Deep Neural Networks. arXiv 2018, arXiv:1802.04680.

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

https://www.sst.com/products-and-services/superflash-r-technology-products/process-license
https://www.sst.com/products-and-services/superflash-r-technology-products/process-license

	Introduction 
	Design Methodology 
	Cell Structure 
	Cell Optimization 
	Design Constraints 

	Experimental Results 
	Conclusions 
	References

