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While CD4 cell counts are widely used to predict disease progression in human immunodeficiency virus
(HIV)-infected patients, they are poorly explanatory of the progression to AIDS or death after the introduction
of chemotherapy. Changes in HIV load (as measured by RNA PCR) have been shown to be a much better
predictor of the risk of disease progression. Since the interrelationship of these markers is of great clinical
interest, we modeled the time-averaged return of CD4 cell count and change in viral load subsequent to therapy
with the HIV protease inhibitor indinavir. We found that CD4 cell return was significantly related to both the
baseline CD4 count (r2 5 0.86, P < 0.001) and the decline in HIV RNA PCR-determined viral load (also
referred to in this work as the HIV RNA PCR decline) (r 2 5 0.60, P < 0.01). Simultaneously modeling both
influences in a linked nonlinear model (r 2 5 0.93, P < 0.001) demonstrated that (i) the starting number of CD4
cells accounted for the majority of the change in CD4 cell return and (ii) the return of CD4 cells attributable
to viral load decrease was 50% of maximal with only a decrease of approximately 0.2 log of HIV RNA as
modeled from the first 12 weeks of therapy. Much greater viral inhibition beyond that necessary for maximal
CD4 cell return is possible. Given that HIV RNA PCR decline is more strongly linked to ultimate clinical course
in HIV disease, our findings indicate that CD4 return is potentially misleading as an indicator of antiviral
effect, since it is determined more by the starting CD4 value than by viral load decline and since near-maximal
changes occur with minimal antiviral effect.

While CD4 cell counts are widely used to predict disease
progression in human immunodeficiency virus (HIV)-infected
patients, they are variable and poorly explanatory of the pro-
gression to AIDS or death after the introduction of chemo-
therapy (17). Despite these limitations, CD4 cell counts have
been employed by the Food and Drug Administration as a
surrogate marker to provide evidence of therapeutic agent
effectiveness.

Recently, a number of investigations have shown that HIV
RNA PCR determination is an excellent predictor of prognosis
for patients infected with the HIV (7, 10). Perhaps even more
importantly, O’Brien and colleagues (13) demonstrated that
the change in HIV load as measured by RNA PCR after
antiretroviral chemotherapy was significantly linked to the risk
of subsequent progression and/or death in subjects who did or
did not receive zidovudine.

As HIV RNA PCR-determined viral load at baseline and its
change with antiretroviral intervention have been shown to be
a much better surrogate marker, the following questions arise:
what is its relationship to CD4 cell count changes induced by
therapy and how much antiviral effect is needed to induce
these effects? In order to answer these questions, we examined
the change in the number of HIV RNA PCR copies/ml and the
change in CD4 cell count subsequent to initiation of protease
inhibitor therapy to determine if there was a relationship be-
tween viral load change and CD4 cell return.

MATERIALS AND METHODS

For the interrelationship between viral load and changes in CD4 cell counts,
we examined the viral load data available for 14 of the 15 patients we had
previously investigated for CD4 cell changes, turnover, and half-life determina-
tions after treatment with the HIV protease inhibitor indinavir (15). Neither
virologic data nor its interrelationship with CD4 cell count changes was analyzed
in that report. Clinical data from five of these patients have been previously
reported (16). For the subjects in this analysis, the average baseline CD4 cell
count ranged from 14 to 345 cells/ml and the baseline number of copies of log10
HIV RNA determined by PCR ranged from 4.45 to 5.35. The doses of indinavir
used all had similar antiviral activity and ranged from 600 to 800 mg every 6 h
(q6h) and 800 to 1,000 mg q8h (14, 16). As previously described (15), CD4 cell
counts were obtained every 2 weeks for 12 weeks and then either every 2 or 4
weeks for 24 weeks. The average number of CD4 cells over the 24-week interval
was calculated by determining the area under the CD4-time curve to week 24,
without extrapolation, by employing the LAGRAN program of Rocci and Jusko
(13a). This value was then divided by 24, providing the time-averaged CD4 cell
count over 24 weeks. The baseline value was the mean of two independent
determinations. Screening values for CD4 and viral load were not included
because of a potential regression to the mean effect. The baseline value served
as the independent variable in a sigmoid-Emax effect model analysis, where the
24-week average CD4 cell count was the dependent variable. Sigmoidal relation-
ships are the classical relationships seen in pharmacologic interventions. This fits
the biology of the model processes, which are at steady state until the changes
induced by the protease inhibitor, and there is a maximal-effect limit to the
relationship (e.g., CD4 cell counts cannot exceed normal range and HIV RNA
cannot be detected below some value). As an example, the general form of a
sigmoid-Emax equation adapted for evaluation of CD4 return is Return 5 Emax
p StartH/(StartH 1 Start50

H) where the Emax is the maximal effect, Start is the
baseline or starting CD4 lymphocyte count, Start50 is the starting CD4 lympho-
cyte count at which 50% of the maximal effect occurs, and H is the sigmoidicity.
The modeling process was performed by employing the ADAPT II package of
programs of D’Argenio and Schumitzky (3a), a package of nonlinear least-
squares regression programs (Biomedical Simulations Resource, University of
Southern California, Los Angeles, Calif.). The amount of the variance explained
by the regression (r 2) is as calculated by ADAPT II. The P values, adjusted for
the appropriate degrees of freedom, are determined from the correlation coef-
ficient (r) and are two sided.

In order to obtain an estimate of the effect of antiviral chemotherapy upon
viral load, we modeled all the viral load data from baseline through week 12. HIV
RNA PCR was determined at the baseline and on a biweekly basis through week
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12. The determination was performed by the Roche AMPLICOR assay, which
has a lower limit of sensitivity of 200 copies/ml. Data after week 12 were not
examined because the potential emergence of resistance of virus to indinavir
could confound the analysis. CD4 data were included to week 24 because of the
longer half-life of CD4 cells compared to that of HIV RNA and the persistence
of CD4 changes even after HIV RNA returned to the baseline (14, 16). The
model system employed recognized two separate compartments of viral replica-
tion: a lymph node compartment, which was not sampled, and the sampled blood
compartment. The two compartments were linked by first-order transfer rate
constants, and a first-order clearance term removed virus from the lymph node
compartment. Two viral generation rates are employed, one in the absence and
one in the presence of protease inhibitor. The generation rate in the absence of
protease inhibitor is arbitrarily fixed to 1, so that the generation rate in the
presence of inhibitor represents the relative downturn in generation rate induced
by the protease inhibitor. The rates are turned off and on by piecewise input
functions based on the time of treatment initiation. The differential equations
employed for the modeling process have been previously published (16). The
log10 of the generation rate in the presence of inhibitor represents the log drop
in HIV RNA PCR determination from one steady state to the next (baseline to
the new steady state induced by the protease inhibitor). This value was used as
the viral load change induced by the protease inhibitor in further analyses. With
this estimate of viral load decline, we again employed a sigmoid-Emax model to
link the HIV RNA PCR-determined viral load change (also referred to in this
work as HIV RNA PCR change) and the time-averaged return of CD4 cells, with
viral load decline being the independent variable. We also evaluated a two-
independent-variable model, with baseline CD4 cell count and modeled HIV
RNA PCR decline serving as the independent variables. The model employed
was two linked sigmoid-Emax models. This was parameterized so that the frac-
tion of the maximal CD4 cell return attributable to each variable could be
determined.

RESULTS

As expected from the analysis with 15 patients, in these 14
subjects the initial CD4 cell count exerted a major effect upon
the numbers of CD4 cells returning with therapy (r2 5 0.86,
P , 0.001) up to a maximal value. The viral load decline seen
in our patients, as well as the calculated (from the model
parameters—intercompartmental transfer rate constants and
clearance constant) viral generation half time, is presented in
Table 1. As can be seen, the viral generation half time averages
3.0 days, with a median of 2.5 days and a range out to almost
7 days. The viral load drop averaged 2.56 log10, with a median
of 2.71 log10. The range varied from a net increase in viral load
to a 4.70 log10 decline.

To examine the issue of whether HIV RNA PCR change
also influenced CD4 cell count, we performed another sig-
moid-Emax analysis, this time employing the modeled HIV
RNA PCR decline as the independent variable and time-aver-
aged CD4 cell count as the dependent variable by using non-
linear regression in the ADAPT II program package. HIV
RNA PCR change with protease inhibitor administration was
significantly correlated with the time-averaged CD4 cell count
(r2 5 0.60, P , 0.01). The modeled HIV RNA decline using 12
weeks of data associated with 50% of the maximal amount of
time-averaged CD4 cell return was only 0.2 log. The sigmoi-
dicity (steepness of the curve) identified was very large (.21).

This indicates that essentially all CD4 cell return attributable
to a drop in HIV RNA PCR has occurred by 0.3 log unit of
decline.

Since the two different independent variables were shown to
affect time-averaged CD4 cell count, with baseline CD4 cell
count being the stronger of the two influences, we then exam-
ined the interrelationship of these variables in two linked sig-
moid-Emax models. The models used baseline CD4 cell count
and HIV RNA PCR decline as the independent variables, with
time-averaged CD4 cell count as the dependent variable. The
model fit the data quite well, with an r2 of 0.93 (P , 0.001).
The results of this three-dimensional relationship are displayed
in Fig. 1. The surface in Fig. 1 demonstrates that the time-
averaged CD4 cell count return attributable to viral load sup-
pression rapidly achieves a near-maximal effect with little HIV
RNA change. In the two-independent-variable model, the HIV
RNA PCR decline that produces 50% of the maximal change
in CD4 return (attributable to RNA decline) is 0.1 log10 copies/
ml, with a sigmoidicity of 26 and a maximal CD4 cell return of
110 cells. On the other hand, the CD4 cell return attributable
to the baseline CD4 cell count was 50% maximal at a baseline
CD4 cell count of 291, with a maximal CD4 return of 535
cells/ml. Therefore, the baseline CD4 cell count still accounted
for the majority of the variance explained by the relationship
and the majority of the returning cells.

DISCUSSION

We have previously examined the influence of the starting
CD4 count on the return of these cells induced by protease
inhibitor therapy (15). In this analysis, we have been able to
incorporate the effect of the decrease in HIV-1 RNA PCR-
determined copy number on CD4 cell return and also to build
a combined model of both RNA PCR-determined copy num-
ber change along with baseline CD4 cell count. Our analysis
indicates that only small changes in viral load account for
maximal changes in CD4 cell count return after initiation of a
protease inhibitor. The starting CD4 cell count explained the
majority of the change in CD4 cell count induced by the anti-
viral effect of the protease inhibitor. We feel that this is likely
to reflect a cell reserve problem, with later-stage patients dem-
onstrating a smaller number of cells with which to repopulate.
Previous investigations of ours (15) as well as others (9) dem-
onstrate that CD4 cell replication is quite active. CD4 cell
numbers are a balance between rapid turnover and rapid, un-
checked virally mediated destruction. When the virally medi-
ated destruction is checked by protease inhibitor administra-
tion in late-stage patients (e.g., ,50 cells/ml), it is likely that,
although the CD4 cell turnover is rapid, there is an insufficient
number of them to allow large changes in total CD4 cell num-
bers.

The relationships demonstrated in these analyses between
CD4 cell return and changes in viral load are consistent with
clinical trial data. Meng et al. (11), examining the effects of
zidovudine dosages of 50 mg q8h, demonstrated a decreased
CD4 cell return, relative to concurrent treatments, but also
relative to other similar historical groups receiving larger doses
of zidovudine. However, once the dose of zidovudine increases
past 300 mg/day up to 1,500 mg/day (3, 5, 12, 18), no further
dose dependence is seen with regard to CD4 cell return.
Clearly, the decline in HIV RNA would be expected to be
quite low with a dose of 50 mg of zidovudine q8h. Data from
O’Brien et al. (13) indicated that the average HIV RNA PCR
drop was 0.6 log for a 1,500-mg/day dose of zidovudine. Fur-
ther, with protease inhibitor (indinavir)-nucleoside combina-
tion trials, patients receiving combination therapy over the first

TABLE 1. Results of two-compartment modeling of the
effect of indinavir on viral productiona

Statistical
parameter

Indinavir-induced downturn
in viral generation (log10)

Viral generation
half-life (days)

Mean 2.56 3.0
SD 1.34 1.7
Median 2.71 2.5
Range 20.42–4.7 1.4–6.4

a Based on two-compartment modeling of 14 subjects performed by using
simultaneous inhomogenous differential equations. Half-lifes were calculated by
using the rate constants generated from the solution of the equations and the
standard formula for half-life.
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24 weeks did not have CD4 cell counts which were different
from those of patients receiving indinavir alone, even though
changes in viral load were greater and more prolonged (pack-
age inset for Crixivan; Merck, Inc.). Why protease inhibitors as
a class appear to give greater CD4 cell returns for the degree
of antiviral effect is unknown. One could speculate that this is
due to the effect on viral load in the lymphoid compartment by
the protease inhibitors which is not seen with nucleosides (1, 2,
8, 20).

The values reported in this work for viral half-life are slightly
longer and somewhat more variable than those reported ini-
tially by Wei et al. (19) and Ho et al. (9), who used a one-
compartment model. Our two-compartment model is closer to
the physiologic realities than a log-linear or linear one-com-
partment model. In a two-compartment model, the unmea-
sured noncirculating compartment is considered in the analysis
and a steady state-to-steady state change is modeled, while
prior one-compartment models require the changes observed
to continue unchanged to zero viral load and assume complete
blockage of new virion production. In addition, we examined
more patients demonstrating broader arrays of antiviral effect
from the protease inhibitor than in earlier studies. Despite
these differences in methodology, the implications of each
model are similar, even with the disparities in calculated viral
generation half-lives.

The data from our analyses also provide insight into why
HIV RNA PCR change is a better surrogate marker for HIV
disease, particularly in cases with antiretroviral intervention.
Clearly, two patients could have starting CD4 counts of 100,
but one could have a viral load decline of 1.0 log which took 12

weeks to return to the baseline and the other could have a viral
load decline of 3 log units which took 48 weeks to return to
baseline. In both instances, the same amplitude of CD4 cell
return would result. However, in one patient, viral replication
is under much better control relative to the other patient (viral
generation for the second patient at maximal effect is 1/100
that of the first patient). Indeed, if one subscribes to the mod-
els of Frost and McLean (6) or De Jong et al. (4), even though
two patients had a return of CD4 cell numbers to the same
level, the patient with the increase in CD4 cells would be much
more at risk to be attacked by the virus under less-tight control,
leading to a more-rapid decline in the cellular gain, ultimately
returning to the CD4 baseline more rapidly and placing the
patient at increased risk of opportunistic infection and death.
If these models are correct, the deeper and longer the HIV
RNA PCR drop, the longer the CD4 cell return will last and
the relative risk of the patient for opportunistic infection
and/or death will be less in any defined time frame.

In summary, modeling of time-averaged CD4 cell return
after initiation of protease inhibitor therapy demonstrated that
the cellular numbers over the first 24 weeks of drug adminis-
tration are related to both baseline CD4 cell count and the size
of the change in HIV RNA PCR induced by the drug. The
CD4 cell return attributable to viral load decrease maximizes
quickly, allowing patients with very different viral load changes
to have essentially the same number of CD4 cells return in the
short term. However, these may merely represent new targets
for the virus under less stringent control by the protease in-
hibitor. Consequently, less ultimate good for the patient in
terms of progression, survivorship benefit, or outgrowth of

FIG. 1. CD4 return with indinavir therapy and effect of RNA drop and starting CD4 count. The three-dimensional plot of CD4 cell return as a function of both
baseline CD4 cell count and the modeled HIV RNA PCR decline induced by indinavir therapy is shown. The lines defining the edges of the surface are the direct
two-dimensional relationships, with the response surface showing the interactive effect. It is clear that the amount of CD4 cell return attributable to viral load decline
is maximal at very low values of HIV RNA PCR change. The equation for the surface is Average number of CD4 cells with therapy (cells/milliliter) 5 110.3*{(log RNA
decline)26.1/[(log RNA decline)26.1 1 0.09826.1]} 1 534.6*{(starting number of CD4 cells)0.98/[(starting number of CD4 cells)0.98 1 291.30.98]}. The model fits the data
quite well (r 2 5 0.93, P , 0.001).
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resistant virus may occur. Therefore, in terms of explaining the
benefit accruing to patients with antiretroviral chemotherapy,
it is not surprising that viral load change explains more of the
benefit of antiretroviral chemotherapy (is a better surrogate
marker) than does CD4 cell count. Our results indicate that
CD4 cell return as an indicator of the clinical activity of an
antiviral therapy is misleading, since it is determined more by
the starting CD4 value than viral load change and large in-
creases can occur with minimal antiviral effect. Another impli-
cation of our results is that the use of CD4 cell return by the
Food and Drug Administration in approval of antivirals may be
suboptimal. Whether the same degree of CD4 return com-
pared to that of decline in HIV RNA will occur with other
antiviral agents remains to be investigated.
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