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Abstract
The study used clinical data to develop a prediction model for breast cancer survival. 
Breast cancer prognostic factors were explored using machine learning techniques. 
We conducted a retrospective study using data from the Taipei Medical University 
Clinical Research Database, which contains electronic medical records from three af-
filiated hospitals in Taiwan. The study included female patients aged over 20 years 
who were diagnosed with primary breast cancer and had medical records in hospi-
tals between January 1, 2009 and December 31, 2020. The data were divided into 
training and external testing datasets. Nine different machine learning algorithms 
were applied to develop the models. The performances of the algorithms were meas-
ured using the area under the receiver operating characteristic curve (AUC), accu-
racy, sensitivity, specificity, positive predictive value (PPV), negative predictive value 
(NPV), and F1- score. A total of 3914 patients were included in the study. The highest 
AUC of 0.95 was observed with the artificial neural network model (accuracy, 0.90; 
sensitivity, 0.71; specificity, 0.73; PPV, 0.28; NPV, 0.94; and F1- score, 0.37). Other 
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1  |  INTRODUC TION

Breast cancer (BRC) is the most common cancer and the leading 
cause of death for women with cancer globally.1 In the United States, 
there were an estimated 287,850 new cases and 43,250 female 
breast cancer deaths in 2022.2 The incidence and mortality rates 
vary across racial groups and regions worldwide.3,4 Prognostic fac-
tors of breast cancer can be divided into three groups: patient char-
acteristics, such as age5; cancer characteristics, which include tumor 
size and lymph node status6; and biomarkers, which are measured 
from tumor cells, such as HER2, and hormone receptor status.7 A 
prognostic prediction tool can support physicians in deciding appro-
priate treatment plans, which could enhance treatment effective-
ness or lessen the suffering of patients.

Epidemiological studies play an important role in identifying 
prognostic factors of breast cancer, giving physicians some in-
formation for decision- making. However, the findings from these 
studies are not appropriate for patient- level prediction, and tradi-
tional statistical approaches are limited in the number of indepen-
dent variables that can be included in the model.8 To address this 
problem, many tools have been developed to predict survival out-
comes. Two famous online prediction tools for breast cancer are 
Predict and Adjuvant! Online.9,10 These tools were developed and 
validated using data from the United Kingdom, the United States, 
France, and Netherlands.11– 13 Other external validations made in 
Asian populations have revealed conflicting results. Both mod-
els showed overoptimistic prediction in a young Southeast Asian 
group (age < 40 years).14 Predict underestimated overall survival in 
Japanese patients over 65 years,15 Adjuvant! Online showed less ac-
curate results in the high- risk group of Taiwanese patients.16 Most 
machine learning models focus on cancer characteristics such as 
lymph nodes, tumor size, and biomarkers.17– 19 To date, few models 
have considered the effects of comorbidities and long- term medica-
tions on breast cancer prognosis.

The general health of cancer patients can also impact survival 
rates. Breast cancer patients with moderate and severe comorbid-
ities have a higher risk of death.20,21 Laboratory studies suggested 
anti- cancer effects of long- term medications such as aspirin,22– 24 
statins,25 beta- blockers,26 ACE inhibitors, and ARBs27 on breast 

cancer. Routine blood tests can reflect the overall health of the 
patients and are often used by physicians when assessing cancer 
prognosis. In a univariate model by Zhu et al,28 breast cancer pa-
tients with normal red blood cell count, hematocrit, and albumin had 
a lower risk of recurrence compared to patients with lower corre-
sponding parameters.

In this study, we aimed to develop prediction models for breast 
cancer patients based on demographic information, cancer char-
acteristics, and other factors such as chronic diseases, long- term 
drugs, and laboratory exams. We also explored important prognostic 
factors of breast cancer using machine learning techniques.

2  |  METHODS

2.1  |  Data source

This study obtained data from Taipei Medical University Research 
Database (TMUCRD) from January 1, 2008 to December 31, 2020. 
The database combines the comprehensive data from three medical 
centers (i.e., Taipei Medical University Hospital [TMUH], Wan- Fang 
Hospital [WFH], and Shuang- Ho Hospital [SHH]) in the North of 
Taiwan. It is linked to the Taiwan Cancer Registry (TCR) and Taiwan 
Death Registry (TDR) databases that were established in 1979 and 
managed by Taiwan's Health Promotion Administration, Ministry of 
Health and Welfare. Furthermore, the TMUCRD contains the elec-
tronic medical record data of more than four million people from 
1998 to 2021, including structured and unstructured data. This 
study has been approved by the Joint Institute Review Board of 
Taipei Medical University, Taipei, Taiwan. The data were anonymized 
before further analysis.

2.2  |  Study design and cohort selection

We conducted a retrospective study in which we identified all fe-
male patients diagnosed with primary breast cancer (International 
Classification of Disease for Oncology, third edition [ICD- O- 3] 
codes C50) from January 1, 2009 to December 31, 2019 in the TCR 

models showed relatively high AUC, ranging from 0.75 to 0.83. According to the op-
timal model results, cancer stage, tumor size, diagnosis age, surgery, and body mass 
index were the most critical factors for predicting breast cancer survival. The study 
successfully established accurate 5- year survival predictive models for breast cancer. 
Furthermore, the study found key factors that could affect breast cancer survival in 
Taiwanese women. Its results might be used as a reference for the clinical practice of 
breast cancer treatment.

K E Y W O R D S
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database. We excluded subjects who were younger than 20 years 
and those who did not have any medical history in the three hos-
pitals. Finally, 3914 patients were included in the study (Figure 1).

2.3  |  Outcome measurement

We defined the breast cancer diagnosis date as the index date, 
and the study's outcome was 5- year survival after the index date. 
Medical records were reviewed for in- hospital deaths, and the 
TDR29 was referred to in order to confirm the death status from in-
side and outside hospitals. The data were censored on the outcome 
date, at loss to follow- up (e.g., terminated national health insurance), 
or at the end of the study on December 31, 2020.

2.4  |  Features selection

We selected those features that may lead to the death of BRC pa-
tients based on the literature review and the clinicians’ consultations 
to develop the prediction models. All features were collected from 
outpatients and inpatients datasets. The variables were as follows:

1. Demographic information included age, body mass index (BMI), 
smoking, drinking, and betel chewing.

2. Cancer conditions included tumor size, cancer stage, biomarkers 
(e.g., human epidermal growth factor receptor 2 [HER2], estrogen 
receptor [ER], and progesterone receptor [PR]), and cancer treat-
ments (e.g., surgery, radiotherapy). We observed patients’ cancer 
conditions for 1 month after the cancer diagnosis.

3. Comorbidities included cardiovascular problems (i.e., consisting 
of myocardial infarction [MI], congestive heart failure [CHF], pe-
ripheral vascular disease [PVD], cerebrovascular disease), chronic 
obstructive pulmonary disease (COPD), rheumatic disease, peptic 
ulcer disease (PUD), renal disease, liver disease, diabetes, hyper-
lipidemia, hypertension, dementia, the and Charlson Comorbidity 
Index (CCI) score. These conditions were considered when 

patients were diagnosed over two or more outpatient visits or at 
an admission over a year before the index date.

4. Long- term medications were considered with antiplatelets, 
statins, biguanides, coxibs, benzodiazepines, beta- blockers, 
calcium channel blockers, angiotensin II receptor blockers, sul-
fonylureas, and dipeptidyl peptidase 4 (DPP- 4). The medication 
uses were measured when patients received those for more 
than 1 month (30 days) during 1 year (360 days) before the BRC 
diagnosis.

5. Laboratory tests included tests for creatinine, fasting glucose, 
white blood cells, red blood cell, and platelets. We selected the 
current laboratory test values 1 year before or 3 months after the 
index date.

2.5  |  Prediction model development

Several algorithms were selected to develop prediction models that 
can be formulated as classification models (i.e., binary outcomes). 
Those algorithms included logistic regression (LR), linear discrimi-
nant analysis (LDA), light gradient boosting machine (LGBM), gradi-
ent boosting machine (GBM), random forest (RF), AdaBoost, extreme 
gradient boosting (XGBoost), voting ensemble, and artificial neural 
network (ANN). A brief introduction to their parameters’ settings is 
provided in S1 of Appendix S1.

2.6  |  Model training and testing

In this study, prediction models were developed based on nine algo-
rithms. The training dataset included the patient data from TMUH 
and WFH. We used the stratified fivefold cross- validation method 
in the training set to assess the performance of different algorithms 
and the overall errors. In detail, the dataset was divided into five 
subsets; each was used repeatedly as the internal validation set. 
Afterward, we used the patient data from SHH as the external test-
ing set to evaluate the models’ generalization.

F I G U R E  1  Cohort selection process.
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2.7  |  Model performance

The performances of the algorithms were measured using the area 
under the receiver operating characteristic curve (AUC), accuracy, 
sensitivity (recall), specificity, positive predictive value (PPV, preci-
sion), negative predictive value (NPV), and F1- score. The best model 
was defined as the highest AUC by comparing various models based 
on the external testing set. We analyzed the feature's contribu-
tion (i.e., the feature's importance) to the best model using SHapley 
Additive exPlanations (SHAP) values.30

All the data processing was performed using the MSSQL server 
2017, the machine learning algorithms were generated using Scikit- 
Learn library version 1.0.2, and the ANN model was developed with 
Tensor Flow version 2.9.0 in Python programing language version 
3.9.31

3  |  RESULTS

3.1  |  Baseline characteristics of study cohorts

We identified 6464 eligible patients diagnosed with primary breast 
cancer and registered at TCR from 2008 to 2020. We excluded 32 
patients younger than 20 years and 2518 patients with no medical 
history in TMUCRD at the index date. A total of 3914 patients were 
included in the study, in which 2474 patients were assigned to the 
training dataset, whereas 1440 patients were included in the testing 
dataset.

Table 1 shows the basic characteristics of the study cohort, in-
cluding patients’ demographic information, cancer conditions, co-
morbidities, current medications, and laboratory test results. The 
mean (standard deviation, SD) ages and BMI of cohort patients were 
55.6 (12.4) and 24.2 (4.26), respectively. Most patients with early- 
stage breast cancer (i.e., stage I, 28.1% and stage II, 35.8%) and a high 
proportion received surgery (73.2%). The cohort of patients had co-
morbidities related to hypertension (18.3%), hyperlipidemia (15.7%), 
and cardiovascular problems (10.9%). The overall mean (SD) CCI score 
was 3.80 (1.88). Patients received benzodiazepine with the highest 
proportion (17%), followed by statin (9.4%), antiplatelets (8.8%), and 
angiotensin II receptor blockers (8.7%). The mortality rates for the 
training and testing cohort dataset were 7% and 10.2%, respectively. 
Detailed information is shown in Table S1 in Appendix S1. The asso-
ciations between different features and the outcome at the patient 
baseline are shown in Table S2 in Appendix S1.

3.2  |  The performances of different 
prediction models

Table 2 shows the performance of the survival prediction mod-
els. The highest AUC of 0.95 was observed with the ANN model 
(i.e., accuracy, 0.90; sensitivity, 0.71; specificity, 0.73, PPV, 0.28; 
NPV, 0.94; and F1- score, 0.37) compared to other models. Among 

the machine learning algorithms, the AUC of the voting ensemble 
model was observed as the highest, at 0.83 (i.e., accuracy, 0.68, 
sensitivity, 0.85; specificity, 0.66; and F1- score, 0.60), followed by 
the RF, and AdaBoost models with an AUC of 0.82. Figure 2 shows 
the receiver operator characteristic curves of various models. The 
precision- recall curve of different machine learning models is shown 
in Figure S1 in Appendix S1. Figure 3 shows the feature importance 
of the ANN model. The most important features were cancer stage, 
tumor size, age at diagnosis, BMI, and other biomarkers.

4  |  DISCUSSION

In this study, ML models were developed using Taipei Medical 
University Clinical Research Database data to predict the 5- year 
survival of breast cancer patients. All models showed relatively high 
AUC, ranging from 0.75 (logistic regression) to 0.83 (voting classi-
fier). We also used a deep learning technique to build a model (ANN), 
which showed the best performance overall (AUC, 0.95; accuracy, 
0.90; sensitivity, 0.71; specificity, 0.73; PPV, 0.28; NPV, 0.94; and 
F1- score, 0.37). In addition, the relationship between features and 
prediction models’ accuracy was also examined.

Machine learning techniques have been applied to molecu-
lar property prediction in drug development for a decade. Several 
studies used genomic data to predict the survival of breast cancer 
cell lines, which assisted the drug- response assessment in drug 
discovery and repositioning.32,33 In contrast, machine learning and 
deep learning studies focus on clinical data and their applications 
to patient- level prediction for breast cancer are limited. Studies by 
Ganggayah et al.,17 Xiao et al.,18 and Huang et al.19 using machine 
learning algorithms to predict the overall survival of breast cancer 
patients showed comparable performance to our research. Although 
RF was not the best among those algorithms, it performed well in all 
four studies. This finding indicates that RF is particularly suitable for 
prognosis prediction tasks, which can be explained by its ability to 
handle nonlinear data and reduced tendency to overfit.34 In another 
work, Ganggayah's team35 also developed one deep learning neural 
network (multilayer perceptron), which showed 88.2% accuracy in 
the testing set. Our deep learning model (ANN) obtained higher AUC 
and accuracy (0.95 and 0.90, respectively).

This study reinforced the findings from previous work. Tumor 
size and cancer stage were the two most important features of the 
prediction model. A study by Han et al. using data from breast can-
cer patients from the United States reported that tumor size and 
lymph node metastasis were significantly associated with overall 
survival.36 These variables were used in almost all studies for sur-
vival analysis and showed a high correlation with the death of breast 
cancer patients.17– 19,35 Another strong predictor observed in our 
study was BMI. The association between obesity and breast cancer 
has long been a topic of interest to many researchers. Being over-
weight or obese not only increases the risk but also has an impact 
on breast cancer progression. Leptin, an adipokine produced by ad-
ipose tissue, activates multiple signaling pathways, including Janus 
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TA B L E  1  Basic characteristics of the study cohort.

Overall (n = 3914) Training cohort (n = 2474)a
Testing cohort 
(n = 1440)b

5- year mortality, N (%) 321 (8.2) 174 (7.0) 147 (10.2)

Demographic information

Age, mean (SD), yrs. 55.6 (12.4) 55.3 (12.7) 56.1 (11.9)

BMI, mean (SD), kg/m2 24.2 (4.26) 24.0 (4.20) 24.6 (4.33)

Smoking, N (%)

No 2683 (68.5) 1688 (68.2) 995 (69.1)

Yes 180 (4.6) 99 (4.0) 81 (5.6)

Unknown 1051 (26.9) 687 (27.8) 364 (25.3)

Drinking, N (%)

No 2646 (67.6) 1647 (66.6) 999 (69.4)

Yes 177 (4.5) 132 (5.3) 45 (3.1)

Unknown 1091 (27.9) 695 (28.1) 396 (27.5)

Betel chewing, N (%)

No 2877 (73.5) 1797 (72.6) 1080 (75.0)

Yes 4 (0.1) 3 (0.1) 1 (0.1)

Unknown 1033 (26.4) 674 (27.2) 359 (24.9)

Cancer condition

Tumor size, mm

Mean (SD) 24.7 (19.5) 24.2 (19.5) 25.6 (19.4)

Median [IQR] 20 [13– 30] 20 [12– 30] 21 [14– 32]

Cancer stage, N (%)

Stage = 0 674 (17.2) 537 (21.7) 137 (9.5)

Stage = 1 1098 (28.1) 765 (30.9) 333 (23.1)

Stage = 2 1402 (35.8) 867 (35.0) 535 (37.2)

Stage = 3 153 (3.9) 90 (3.6) 63 (4.4)

Stage = 4 169 (4.3) 82 (3.3) 87 (6.0)

Unknown 418 (10.7) 133 (5.4) 285 (19.8)

HER2, N (%)

Negative 1967 (50.3) 1244 (50.3) 723 (50.2)

Positive 641 (16.4) 381 (15.4) 260 (18.1)

Unknown 1306 (33.4) 849 (34.3) 457 (31.7)

PR, N (%)

Negative 781 (20.0) 500 (20.2) 281 (19.5)

Positive 2141 (54.7) 1365 (55.2) 776 (53.9)

Unknown 992 (25.3) 609 (24.6) 383 (26.6)

ER, N (%)

Negative 558 (14.3) 328 (13.3) 230 (16.0)

Positive 2369 (60.5) 1540 (62.2) 829 (57.6)

Unknown 987 (25.2) 606 (24.5) 381 (26.5)

Radiation therapy, N (%)

No 1348 (34.4) 996 (40.3) 352 (24.4)

Yes 1711 (43.7) 942 (38.1) 769 (53.4)

Unknown 855 (21.8) 536 (21.7) 319 (22.2)

(Continues)
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kinase- signal transducer and activator of transcription, mitogen- 
activated protein kinases, and phosphoinositide 3- kinase/protein 
kinase B. These pathways induce immigration and invasion of tumor 
cells, angiogenesis, and recruitment of immune cells.37– 39

As our study focused on the overall deaths of breast can-
cer patients, we took into consideration not only breast cancer- 
specific factors but also general health- related factors. Another 
important feature of our model was CCI score, a tool used for over 

Overall (n = 3914) Training cohort (n = 2474)a
Testing cohort 
(n = 1440)b

Surgery, N (%)

No 205 (5.2) 123 (5.0) 82 (5.7)

Yes 2866 (73.2) 1826 (73.8) 1040 (72.2)

Unknown 843 (21.5) 525 (21.2) 318 (22.1)

Comorbidity, N (%)

Cardiovascular problemsc 426 (10.9) 273 (11.0) 153 (10.6)

Dementia 178 (4.5) 125 (5.1) 53 (3.7)

COPD 350 (8.9) 270 (10.9) 80 (5.6)

Rheumatic disease 115 (2.9) 82 (3.3) 33 (2.3)

PUD 487 (12.4) 315 (12.7) 172 (11.9)

Renal disease 91 (2.3) 62 (2.5) 29 (2.0)

Liver disease 308 (7.9) 229 (9.3) 79 (5.5)

Diabetes 186 (4.8) 98 (4.0) 88 (6.1)

Hyperlipidemia 614 (15.7) 428 (17.3) 186 (12.9)

Hypertension 715 (18.3) 467 (18.9) 248 (17.2)

CCI score

Mean (SD) 3.80 (1.88) 3.82 (1.96) 3.75 (1.75)

Median [IQR] 3.0 [2.0– 5.0] 3.0 [2.0– 5.0] 3.0 [2.0– 5.0]

Medication (ATC code), N (%)

Beta blocking agents (C07AB) 242 (6.2) 142 (5.7) 100 (6.9)

Calcium channel blockers (C08CA) 315 (8.0) 187 (7.6) 128 (8.9)

Angiotensin II receptor blockers (C09CA) 340 (8.7) 191 (7.7) 149 (10.3)

Biguanides (A10BA) 194 (5.0) 106 (4.3) 88 (6.1)

DPP- 4 (A10BH) 96 (2.5) 52 (2.1) 44 (3.1)

Sulfonylureas (A10BB) 127 (3.2) 63 (2.5) 64 (4.4)

Statins (C10AA) 366 (9.4) 209 (8.4) 157 (10.9)

Antiplatelets (B01AC) 344 (8.8) 187 (7.6) 157 (10.9)

Coxibs (M01AH) 313 (8.0) 154 (6.2) 159 (11.0)

Benzodiazepines (N05BA) 667 (17.0) 341 (13.8) 326 (22.6)

Laboratory test, Mean (SD)

Creatinine 0.84 (0.98) 0.80 (0.83) 0.92 (1.21)

WBC 7.41 (3.05) 7.02 (2.69) 8.23 (3.56)

RBC 4.33 (0.59) 4.36 (0.56) 4.29 (0.64)

Platelet (PLT) 250 (90.2) 247 (81.5) 256 (106)

Fasting glucose 117 (41.8) 114 (40.8) 123 (43.7)

Abbreviations: BMI, body mass index; COPD, Chronic obstructive pulmonary disease; CVD, cardiovascular; DPP- 4, dipeptidyl peptidase- 4; ER, 
estrogen receptor; HER2, human epidermal growth factor receptor 2; IQR, interquartile range; PLT, platelet; PR, progesterone receptor; PUD, peptic 
ulcer disease; RBC, red blood cell count; SD, standard deviation; WBC, white blood cell count; yrs., years.
aThe training set included data from Taipei Medical University and Wan- Fang Hospital.
bThe testing set included data from Shuang Ho Hospital.
cCardiovascular problems consisted of myocardial infarction (MI), congestive heart failure (CHF), peripheral vascular disease (PVD), and 
cerebrovascular disease.

TA B L E  1  (Continued)
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30 years by clinicians to assess the prognosis of various cancer 
types and other severe health conditions. Although several epi-
demiological studies have validated it,40– 43 this variable was not 
considered in previous machine learning studies that had a similar 
aim to ours,17– 19,35 as these studies mainly focused on tumor char-
acteristics. Hypertension, a comorbidity not included in the CCI, 
was another variable that contributed to the models’ performance. 
The prevalence of hypertension is high among breast cancer pa-
tients, especially in the older group.44– 46 Jung et al. found that hy-
pertension was associated with a higher mortality risk in patients 
with metastatic breast cancer even when age and other covariates 
were adjusted.47

The present study acknowledges several limitations. First, the 
retrospective design of the study warrants caution in generalizing 
the findings, necessitating further research employing a prospective 
design to validate the models. Second, although data from multiple 
sites (TMUH and WFH for training and SHH for external testing) were 
utilized, it is important to note that all these hospitals are located in 
northern Taiwan, which might limit the representation of the entire 

Taiwanese population. To enhance the model's validity, future inves-
tigations will incorporate data from diverse regions of Taiwan and 
other Asian countries, including Korea, Japan, Singapore, Australia, 
and China. Third, the integration of laboratory and genomic data has 
the potential to enhance the performance of machine learning mod-
els. However, due to the unavailability of many of these data points, 
they were not included in this study. Fourth, unlike similar studies, 
this model did not encompass drug therapy. The focus was on pa-
tients newly diagnosed with breast cancer who were monitored over 
1 month, during which time only a small subset of patients received 
drug therapy, while surgery and radiation therapy were predominantly 
administered at the onset of treatment. Finally, the limited sample size 
necessitated the development of models that provide probabilities for 
outcomes rather than risk levels. This limitation can be addressed in 
future studies as more extensive data are accumulated.

In the current study, we built machine learning models to analyze 
breast cancer patients’ 5- year survival. The most important prog-
nostic factors identified in this study were cancer stage, tumor size, 
diagnosis age, surgery, and BMI. The model using the ANN algorithm 

TA B L E  2  Performance of survival prediction models.

Model
Training 
AUC

Testing 
AUC Accuracy Sensitivity Specificity PPV NPV F1- score

Logistic regression 0.80 0.75 0.79 0.59 0.81 0.26 0.95 0.44

Linear discriminant analysis 0.84 0.78 0.72 0.74 0.72 0.23 0.96 0.54

LGBM classifier 0.99 0.81 0.77 0.71 0.78 0.27 0.96 0.57

Gradient boosting classifier 0.94 0.81 0.72 0.77 0.72 0.24 0.97 0.55

XGB classifier 1.00 0.78 0.72 0.71 0.72 0.22 0.96 0.53

Random forest 0.87 0.82 0.78 0.71 0.78 0.27 0.96 0.57

Ada boost classifier 0.91 0.82 0.80 0.71 0.81 0.30 0.96 0.52

Voting classifier 0.92 0.83 0.68 0.85 0.66 0.22 0.98 0.60

ANN 0.98 0.95 0.90 0.71 0.73 0.28 0.94 0.37

Abbreviations: ANN, artificial neural network; AUC, area under the curve; LGBM, light gradient boosting machine; NPV, negative prediction value; 
PPV, positive prediction value; XGB, extreme gradient boosting.

F I G U R E  2  The performance of the 
prediction models in the testing dataset. 
(A) Receiver operator characteristic 
(ROC) curve of different machine learning 
models. (B) ROC curve of the artificial 
neural network model.
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yielded the best performance among all. Findings from this study 
identify directions for future work to improve the prediction model 
and to better understand the feasibility of applying this tool in clin-
ical practice.
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