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Using artificial intelligence to assess personal qualities
in college admissions
Benjamin Lira1*, Margo Gardner2, Abigail Quirk1, Cathlyn Stone2, Arjun Rao2, Lyle Ungar1,
Stephen Hutt3, Louis Hickman4, Sidney K. D’Mello2†, Angela L. Duckworth1†

Personal qualities like prosocial purpose and leadership predict important life outcomes, including college
success. Unfortunately, the holistic assessment of personal qualities in college admissions is opaque and re-
source intensive. Can artificial intelligence (AI) advance the goals of holistic admissions? While cost-effective,
AI has been criticized as a “black box” that may inadvertently penalize already disadvantaged subgroups when
used in high-stakes settings. Here, we consider an AI approach to assessing personal qualities that aims to over-
come these limitations. Research assistants and admissions officers first identified the presence/absence of
seven personal qualities in n = 3131 applicant essays describing extracurricular and work experiences. Next,
we fine-tuned pretrained language models with these ratings, which successfully reproduced human codes
across demographic subgroups. Last, in a national sample (N = 309,594), computer-generated scores collectively
demonstrated incremental validity for predicting 6-year college graduation. We discuss challenges and oppor-
tunities of AI for assessing personal qualities.
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INTRODUCTION
Many colleges embrace the ideals of holistic review. In a recent
survey by the National Association for College Admissions Coun-
seling, 70% of admissions officers said that they consider personal
qualities to be an important factor when selecting applicants (1).
This aim is justified by longitudinal research affirming that personal
qualities, whether referred to as “noncognitive skills,” “social-emo-
tional competencies,” “personality,” or “character,” predict positive
life outcomes in general and success in college in particular (2–5).
Moreover, a holistic admissions process can advance equity, some
argue, as applicants are able to demonstrate qualifications not re-
flected in their standardized test scores, which tend to be highly cor-
related with socioeconomic advantage (6).

However, history shows that equity is certainly not guaranteed
by holistic review. A century ago, the Columbia University first
began requiring applicants to write a personal essay, which admis-
sions officers evaluated for evidence of “good character” (7). Previ-
ously, the university’s admissions decisions had been based
primarily on standardized test scores. The result was a growing pro-
portion of Jewish students in each entering class, which in turn led
to concerns that, as Columbia’s dean at the time put it, the campus
was no longer welcoming to “students who come from homes of
refinement” (p. 87). It has been argued that for Columbia and
other Ivy League colleges in that era, not requiring the justification,
explanation, or even disclosure of these summary character judg-
ments enabled the unfair exclusion of qualified Jewish applicants.

Although its aims may be nobler today, the holistic review
process itself remains much the same. admissions officers still rely
heavily on the personal essay to evaluate an applicant’s personal
qualities (1). The particulars of how, or even which, personal qual-
ities are assessed, remain undisclosed to either applicants or the

public, and even the “admissions officers themselves simply do
not have a common definition of holistic review beyond ‘reading
the entire file’” (8). As one admissions officer put it, the status
quo of holistic review is both “opaque and secretive” (9).

Recently, a more transparent and systematic process has been
recommended for the holistic review of personal qualities in
college admissions. Specifically, admissions officers have been
urged to assess individual personal qualities separately (as
opposed to making a summary judgment of good character), to
use structured rubrics (as opposed to intuition), and to carry out
multiple, independent evaluations (as opposed to relying on a
single officer’s judgment) (6, 10). Such recommendations represent
the application of basic psychometric principles and, in research
contexts, have long been used to increase the reliability, validity,
and interpretability of human ratings (11, 12). Moreover, the trans-
parency of this systematic approach should limit bias, whether acci-
dental or intentional.

In college admissions, however, this ideal is hardly ever achieved.
The soaring number of applications that admissions officers must
review, which for the majority of colleges has more than doubled
in the last two decades, affords extraordinarily limited time to
review each one (13, 14). These logistical and budgetary constraints
are likely to continue to prohibit the implementation of best prac-
tices that, were resources unlimited, could optimize reliability, va-
lidity, interpretability, and in turn, equity.

Can artificial intelligence (AI) advance the aims of holistic
review? With stunning efficiency, AI systems identify patterns in
data and, with stunning fidelity, apply learned models to new
cases. For example, a computer algorithm could be trained to gen-
erate personal quality scores from student writing instantaneously,
reliably, and at near-zero marginal cost. However, there are con-
cerns that the “black box” of an AI algorithmmay inadvertently per-
petuate, or even exacerbate, bias against disadvantaged subgroups
(15, 16). Such bias has been shown in the domains of hiring, crim-
inal justice, and medical diagnosis (17–19). In college admissions,
AI-quantified essay content and style have been shown to correlate
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more strongly with household income than do SAT scores (20).
Opaque AI algorithms that provide fertile ground for bias recall
the anti-Semitic holistic review practices of a century ago.

Efforts within the AI community to address these issues have
given rise to concepts such as human-centered AI (21, 22) and ex-
plainable AI (23). These frameworks emphasize alignment with
stakeholder objectives, interpretability, and equity, while promoting
the idea of automation as a complement rather than a substitute for
human control (22). Rather than simply maximizing predictive ac-
curacy, these approaches prioritize alignment with stakeholder
goals [e.g., admitting students who demonstrate prosocial purpose
(24)], interpretability (e.g., providing separate, face-valid scores for
separate personal qualities rather than a single summary score of
character with no evidence of face validity), and rigorously auditing
model outputs for unintended bias. By prioritizing these aspects,
digital technology can facilitate the identification of discrimination
and contribute to rectifying historical exclusion (25).

In this investigation, we developed an AI approach to assessing
personal qualities with these priorities in mind.We began with a de-
identified sample of 309,594 college applications (see Fig. 1). Each
included a 150-word essay describing an extracurricular or work ac-
tivity of the applicant’s choice. Next, in a development sample of
3131 essays, research assistants and admissions officers identified
the presence or absence of seven different personal qualities com-
monly valued by universities and shown in prior research to predict
college success (3). See Table 1. Research assistant and admissions
officer ratings were used to fine-tune separate Robustly Optimized
BERT Pretraining Approach (RoBERTa) language models (26) for
each personal quality. We then confirmed each model’s interpret-
ability and evidence of convergent, discriminant, and predictive

validity by demographic subgroup. Last, we applied these fine-
tuned models to the holdout sample of 306,463 essays, examining
associations between computer-generated personal quality scores,
demographic characteristics, and 6-year college graduation.

RESULTS
On average, research assistants and admissions officers found evi-
dence for two of seven personal qualities in each essay. As shown in
Table 2, some personal qualities were more commonly observed
than others. For instance, research assistants and admissions offi-
cers identified leadership in 42 and 44% of essays, respectively; in
contrast, they identified perseverance in only 19 and 21% of
essays, respectively. Correlations between research assistant and ad-
mission officer ratings ranged between ϕ = 0.193 and 0.703, Ps
< 0.001.

Using these binary human ratings, we fine-tuned separate
RoBERTa models to produce continuous likelihood scores for
each personal quality and each kind of rater. See section S2 in for
details on model pretraining and fine-tuning.

Model interpretability
We used the transformers-interpret package (27, 28) to identify the
words (or fractions of words) that these fine-tuned RoBERTa
models relied on most to generate personal quality scores. As
shown in Fig. 2, there was reasonable evidence of face validity.
For instance, RoBERTa assigned higher scores for leadership
when essays mentioned “president,” “leader,” and “captain.”
Models trained on admission officer ratings produced similar

Fig. 1. An AI approach to assessing personal qualities in college admissions.
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attribution scores: average word-level attribution scores correlated
between 0.392 and 0.983, Ps < 0.001. See section S7 for details.

Convergent and discriminant validity of computer-
generated likelihoods in the development sample
Computer-generated likelihoods for each personal quality con-
verged with human ratings of the same personal quality (rs
ranged from 0.59 to 0.86, average r = 0.74 for research assistants;
rs ranged from 0.45 to 0.80, average r = 0.62 for admission officers).
In contrast, computer-generated likelihoods for a particular person-
al quality did not correlate with human ratings of other personal
qualities (rs from −0.16 to 0.18, average r = 0.01 for research assis-
tants; rs from −0.35 to 0.27, average r = −0.03 for admission offi-
cers). See Table 2. As expected, the more reliably human raters were
able to code each personal quality, the better the computer-gener-
ated likelihoods of personal qualities matched these ratings (r = 0.95
and P = 0.001 for research assistants; r = 0.94 and P = 0.001 for ad-
mission officers). In the subsample of essays that were coded by

multiple raters, model scores correlated more strongly with
human ratings than human ratings correlated with each other
(Mhuman−computer = 0.74, Mhuman−human = 0.69, t = 4.16, and P =
0.006 for research assistants;Mhuman−computer = 0.60,Mhuman−human
= 0.28, t = 19.40, and P < 0.001 for admissions officers). There were
positive correlations between computer-generated likelihoods for
personal qualities from models trained on research assistants and
admissions officers (rs ranged from 0.394 to 0.869, Ps < 0.001).

Convergent validity does not vary by demographic
subgroup in the development sample
Correlations between human ratings and computer-generated like-
lihoods of personal qualities were similar across subgroups. For
example, the average correlation between human-rated and com-
puter-generated personal quality scores was 0.74 for female appli-
cants and 0.73 for male applicants for research assistants. The
pattern of results was equivalent for admission officers. As shown
in tables S11 and S12, after correcting for multiple comparisons

Table 1. Personal qualities and example essay excerpts.Note: Our data use agreement with Common App does not allow us to publish real excerpts to protect
student identity.

Personal quality Fictionalized excerpts

Prosocial purpose
Helping others, wanting to help others, considering the benefits to others,
mentioning reasons for helping others, or reflecting on how enjoyable or
rewarding it is to help others.

Every summer for the last 3 years, I worked as camp counselor at a camp for
young children from underprivileged families. Helping children realize their
hidden talents is one of the most rewarding experiences I have ever had. I’ve
been so fulfilled by watching these children develop confidence in their

abilities. This experience has been so important to me, and it showed me that a
career in education is where I belong.

Leadership
Serving in a leadership role, commenting on what he or she did in his or her
capacity as a leader, or discussing the value, meaning, or importance of
leadership.

I was chosen to be cheerleading captain during my senior year. My freshman
year captain had a huge impact on my life, and I felt like it was my time to pay it
forward. I am so proud of everything I did for the girls: creating a mentorship
system, organizing events and fundraisers, and encouraging everyone to work
as hard as they could. At the end of the year, a few girls thanked me. I was
completely overcome with emotion. I’ve never felt so gratified in my life.

Learning
Improving, learning, or developing knowledge, skills, or abilities.

I played softball in high school. When I started, I was not a very strong player.
When I finally made the varsity teammy senior year, I was determined to have a
better season. I worked constantly to improvemy game - during practice and on
my own time. My skills grew so much. Because of my hard work, I finished the

year with the best record on my team!

Goal pursuit
Having a goal and/or a plan.

I have been playing soccer since I was 6 years old. Unfortunately, last year I
injuredmy knee, and it has been a struggle to get back to the level I was playing
at before my injury. It has been really challenging, but I’ve been doing physical
therapy and practicing everyday so that I can be a varsity starter this year.

Intrinsic motivation
Describing the activity as enjoyable or interesting. Liking the activity or
identifying with it.

Running track is so much more than a sport to me. It’s a challenge and an
adventure, and I put everything I have into it. I love every aspect of it, even the

afternoons I spend drenched in sweat in the scorching heat.

Teamwork
Working with or learning from others. Valuing what fellow participants bring
to the activity.

I’ve been on my school’s debate team since my freshman year, and was elected
co-captain because of my commitment to the team’s success. My fellow co-
captains and I worked together to get our team ready for competitions. We
knew that a strong team performance was more important than the successes
of a few individuals. We stressed teamwork and cooperation between our
teammates. Because we focused on team effort, we earned first place at the

state meet.

Perseverance
Persisting in the face of challenge.

I’ve learned to become a gracious victor and to grow from defeat. Track has
helped me overcome my fear of losing, and even helped me put my life in
perspective. I’ve learned to keep working and fighting even when the odds
seem impossible to beat. There were many times that I found myself lagging,
but I pulled ahead at the end because I never gave up. The most important

thing I’ve learned is to never let anything stand in my way.
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(29), 13 and 9% of the correlations differed by subgroup for research
assistants (RAs) and admissions officers (AOs), respectively. In
about half of these comparisons, the models were more accurate
for the marginalized group, while in the other half, the majority
subgroup was favored. In most of these cases, the difference
between the correlations was not very large (mean ∣ΔrRA∣ = 0.054
and range of ΔrRA = −0.121 to 0.056); and mean ∣ΔrAO∣ = 0.10
and range of ΔrAO = −0.206 to 0.123).

Human ratings and computer-generated likelihoods were
largely unrelated to demographics in the
development sample
Demographic characteristics were largely unrelated to personal
qualities, whether assessed by human raters (mean |ϕRA| = 0.02
and mean |ϕAO| = 0.03) or by computer algorithm (mean |dRA| =
0.06 andmean |dAO| = 0.08). One exception is that female applicants
were rated as more prosocial than male applicants [ϕRA = 0.13, ϕAO
= 0.12, and P < 0.001 for human ratings, dRA = 0.26, dAO = 0.28, and
P < 0.001 for computer-generated likelihoods, P values adjusted for
multiple comparisons (29)], in line with other research showing
gender differences in prosocial motivation and behavior favoring
women (30). See table S5 for details.

Computer-generated likelihoods were as predictive of
college graduation as human raters in the
development sample
To compare the predictive validity of the computer-generated like-
lihoods with human ratings, we ran two logistic regression models
in which personal qualities predicted college graduation. The com-
puter-generated likelihoods were slightly more predictive than the
human ratings, but the difference in the areas under the curve
(AUCs) was not significant (AUChuman = 0.565, AUCcomputer =
0.574, ΔAUC = 0.009, and P = 0.274 for research assistants;
AUChuman = 0.587, AUCcomputer = 0.603, ΔAUC = 0.017, and P =
0.120 for admission officers). Coefficients were slightly larger for

computer-generated likelihoods as compared to human ratings (t
= 2.33, d = 0.882, and P = 0.059 for research assistants; t = 3.89, d
= 1.469, and P = 0.008 for admissions officers).

Computer-generated likelihoods were largely independent
of demographics but, in support of criterion validity,
predicted graduation in the holdout sample
Next, we applied the models fine-tuned on research assistants and
admissions officers to the holdout sample of 306,463 essays. For
both categories of models, reliability across models trained on dif-
ferent subsets of the data was high (range of Cronbach’s α = 0.990 to
0.997 for research assistants; range of Cronbach’s α = 0.988 to 0.998
for admission officers). Even when considering any two models,
they were likely to produce similar results (average intermodel cor-
relation ranged from 0.910 to 0.967 for research assistants and 0.896
to 0.978 for admission officers). Correlations between computer-
generated likelihoods for personal qualities from models trained
on research assistants and admissions officers ranged from 0.418
to 0.896, Ps < 0.001.

As in the development sample, computer-generated likelihoods
for personal qualities were similar across demographic subgroups
(mean |dRA| = 0.05 and mean |dAO| = 0.06). In contrast, and as ex-
pected, demographics were more strongly related to standardized
test scores (mean |d| = 0.38) and degree of participation in out-
of-school activities (mean |d| = 0.17). See tables S7 and S10
for details.

About 78% of students in the holdout sample graduated from
college within 6 years. As shown in model 1 in Table 3, comput-
er-generated likelihoods for personal qualities were each modestly
predictive of college graduation when controlling for each other
[odds ratios (ORs) from 1.041 to 1.132, Ps < 0.001, and AUC =
0.560 for research assistants; ORs from 1.048 to 1.252, Ps < 0.001,
and AUC = 0.576 for admission officers]. To estimate a ceiling on
how much the essays can predict subsequent college graduation, we
trained a RoBERTa model to predict college graduation from

Fig. 2. Complete or partial words on which RoBERTa models fine-tuned on research assistants relied most for generating personal quality scores. Font size is
proportional to word importance. Darker words are more common. Token “gru” is a fraction of the word “grueling,” and token “unte” is a fraction of the word “volunteer.”
Words importance is not invariant across essays, it depends on word context. Word importance and frequency were largely independent (r = −0.03 and P < 0.001). For
instance, for intrinsic motivation, the model relied more on the word “pleasure” then the word “fun,” but essays were more likely to contain the word “fun” then the word
“pleasure.”
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Table 3. ORs from binary logistic regression models predicting 6-year college graduation in the N = 306,463 holdout sample.

Research assistant Admission officer

(1) (2) (1) (2)

Computer-generated likelihoods of personal qualities

Prosocial purpose 1.132*** 1.075*** 1.252*** 1.116***

(0.005) (0.005) (0.006) (0.006)

Leadership 1.133*** 1.065*** 1.214*** 1.084***

(0.005) (0.005) (0.005) (0.005)

Teamwork 1.080*** 1.031*** 1.135*** 1.062***

(0.005) (0.005) (0.005) (0.005)

Learning 1.065*** 1.045*** 1.146*** 1.034***

(0.004) (0.005) (0.005) (0.005)

Perseverance 1.071*** 1.012** 1.089*** 1.047***

(0.005) (0.005) (0.005) (0.006)

Intrinsic motivation 1.068*** 1.007 1.142*** 1.009

(0.004) (0.005) (0.005) (0.005)

Goal pursuit 1.041*** 1.005 1.048*** 1.030***

(0.004) (0.005) (0.005) (0.005)

Race/ethnicity (vs. white)

Black 0.774*** 0.775***

(0.019) (0.019)

Latino 0.871*** 0.868***

(0.019) (0.019)

Asian 0.735*** 0.739***

(0.017) (0.017)

Other 0.749*** 0.750***

(0.017) (0.017)

No race reported 0.849*** 0.853***

(0.013) (0.013)

Parental education (vs. no parent w/ college degree)

One parent w/ college degree 1.199*** 1.198***

(0.012) (0.012)

Two parents w/ college degree 1.335*** 1.334***

(0.012) (0.012)

Female 1.435*** 1.430***

(0.010) (0.010)

Married parents 1.311*** 1.308***

(0.011) (0.011)

English language learner 0.769*** 0.774***

(0.015) (0.016)

Title 1 high school 0.951*** 0.947***

(0.013) (0.013)

Out-of-school activities (OSA)

Number of OSA 1.250*** 1.241***

(0.005) (0.005)

continued on next page
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students’ responses. This model achieved an out-of-sample AUC of
0.626, suggesting that consistent with previous research (20) essays
do encode information predictive of graduation outside of personal
qualities. The same procedure using personal qualities results in
smaller out-of-sample AUCs (AUCRA = 0.557 and AUCAO =
0.568). See section S8 for details.

As shown in model 2 in table S4, in the models trained on re-
search assistants, five of seven personal qualities remained predic-
tive of college graduation when controlling for each other,
demographics, standardized test scores, and out-of-school activities
(ORs from 1.012 to 1.075 and Ps < 0.01). In the models trained on
admissions officers, six of seven personal qualities remained predic-
tive (ORs from 1.030 to 1.116 and Ps < 0.01). See fig. S2 for details
on imputation.

As a further test for fairness, we tested whether the predictive
power of computer-generated likelihoods of personal qualities
was equivalent across subgroups. We added interaction terms
between each personal quality and standardized test scores and
each demographic characteristic. After controlling for multiple
comparisons (29), we confirmed that the predictive effect of person-
al qualities was equal across demographic subgroups. Comparative-
ly, the predictive accuracy of standardized tests differed across
subgroups (mean ∣β∣ = −0.053). We also tested for differences in
predictive validity in intersections of two demographic subgroups
(e.g., Black English language learners and women in title 1 high
schools). There were no consistent or theoretically interpretable
patterns in these intersectional analyses. See section S9 for details.

DISCUSSION
In a national dataset of over 300,000 college applications, we evalu-
ated an AI approach to measuring personal qualities from student
writing. Specifically, we fine-tuned RoBERTa language models
using expert ratings of prosocial purpose, leadership, teamwork,
learning, perseverance, intrinsic motivation, and goal pursuit, re-
spectively, in applicants’ essays about their out-of-school activities.
We found that these models demonstrated convergent, discrimi-
nant, and predictive validity, and this evidence was consistent
across demographic subgroups. In addition, computer-generated
scores were largely independent of demographics.

In contrast, two prior studies found that AI-extracted admission
essay content and style correlate with socioeconomic status. Alvero
et al. (20) found that students from wealthier families tend to write
about certain essay topics (e.g., human nature), whereas disadvan-
taged students tend to write about others (e.g., tutoring groups).
Likewise, Pennebaker et al. (31) found that categorical words
(e.g., articles, prepositions) versus dynamic words (e.g., pronouns,
adverbs) in college essays correlate with parental education at r =
0.22. Why do our results differ? It seems likely that personal qual-
ities are distributed more evenly across demographic subgroups
than the topics students choose to write about or the words they
use to do so. However, we cannot rule outmethodological differenc-
es. Alvero et al. (20) used essays from the University of California
system, and Pennebaker et al. (31) used essays from a large state uni-
versity. In contrast, our sample included a larger and more diverse
set of public and private 4-year colleges from across the United
States. In addition, both of these prior studies used personal state-
ments totaling several hundred words, whereas the essays to which
we had access were a maximum of 150 words and focused specifi-
cally on extracurricular activities and work experiences. Last, rather
than using unsupervised topic modeling or dictionary approaches,
we fine-tuned a language representationmodel using human ratings
that themselves were shown to be unbiased.

Several limitations of this investigation suggest promising direc-
tions for future research. First, while our national dataset was un-
usually large and diverse, it did not include the 650-word personal
essay now required by the Common Application. Unfortunately,
applicants in 2008 to 2009 submitted their personal essays as at-
tached PDF files that were not feasible to de-identify. A replication
and extension of our study using a more recent cohort of applicants
should not face this limitation.

Second, and relatedly, because the majority of applicants in our
sample submitted their high school transcripts as attached PDF files
that could not be de-identified, our dataset included high school
GPAs for only a subsample of 43,592 applicants whose school coun-
selors entered grades directly into the Common Application online
portal. While our robustness check using this subsample (see table
S52) affirms the conclusions of our main analyses, future research
should not face this limitation.

Research assistant Admission officer

(1) (2) (1) (2)

Time per OSA 1.088*** 1.083***

(0.004) (0.004)

Proportion sports 1.042*** 1.035***

(0.005) (0.005)

Standardized test scores 1.489*** 1.482***

(0.006) (0.006)

Constant 3.555*** 2.533*** 3.585*** 2.543***

(0.004) (0.014) (0.004) (0.014)

AUC 0.560 0.689 0.576 0.690

*P < 0.05. **P < 0.01. ***P < 0.001.
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Third, the observed effect sizes for personal qualities predicting
college graduation were modest, both in absolute terms and relative
to the predictive validity of standardized test scores. They were,
however, somewhat larger than predictive validities of question-
naire measures of personal qualities like growth mindset (32). As
context, a growing literature suggests that long-term life outcomes
are extremely difficult to predict with precision (33, 34), in part
because the greater the number of factors that determine an
outcome, the smaller the influence of any single one (35, 36). Relat-
edly, it is worth noting that myriad factors unmeasured in this in-
vestigation have been shown to influence college graduation,
including the ability to afford tuition payments (37), academic
preparation and support (38, 39), and sense of belonging (32, 40).

Fourth, college graduation was the only outcome available in our
dataset. We therefore could not evaluate the impact of personal
qualities on other aspects of college success, such as GPA, extracur-
ricular involvement, and contributions to the campus community,
nor on social or emotional well-being (41). This limitation, while
not atypical, illuminates a more general concern with research on
college admissions, namely, the lack of explicit, consensual priori-
ties for what college admissions decisions are aimed at optimizing
and how such outcomes are operationalized.

One unexpected benefit of evaluating AI approaches, therefore,
is the critical perspective brought to the current status of holistic
review and selective admissions. Thus, future research and practice
should focus on clarifying the goals of holistic review (8) before au-
tomating parts of the process.

Last, inter-rater reliability estimates and human-computer cor-
relations were lower for admissions officers than for research assis-
tants. These disparities may reflect differences in methodology (e.g.,
research assistants received more training on the coding instruc-
tions) or in rater perspective (e.g., heterogeneity in admission offi-
cers’ ratings may reflect differences in the priorities of their
universities). Our data do not distinguish between these possibili-
ties. Regardless, it seems likely that the more reliable ratings of re-
search assistants provided a more consistent signal for the models to
learn from, resulting in higher human-computer correlations for re-
search assistants compared to admissions officers. Notably, com-
puter-generated scores for personal qualities were at least as, if
not more, predictive of college graduation when the algorithm
was trained by admissions officers as when it was trained by research
assistants. While unexpected, this pattern of results underscores the
fact that increasing reliability does not always increase validity. By
analogy, a questionnaire can achieve nearly perfect internal reliabil-
ity when items are practically synonymous but only at the cost of
content and predictive validity (42).

In summary, this investigation suggests that an AI approach to
measuring personal qualities warrants both optimism and caution.
On one hand, our findings demonstrate that AI models trained on
human ratings are not only efficient (yielding millions of personal
quality scores in amatter of minutes, replicating human ratings with
uncanny precision) but also interpretable (as opposed to an inscru-
table black box) and auditable for fairness to demographic sub-
groups. On the other hand, Campbell’s law (43) states that the
more weight given to an assessment in high-stakes decisions (as
opposed to low-stakes research), the greater the incentive for distor-
tion. It is not hard to imagine how applicants might try to mold
their essays, perhaps using AI tools such as ChatGPT, to match
what admissions officers, and the algorithms they train, are

looking for. We can only assume that applicants from more advan-
taged backgrounds would be better positioned to do so. What is
more, algorithms make mistakes, in particular insofar as they look
for patterns and thus, by design, are blind to exceptions. For in-
stance, our fine-tuned RoBERTa model gives the sentence “I
donated heroin to the children’s shelter” an extremely high score
for prosocial purpose. Thus, we recommend AI be used to
augment, not replace, human judgment. No algorithm can decide
what the goals of a university’s admissions process should be or
what personal qualities matter most for that community. Seeing al-
gorithms as complements rather than replacements for human
judgment may also counter algorithm aversion, the tendency to
trust human decision-makers over algorithms, even in the face of
contradictory evidence (44). With these caveats in mind, we con-
cludewith the observation that progress in any field depends on dis-
satisfaction with the status quo; there is no doubt that when it comes
to the assessment of personal qualities in college admissions, we can
do better.

MATERIALS AND METHODS
Participants
After exclusions, our sample consisted of 309,594 students who
applied to universities in 2008 to 2009. To provide labeled data
for the machine learning algorithm, we set aside a development
sample consisting of 3131 applications for manual coding. We
used stratified random sampling to ensure representation across de-
mographic groups and levels of involvement in extracurricular ac-
tivities. The holdout sample was composed of the remaining
306,463 essays. We applied the fine-tuned algorithm to these
essays and tested the relationship between the computer-generated
likelihoods of personal qualities and demographics as well as college
graduation. See section S1 for details on missing data and exclusion
criteria.

Measures
Extracurriculars essay
In up to 150 words, applicants who completed the Common Appli-
cation were asked to respond to the following prompt: “Please
briefly elaborate on one of your activities or work experiences.”
We excluded all essays shorter than 50 characters, most of which
were mentions to attachments (e.g., “See attached”). The critical
role of extracurricular commitments (i.e., structured pursuits
outside of the classroom) in the expression and development of per-
sonal qualities in youth has been documented in the literature on
positive youth development (45, 46).
Standardized test scores
Over half (55%) of the holdout sample reported SAT scores, 14%
reported ACT scores, 25% reported both, and 6% reported
neither. Using published guidelines (47), we converted ACT
scores to SAT scores. For students who reported both test scores,
we selected the higher score, and for students who reported
neither, data were considered missing.
Extracurricular activities
Applicants listed up to seven extracurricular activities and for each,
indicated the years they had participated. For each applicant, we
computed the total number of extracurricular activities, mean
years per activity, and the proportion of activities that were sports.
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Demographics
We obtained the following demographic information from the
Common Application: race/ethnicity, parental education, gender,
parents’ marital status, English language learner status, and type
of high school (i.e., title 1 public school versus other kinds
of schools).
College graduation
We obtained data from the 2015 National Student Clearinghouse
(NSC) database (www.studentclearinghouse.org) to create a
binary 6-year graduation measure (0 = did not earn a bachelor’s
degree from a 4-year institution within 6 years of initial enrollment;
1 = earned a bachelor’s within 6 years). We obtained institutional
rates of graduation within 6 years from the National Center for Ed-
ucational Statistics. We control for any potential effects of baseline
institutional effects on the odds of graduation in the table S53.

Analytic strategy
To handle missing data, we used multiple imputation (m = 25),
using the mice package in R (48). We used predictive mean match-
ing for graduation rates and college admissions test scores. For
school type, we used polytomous regression. In the holdout
sample, 5.7, 12.2, and 7.1% of students were missing data on admis-
sions test scores, 6-year institutional graduation rates, and high
school title 1 status, respectively.

In binary logistic regression models, we standardized all contin-
uous variables to facilitate interpretation of ORs. Factor variables
were dummy coded and, along with binary variables, were not stan-
dardized, such that the effects shown indicate the expected change
in the odds of each variable relative to the comparison group.When
averaging correlations together, we transformed the correlation co-
efficients to z scores using Fisher’s transformation, averaged them,
and transformed them back to correlation coefficients.

Following convention, we report P values for our analyses. It is
important to note that P values do not directly indicate practical im-
portance, especially in the context of large sample sizes. With larger
samples, even small effects can yield statistically significant results,
potentially misleading interpretations of the findings. Therefore, we
emphasize the importance of focusing on effect sizes, which provide
a more meaningful measure of the magnitude of associations or
differences.

RoBERTa fine-tuning procedure
RoBERTa (26) is an advanced language representation model con-
sidered a meaningful innovation that improves on prior algorithms
in the field of natural language processing. It is a deep neural
network that has been pretrained by having it predict masked
words in extremely large volumes of generic text (i.e., books and
English Wikipedia). The fine-tuning process consists of adjusting
the parameters of the final layers to maximize predictive accuracy
in particular tasks (e.g., text classification) and in a particular
corpus of text (e.g., admissions essays).

We used a subset of essays that were not manually coded to do a
round of pretraining to optimize the RoBERTa model to our admis-
sion essay corpus. To do this, we trained RoBERTa to predict a
masked word given the surrounding words. This process resulted
in a RoBERTa model optimized for the particular prompt the
essays in our corpus were answering. See section S2 for technical
details on the pretraining process.

To begin the fine-tuning procedure, the second and third
authors read random batches of 50 applicant essays to identify
salient personal qualities commonly identified by colleges as desir-
able and/or shown in prior research to be related to positive life out-
comes. After reading and discussing nine batches of 450 essays each,
they developed criteria for seven personal qualities: prosocial
purpose, leadership, teamwork, learning, perseverance, intrinsic
motivation, and goal pursuit.

Next, we trained five research assistants to apply these criteria
until each coder achieved adequate inter-rater reliability with
either the second or third author across all seven attributes (Krip-
pendorff’s α > 0.80). Raters then coded all 3131 essays in the devel-
opment sample. Most of the essays were coded by a single rater (n =
2925; 93% of the development sample). To assess inter-rater reli-
ability, pairs of raters independently coded a subset of essays (n =
206; 7% of the development sample).

In addition, we recruited 36 admissions officers to provide
expert ratings of personal qualities. We recruited them through
Character Collaborative, a mailing list sent by National Association
for College Admission Counseling (NACAC), and the College
Guidance Network. admissions officers completed a short training,
which consisted on reading definitions, examples, and rating an
example essay, and then were able to rate as many essays as they
desired. Each admissions officer rated an average of 86 essays.
Each essay in the development sample was rated by two different
admissions officers.

We used these manually annotated datasets to fine-tune two sets
of separate RoBERTamodels to estimate the probability of each per-
sonal quality: one set on the ratings by research assistants and one
set on the ratings by admission officers. After fine-tuning these
models, we evaluated the performance of the models and applied
it to the holdout sample of 306,463 essays, yielding more than
two million continuous codes.

Ethics statement
This research was approved by the University of Pennsylvannia IRB.

Supplementary Materials
This PDF file includes:
Sections 1 to 10
Figs. S1 to S7
Tables S1 to S53
References

REFERENCES AND NOTES
1. National Research Council, Assessing 21st Century Skills: Summary of a Workshop (The Na-

tional Academies Press, 2011).

2. T. E. Moffitt, L. Arseneault, D. Belsky, N. Dickson, R. J. Hancox, H. Harrington, R. Houts,
R. Poulton, B. W. Roberts, S. Ross, M. R. Sears, W. M. Thomson, A. Caspi, A gradient of
childhood self-control predicts health, wealth, and public safety. Proc. Natl. Acad. Sci. 108,
2693–2698 (2011).

3. M. Almlund, A. L. Duckworth, J. Heckman, T. Kautz, Personality Psychology and Economics.
Handbook of the Economics of Education (Elsevier, 2011), vol. 4, pp. 1–181.

4. S. B. Robbins, K. Lauver, H. Le, D. Davis, R. Langley, A. Carlstrom, Do psychosocial and study
skill factors predict college outcomes? A meta-analysis. Psychol. Bull. 130, 261–288 (2004).

5. P. C. Kyllonen, A. A. Lipnevich, J. Burrus, R. D. Roberts, Personality, motivation, and college
readiness: A prospectus for assessment and development. ETS Res. Rep. Ser. 2014,
1–48 (2014).

6. A. L. Coleman, J. L. Keith, Understanding Holistic Review in Higher Education Admissions,
Tech. rep., College Board (2018).

S C I ENCE ADVANCES | R E S EARCH ART I C L E

Lira et al., Sci. Adv. 9, eadg9405 (2023) 12 October 2023 9 of 10

http://www.studentclearinghouse.org


7. J. Karabel, The Chosen: The Hidden History of Admission and Exclusion at Harvard, Yale, and
Princeton. (Houghton Mifflin Harcourt, 2005).

8. M. N. Bastedo, N. A. Bowman, K. M. Glasener, J. L. Kelly, What are we talking about when we
talk about holistic review? Selective college admissions and its effects on low-SES students.
J. High. Educ. 89, 782–805 (2018).

9. R. Starkman, Confessions of an Application Reader. The New York Times (2013).

10. T. R. Anderson, R. Weissbourd, Character Assessment in College Admission, Tech. rep.,
Making Caring Common Project (2020).

11. D. Kahneman, O. Sibony, C. R. Sunstein, Noise: A Flaw in Human Judgment (Harper
Collins, 2021).

12. J. P. Rushton, C. J. Brainerd, M. Pressley, Behavioral development and construct validity:
The principle of aggregation. Psychol. Bull. 94, 18–38 (1983).

13. E. Hoover, Working smarter, not harder, in admissions. The Chronicle of Higher Educa-
tion (2017).

14. M. Korn, Some elite colleges review an application in 8 minutes (or less). Wall Street
Journal (2018).

15. L. Tay, S. E. Woo, L. Hickman, B. M. Booth, S. D’Mello, A conceptual framework for inves-
tigating and mitigating machine-learning measurement bias (MLMB) in psychological
assessment. Adv. Methods Pract. Psychol. Sci. 5, 1–30 (2022).

16. L. Hickman, N. Bosch, V. Ng, R. Saef, L. Tay, S. E. Woo, Automated video interview per-
sonality assessments: Reliability, validity, and generalizability investigations. J. Appl.
Psychol. 107, 1323–1351 (2022).

17. J. Manyika, J. Silberg, B. Presten, What do we do about the biases in AI? Harvard Business
Review pp. 1–5 (2019).

18. Z. Obermeyer, B. Powers, C. Vogeli, S. Mullainathan, Dissecting racial bias in an algorithm
used to manage the health of populations. Science 366, 447–453 (2019).

19. D. Ensign, S. A. Friedler, S. Neville, C. Scheidegger, S. Venkatasubramanian, Runaway
feedback loops in predictive policing. Proc. Mach. Learn. Res. 81, 160–171 (2018).

20. A. Alvero, S. Giebel, B. Gebre-Medhin, A. L. Antonio, M. L. Stevens, B. W. Domingue, Essay
content and style are strongly related to household income and SAT scores: Evidence from
60,000 undergraduate applications. Sci. Adv. 7, eabi9031 (2021).

21. M. O. Riedl, Human-centered artificial intelligence and machine learning. Hum. Behav.
Emerg. Technol. 1, 33–36 (2019).

22. B. Shneiderman, Human-centered artificial intelligence: Three fresh ideas. AIS Trans. Hum.-
Comput. Interact. 12, 109–124 (2020).

23. D. Gunning, M. Stefik, J. Choi, T. Miller, S. Stumpf, G.-Z. Yang, XAI–Explainable artificial
intelligence. Sci. Robot. 4, eaay7120 (2019).

24. Our Selection Process (2021).

25. O. Lobel, The Equality Machine: Harnessing Digital Technology for a Brighter, More Inclusive
Future (Public Affairs, 2022).

26. Y. Liu, M. Ott, N. Goyal, J. Du, M. Joshi, D. Chen, O. Levy, M. Lewis, L. Zettlemoyer,
V. Stoyanov, RoBERTa: A Robustly Optimized BERT Pretraining Approach (2019).
ArXiv:1907.11692 [cs].

27. C. Pierse, Transformers Interpret (2021). Original-date: 2020–05-27T20:32:08Z.
28. J. D. Janizek, P. Sturmfels, S.-I. Lee, Explaining Explanations: Axiomatic Feature Interactions

for Deep Networks (2020).

29. Y. Benjamini, D. Yekutieli, The control of the false discovery rate in multiple testing under
dependency. Ann. Statist. 29, 1165–1188 (2001).

30. L. Kamas, A. Preston, Empathy, gender, and prosocial behavior. J. Behav. Exp. Econ. 92,
101654 (2021).

31. J. W. Pennebaker, C. K. Chung, J. Frazee, G. M. Lavergne, D. I. Beaver, When small words
foretell academic success: The case of college admissions essays. PLOS ONE 9,
e115844 (2014).

32. J. P. Goyer, G. M. Walton, D. S. Yeager, The role of psychological factors and institutional
channels in predicting the attainment of postsecondary goals. Dev. Psychol. 57,
73–86 (2021).

33. M. J. Salganik, I. Lundberg, A. T. Kindel, C. E. Ahearn, K. Al-Ghoneim, A. Almaatouq,
D. M. Altschul, J. E. Brand, N. B. Carnegie, R. J. Compton, D. Datta, T. Davidson, A. Filippova,
C. Gilroy, B. J. Goode, E. Jahani, R. Kashyap, A. Kirchner, S. McKay, A. C. Morgan, A. Pentland,
K. Polimis, L. Raes, D. E. Rigobon, C. V. Roberts, D. M. Stanescu, Y. Suhara, A. Usmani,
E. H. Wang, M. Adem, A. Alhajri, B. AlShebli, R. Amin, R. B. Amos, L. P. Argyle, L. Baer-Bositis,
M. Büchi, B.-R. Chung, W. Eggert, G. Faletto, Z. Fan, J. Freese, T. Gadgil, J. Gagné, Y. Gao,
A. Halpern-Manners, S. P. Hashim, S. Hausen, G. He, K. Higuera, B. Hogan, I. M. Horwitz,
L. M. Hummel, N. Jain, K. Jin, D. Jurgens, P. Kaminski, A. Karapetyan, E. H. Kim, B. Leizman,
N. Liu, M. Möser, A. E. Mack, M. Mahajan, N. Mandell, H. Marahrens, D. Mercado-Garcia,
V. Mocz, K. Mueller-Gastell, A. Musse, Q. Niu, W. Nowak, H. Omidvar, A. Or, K. Ouyang,
K. M. Pinto, E. Porter, K. E. Porter, C. Qian, T. Rauf, A. Sargsyan, T. Schaffner, L. Schnabel,
B. Schonfeld, B. Sender, J. D. Tang, E. Tsurkov, A. van Loon, O. Varol, X. Wang, Z. Wang,
J. Wang, F. Wang, S. Weissman, K. Whitaker, M. K. Wolters, W. L. Woon, J. Wu, C. Wu, K. Yang,

J. Yin, B. Zhao, C. Zhu, J. Brooks-Gunn, B. E. Engelhardt, M. Hardt, D. Knox, K. Levy,
A. Narayanan, B. M. Stewart, D. J. Watts, S. McLanahan, Measuring the predictability of life
outcomes with a scientificmass collaboration. Proc. Natl. Acad. Sci. 117, 8398–8403 (2020).

34. T. Martin, J. M. Hofman, A. Sharma, A. Anderson, D. J. Watts, Proceedings of the 25th Inter-
national Conference on World Wide Web (International World Wide Web Conferences
Steering Committee, Montréal Québec Canada, 2016), pp. 683–694.

35. S. Ahadi, E. Diener, Multiple determinants and effect size. J. Pers. Soc. Psychol. 56,
398–406 (1989).

36. F. M. Götz, S. D. Gosling, P. J. Rentfrow, Small effects: The indispensable foundation for a
cumulative psychological science. Perspect. Psychol. Sci. 17, 205–215 (2022).

37. S. Goldrick-Rab, Following their every move: An investigation of social-class differences in
college pathways. Sociol. Educ. 79, 61–79 (2006).

38. D. Hepworth, B. Littlepage, K. Hancock, Factors influencing university student academic
success. Educ. Res. Q. 42, 45–61 (2018).

39. S. F. Porchea, J. Allen, S. Robbins, R. P. Phelps, Predictors of long-term enrollment and
degree outcomes for community college students: Integrating academic, psychosocial,
socio-demographic, and situational factors. J. High. Educ. 81, 680–708 (2010).

40. M. C. Murphy, M. Gopalan, E. R. Carter, K. T. U. Emerson, B. L. Bottoms, G. M. Walton, A
customized belonging intervention improves retention of socially disadvantaged students
at a broad-access university. Sci. Adv. 6, eaba4677 (2020).

41. W. W. Willingham, Success in College: The Role of Personal Qualities and Academic Ability
(College Board Publications, 1985).

42. J. D. W. Clifton, Managing validity versus reliability trade-offs in scale-building decisions.
Psychol. Methods 25, 259–270 (2020).

43. D. T. Campbell, Assessing the impact of planned social change. Eval. Program Plann. 2,
67–90 (1979).

44. B. J. Dietvorst, J. P. Simmons, C. Massey, Algorithm aversion: People erroneously avoid
algorithms after seeing them err. J. Exp. Psychol. Gen. 144, 114–126 (2015).

45. J. L. Mahoney, R. W. Larson, J. S. Eccles, H. Lord, Organized activities as developmental
contexts for children and adolescents. Organized activities as contexts of development: Ex-
tracurricular activities, after-school and community programs pp. 3–22 (2005).

46. R. W. Larson, Toward a psychology of positive youth development. Am. Psychol. 55,
170–183 (2000).

47. ACT, ACT-SAT concordance: A tool for comparing scores (2013).

48. S. van Buuren, K. Groothuis-Oudshoorn, mice: Multivariate imputation by chained equa-
tions in R. J. Stat. Softw. 45, 1–67 (2011).

49. S. Hutt, M. Gardener, D. Kamentz, A. L. Duckworth, S. K. D’Mello, Proceedings of the 8th
International Conference on Learning Analytics and Knowledge (ACM, Sydney New South
Wales Australia, 2018), pp. 280–289.

50. R. Boyd, A. Ashokkumar, S. Seraj, J. Pennebaker, The Development and Psychometric Prop-
erties of LIWC-22 (2022).

Acknowledgments: We thank N. Yee, X. Wang, The Character Collaborative, NACAC, and
D. Crone for the help in this research. We thank S. Walter Kotlinski, L. Mortini, Z. Stenson,
C. Vanni, J. Stephens, S. Kastner Tree, R. Luo, E. Lecroy, M. Baryenbruch, T. Tzeng, B. E. Bolden,
K. Putnam, K. Kindbom, J. Medina, J. Saluti, M. Ogawa, M. K. Ogawa, R. Sang-urai Harms,
H. Fomin, S. C. Murphy, J. Rice, J. Johnson, S. Metruk, H. Buttrey, L. Kawakami, F. L. A. Beadle,
A. Jacobsmeier, and F. Hines, who provided expert ratings of personal qualities. We also thank
D. Kamentz for assistance in acquiring the data and for general advice and to P. Goyer for
assistance in coding the NSC data. Funding: This research was supported by the Charles and
Lynn Schusterman Family Philanthropies, the Walton Family Foundation, the Mindset Scholars
Network, the Bill & Melinda Gates Foundation, the Joyce Foundation, the Overdeck Family
Foundation, and the Raikes Foundation. Any opinions, findings and conclusions, or
recommendations expressed in this paper are those of the authors and do not necessarily
reflect the views of the funding agencies. Author contributions: B.L.: conceptualization, data
curation, formal analysis, methodology, project administration, resources, software,
supervision, validation, writing (original draft), and writing (review and editing). M.G.: data
curation and investigation. A.Q. data curation and investigation. C.S.: software. A.R.:
methodology, software, and validation. L.U.: conceptualization methodology, supervision,
validation, and writing (review and editing). S.H.: data curation, methodology, and resources.
L.H.: methodology and writing (review and editing). S.K.D.: conceptualization, data curation,
formal analysis, funding acquisition, investigation, methodology, software, visualization,
writing (original draft), andwriting (reviewand editing). A.L.D.: conceptualization, data curation,
funding acquisition, investigation, methodology, project administration, resources, software,
supervision, validation, writing (original draft), and writing (review and editing). Competing
interests: The authors declare that they have no competing interests. Data and materials
availability: Analysis files are available at https://zenodo.org/record/8250087. The raw data for
this study are not available to protect the privacy and anonymity of the applicants, per our data
use agreement with the Common Application. Please contact B. Kim at the Common
Application (bkim@commonapp.org) for questions pertaining to student application data, and

S C I ENCE ADVANCES | R E S EARCH ART I C L E

Lira et al., Sci. Adv. 9, eadg9405 (2023) 12 October 2023 10 of 10

https://zenodo.org/record/8250087
mailto:bkim@commonapp.org

	INTRODUCTION
	RESULTS
	Model interpretability
	Convergent and discriminant validity of computer-generated likelihoods in the development sample
	Convergent validity does not vary by demographic subgroup in the development sample
	Human ratings and computer-generated likelihoods were largely unrelated to demographics in the development sample
	Computer-generated likelihoods were as predictive of college graduation as human raters in the development sample
	Computer-generated likelihoods were largely independent of demographics but, in support of criterion validity, predicted graduation in the holdout sample

	DISCUSSION
	MATERIALS AND METHODS
	Participants
	Measures
	Extracurriculars essay
	Standardized test scores
	Extracurricular activities
	Demographics
	College graduation

	Analytic strategy
	RoBERTa fine-tuning procedure
	Ethics statement

	Supplementary Materials
	This PDF file includes:

	REFERENCES AND NOTES
	Acknowledgments

