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One of the most troubling trends in criminal investigations 
is the growing use of “black box” technology, in which 
law enforcement rely on artificial intelligence (AI) models 
or algorithms that are either too complex for people to 
understand or they simply conceal how it functions. In 
criminal cases, black box systems have proliferated in forensic 
areas such as DNA mixture interpretation, facial recognition, 
and recidivism risk assessments. The champions and critics 
of AI argue, mistakenly, that we face a catch 22: While 
black box AI is not understandable by people, they assume 
that it produces more accurate forensic evidence. In this 
Article, we question this assertion, which has so powerfully 
affected judges, policymakers, and academics. We describe 
a mature body of computer science research showing how 
“glass box” AI—designed to be interpretable—can be more 
accurate than black box alternatives. Indeed, black box AI 
performs predictably worse in settings like the criminal system. 
Debunking the black box performance myth has implications 
for forensic evidence, constitutional criminal procedure 
rights, and legislative policy. Absent some compelling—or 
even credible—government interest in keeping AI as a black 
box, and given the constitutional rights and public safety 
interests at stake, we argue that a substantial burden rests 
on the government to justify black box AI in criminal cases. 
We conclude by calling for judicial rulings and legislation to 
safeguard a right to interpretable forensic AI.

AI | algorithms | interpretability | explainability | glass box

The rapid growth in the use of artificial intelligence (AI) and 
algorithmic decision-making, now a “constant presence” in 
our daily lives (1), has far outpaced our legal system’s ability 
to regulate the technology and ensure that our rights are 
protected (2). This global challenge has been deepened by 
the pervasive use of “black box” systems designed to be non-
interpretable, meaning that its processes cannot be fully 
understood by laypeople or by experts (3). Sometimes, as 
with AI systems developed through machine learning, the 
system is designed not to be understandable. In other set-
tings, human-designed algorithms are instead treated as a 
black box, because the government or corporations simply 
refuse to disclose how it works. In the criminal justice system, 
as we have detailed in forthcoming work, black box technology 
used to examine forensic evidence poses heightened risks to 
both public safety and to fundamental human and constitu-
tional rights (4). Already, criminal defendants have litigated 
challenges, with limited success, to the use of black box sys-
tems to analyze complex DNA mixtures, risk assessments used 
in pretrial decision-making and sentencing, and facial recog-
nition systems used to identify suspects (5). Yet, “[o]ne of the 
major obstacles to challenging potential civil rights abuses 
via algorithm is the opacity of such black box technology” (6).

In one telling example, a federal judge took the unusual 
step of ordering that the Office of the Chief Medical Examiner 
in New York City disclose the source code for its probabilistic 
genotyping software, used to analyze mixtures of DNA (7). 
As a result, a series of concerns regarding accuracy came 
to light, and the software was eventually discontinued (7). 
In a subsequent 2019 ruling, a state trial judge found that 
it was an error to rely on such forensic evidence and sug-
gested that any convictions that resulted from use of the 
software should be reviewed. The judge emphasized that 
the software was a “black box’”, which no independent 
expert was provided an opportunity to examine. This was 
particularly concerning, the judge noted, where “estimates 
as to the likelihood of an incorrect conclusion where there 
actually are four or more contributors [to the DNA sample] 
run to over 50%” (8).

However, many other judges have instead assumed that 
black box use of algorithms or AI has real value in criminal 
cases. Thus, in the same area of forensic DNA mixture inter-
pretation, a Pennsylvania appellate court rejected a defense 
challenge, denying the request for review by independent 
scientists of the underlying “proprietary” software (9). The 
court emphasized “it would not be possible to market” the 
software “if it were available for free.” (9). Other courts, like 
the New York Court of Appeals tolerate similar proprietary 
use of forensics in criminal cases by concluding it is reliable, 
based on studies done by the corporate provider (who has 
monetary incentives to produce favorable results), and plac-
ing the burden on the defense to show a “particularized” 
need for access (10). Developing a market for a product that 
serves the public interest could be a laudable goal. However, 
such rulings far too readily assume that such black box sys-
tems have been demonstrated to be accurate and that there 
is some substantial justification for maintaining its operation 
as a secret. As we describe, there are strong reasons to ques-
tion that assumption.
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Interpretable Versus Explainable AI

We focus in this article on the distinction between interpret-
ability and explainability. This distinction has not been made 
clear by many in the computer science and legal communi-
ties. As a result, many have meant quite different things by 
terms like “open,” or “transparent,” or “interpretable,” or 
“explainable” AI. Unfortunately, despite their “open” brand-
ing, many uses of AI still lack what we call interpretability. 
While we do not mean to pedantically suggest that terminol-
ogy is all that matters, or that all need to agree on the same 
word choices, we believe that it is crucial to be precise about 
the definitions of certain key AI concepts. Whether the same 
terminology is chosen, both the theoretical computer science 
and the legal communities need to be more consistent in the 
use of these concepts.

Artificial Intelligence. First, to define relatively straightforward 
terms, “artificial intelligence” simply refers to machines that 
perform tasks that are typically performed by humans and that 
normally require human intelligence. “Machine learning” is a 
subfield of AI, and it heavily overlaps with predictive statistics. 
Machine learning is a kind of pattern-mining, where data are 
supplied to the machine, which relies on past patterns to 
develop methods for making recommendations for what to 
do next. “Deep learning” refers to neural networks, a specific 
type of machine learning model, which uses compositions 
of functions (i.e., a function of a function of a function, etc.). 
This makes its calculations particularly difficult for a human 
to understand, but also gives the models powerful predictive 
capacity for images, text, or time-series. An algorithm need not 
be created by machine learning, however. Many algorithms can 
and have been created by humans, and do not involve statistical 
models learning from data.

Interpretability. By “interpretable” AI, we refer to predictive 
models whose calculations are inherently capable of being 
understood by people. In contrast, by “explainable” we refer 
to efforts to provide post hoc explanations for models, 
which could be black box models. This distinction between 
interpretable and explainable is extremely important, we 
argue.

An interpretable AI system is a glass box system. A person 
can see how the AI system works and what information it 
relies upon in a particular instance. The predictive model is 
disclosed to the users. The system is a “glass box” and not a 
“black box.” It provides information regarding the model, the 
factors used to provide a result, and how those factors were 
in fact combined to provide a result.

The underlying models, or algorithms, used by the AI may 
be extremely complex. However, the factors that the model 
ultimately relies upon may be quite simple and understand-
able. For cases involving complex “raw” data–like images, the 
algorithm can show its work in readily understandable ways. 
For instance, there are interpretable neural networks that 
show their calculations by highlighting not only what pixels 
they used, but how they compared the relevant parts of a 
current image to the relevant parts of training images in 
order to make their prediction. Or, some simple risk assess-
ment instruments are depicted in a simple one- or two-page 
worksheet that assigns points based on certain factors, like 
the person’s age, prior offenses, and current offense. A social 

worker or judge can easily see how much weight each factor 
has and why a person is deemed high or low risk, even if they 
may not understand how the data were used to generate 
the scheme or how accurate it is.

Transparency. Model “transparency” is different than interpre
tability: If the formula for the model is not shared, it is not 
transparent. It is possible for a model to be interpretable 
but not transparent, in the sense that the reasoning process 
behind an individual prediction is shared, but one cannot 
validate the model on a test set because one does not have 
access to the full model. It is also possible for a model to 
be transparent but not interpretable, which is the case for 
most public models, whose formulas are too complicated 
to understand.

Explainability. The less desirable type of approach, 
“explainable AI,” develops black box models from data (either 
nontransparent or too complex to be understood by humans), 
and then queries the black box, in effect, to provide an account 
of what the algorithm may have done. These explanations 
do not open the black box. Instead, the researcher, without 
relying on an understanding of the model, relies on its inputs 
and outputs to generate explanations for what the key 
factors were, in general, or in a particular instance. In effect, 
this approach uses proxies to explain what the AI may have 
done.

Explainable AI might be better than shrouding the AI in 
complete secrecy, if the only alternative were a black box. 
Perhaps that is why many in the AI community have empha-
sized that explainable AI (or XAI) is a comparatively good 
thing. We do agree that with explainable AI, the user might 
better understand what might have been done than if no 
explanation was provided at all.

There are serious problems with explainable AI. Expla
nations are not always faithful to the model’s calculations. 
In other words, explanations can often be wrong. Many 
explainable methods disagree with each other, illustrating 
why we cannot trust them. We have no way of knowing which 
one(s) are correct (if any actually are). Explanations also tend 
to be wrong on more difficult decisions (cases close to the 
decision boundary), which are precisely the cases where we 
need explanations to be correct. Explanations may not even 
be needed on easier decisions, because the decision may be 
obvious anyway. Explanations (even wrong ones) also may 
lend more authority to the black box, justifying its use in the 
first place.

We view post hoc explanations as misleading and inap-
propriate in high-stakes settings, like in criminal cases. That 
is why we view the distinction between interpretable and 
explainable models as an important one. As we discuss, how-
ever, there is now a powerful case that interpretable AI is 
superior for key forensic tasks.

The Black Box Performance Myth. We write to counter the 
widely held myth that the use of black box systems, despite 
the risk to constitutional rights, is a necessary evil, because 
they have an inherent performance advantage over simpler 
or open systems (11). In academic and policy debates, both 
champions and critics of black box AI argue that we face a 
catch-22: They assume that while black box systems are not 
interpretable, they achieve far greater predictive accuracy. 
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As one scholar put it: “making an algorithm explainable may 
result in a decrease in its accuracy.” (12). Such claims are often 
repeated in the computer science, policy, and law literatures 
(13, 14). The proponents claim these systems represent 
innovation and higher performance, and therefore private 
markets in the creation of such black box technologies should 
be supported—even if they eviscerate the constitutional 
rights of criminal defendants. Thus, some argue that “instead 
of worrying about the black box, we should focus on the 
opportunity,” that AI technology may provide (15).

Some of the most trenchant critics of black box AI similarly 
emphasize how AI derives its efficiency and effectiveness from 
its “inherently uninterpretable” associations and processes 
(16). One called it as difficult to understand black box AI as it 
is to “understand the networks inside” the human brain (17). 
Or, another stated that since “it may not be possible to truly 
understand how a trained AI program is arriving at its deci-
sions or predictions,” we are faced with a decision whether to 
embrace or reject the black box (18). Thus the claim that we 
face such a trade-off lies at the heart of efforts to both critique 
and retain black box and often private control over AI.

This false dilemma appears to leave society in a bind. 
There is a need to improve on biased and fallible human 
decision-making, which has contributed to record levels of 
incarceration in the United States (19). We cannot run data-
base searches or regressions in our heads when making 
important decisions, and we can fall prey to biases.

Yet, one cannot even assess whether AI provides real ben-
efits without knowing how the AI works, how well it works, 
and how it is used in practice. Not only are the benefits of 
black box AI unclear but the black box obscures the costs. 
Black box AI can magnify racial biases in existing systems, 
such as criminal justice (20), and early uses of AI in criminal 
justice have realized many critics’ worst fears regarding 
errors, racial bias, punitiveness, nontransparency, and pri-
vacy invasions (21). Yet, AI secrecy in the criminal system is 
far from necessary or inevitable—it is an avoidable and poor 
policy choice. In the criminal system, both fairness and public 
safety benefit from glass box AI—and therefore, judges and 
lawmakers should firmly recognize a right to glass box AI in 
criminal cases.

In machine learning, as we will discuss, there are two 
regimes: one for standard tabular data (that comes in tables, 
e.g., demographic or criminal history data), and complex 
“raw” data (images, soundwaves, etc.). For tabular data, very 
small interpretable models can often perform as well as black 
box models on benchmark datasets if they are optimized 
carefully. For image data, where neural networks are the only 
technique that performs well currently, interpretable neural 
networks perform as well as black box neural networks. Thus, 
for either tabular data or images, interpretable models are 
generally as accurate as the best of the black box models 
when applied to benchmark datasets (22).

Special Cause For Accuracy Concerns in Forensics. AI systems face 
three basic challenges: 1) the problems of training and input 
data; 2) validation; and 3) interpretation and transparency. 
First, a “predictive model” is a formula that takes a new 
observation (represented by a set of features, such as statistics 
of the person’s criminal history, age, prison misconduct history, 
and education) and produces a prediction (e.g., there is a 14% 

chance of re-arrest within 2  y of release). These predictive 
models—black box or interpretable—are sometimes created 
by machine learning algorithms, which use a database of past 
cases (the training data) to create the predictive model in a way 
that it is accurate for the past cases, and hopefully, predictive 
of future cases. Second, validation of the model uses a new 
dataset, called a “test set,” which must be separate from the 
training data used to develop the model. That evaluation 
procedure should be reproducible by other researchers. Third, 
predictive models cannot be interpreted or explained to others, 
if they are “black box” models with formulas too complicated 
for humans to comprehend or their design is not shared with 
others. Conversely, predictive models are glass box models, or 
“interpretable” models, when the formula is understandable 
by humans.

Each of these three basic challenges poses particular chal-
lenges to AI systems seeking to provide forensic evidence in 
criminal cases. First, regarding data, criminal justice data are 
often noisy, highly selected and incomplete, and full of errors. 
As Justice Ruth Bader Ginsburg put it, although databases 
“form the nervous system of contemporary criminal justice 
operations,” nevertheless, “[t]he risk of error stemming from 
these databases is not slim.” (23). In a highly localized and 
fragmented system, information on other outcomes, such 
as arrests, jail detention, sentencing, and incarceration, may 
be far more lacking.

To provide just one example, “there are no nationally rep-
resentative data available on the numbers of misdemeanor 
arrests and convictions, let alone data about pretrial deten-
tion rates, bail, or sentencing.” (24). Indeed, in 2021, during 
the transition from the Uniform Crime Reporting (UCR) pro-
gram to the new National Incident-Based Reporting System 
(NIBRS), about 40% of law enforcement agencies did not 
report data to the FBI (25). Further, where most crimes go 
unreported, and where criminal victimization itself, “is a rel-
atively rare event,” what law enforcement does not know is 
substantial (26). In general, criminal behavior is not only 
uncommon and hard to detect, but involves hard to predict 
actions and “noise.”

Turning from police data to criminal court data, we 
observe the same types of data challenges. Outcomes in 
criminal cases reflect a range of subjective and discretionary 
decisions by various actors, including pretrial services and 
other social workers, prosecutors, defense lawyers, judges, 
and jurors. Postarrest outcomes in court often depend on 
negotiations between counsel, where most cases are 
resolved through plea bargaining, which is typically not doc-
umented, and many cases are dismissed, while cases pro-
ceeding to trial rely on judgments of jurors (27). Basic case 
information and sentencing data may be highly incomplete 
as well, and data entry failures can magnify in their conse-
quences when consolidated in larger databases (28).

When an AI system relies on past data to form predictions 
about a present-moment case or situation, the data in the 
present case at hand may also be lacking. Something as basic 
as the wrong address information can lead to an erroneous 
arrest. In the criminal justice setting: “Errors are evidently 
pervasive, systematic, frequently related to behaviors and 
policies of interest, and unlikely to conform to convenient 
textbook assumptions.” (26). Basic typographical errors in 
inputs to black box recidivism prediction models have led to 
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catastrophic errors deeply affecting people’s lives (29). In a 
black box system, one cannot detect such errors in applica-
tion to a case. To be sure, an interpretable AI system does 
not alone ensure that errors in data are corrected. But it 
makes it possible, at least, for people to examine how the 
system reached a conclusion and correct the record in a case.

Second, using interpretable or glass box AI, we can far 
more readily validate the system and detect and correct 
errors in the system. A predictive model should be evaluated 
using test data, and that evaluation should be replicable by 
others, which can (practically) only happen given transpar-
ency and interpretability of the model’s formula, in addition 
to sharing the code and formulas themselves with outsiders. 
In criminal justice settings, those basic types of evaluations 
are not often required; judges often simply assume valida-
tions have occurred without inquiring. Beyond interpretabil-
ity, it is crucial that underlying code and formulas be shared; 
failure to share algorithms is antithetical be scientific stand-
ards regarding replicability and peer-review. In order to con-
sider anything to be an evidence-based practice, such 
validations must be conducted, and all the more so if it is a 
practice designed to influence decisions in high-risk settings 
like the criminal justice system.

Third, interpretability is particularly important in legal set-
tings, where human users of a system, such as police, lawyers, 
judges, and jurors, cannot fairly and accurately use what they 
cannot understand. To be sure, there are degrees to which 
users will actually understand outputs from AI systems. Even if 
a system is glass box and interpretable, it is also important that 
the outputs be more than understandable by humans, but 
actually understood in practice. The outputs should be 
explained well to the types of people that must rely on them. 
There has been more work on how to present quantitative 
information, including AI outputs, in a way that users appropri-
ately understand and use. However, as a first step, the output 
must be interpretable; next, we must ensure that they are con-
veyed well. The utter lack of interpretability may explain why, 
as discussed further, judges have often not adequately scruti-
nized black box AI and, more generally, black box algorithms.

The Superiority of Interpretable AI in Forensics. Interpretable 
models are available and they can be superior to black box 
AI. Let us start with image data, where neural networks are 
the only type of AI technique that works well. In a recent 
study, computer scientists compared an interpretable neural 
network model for classifying objects with noninterpretable 
counterparts (30). They found that the interpretable AI 
system performed at a level of accuracy on par with those 
black box systems on benchmark computer vision datasets. 
The system not only explained how it reached its results, 
but provided visual justifications for it, by showing what 
features of a bird, for example, led it to conclude that it was 
a red-bellied woodpecker (30).

Switching to tabular data, the stakes are higher when one 
turns from bird identification to risk assessments used in the 
criminal justice system to inform decisions such as whether to 
detain a person pretrial or reduce their sentence. In the crim-
inal setting, interpretable models are readily available that are 
small enough to fit on an index card, and research has shown 
that black box models do not perform any better in criminal 
law settings than simpler and interpretable models (31).

For example, researchers found that a simple model rely-
ing on age, gender, and prior criminal record was just as 
predictable as the COMPAS algorithm, which is proprietary 
and could rely on up to 137 inputs (32). This was the entire 
model and explanation:

if the person has either >3 prior crimes, or is 18 to 
20 y old and male, or is 21 to 23 y old and has two 
or three prior crimes, they are predicted to be rear-
rested within 2 y from their evaluation, and other-
wise not (32).

This interpretable model was created by a complex machine 
learning algorithm that looked at many different factors and 
chose among them, combining them in a specific way to as to 
yield high accuracy. This exercise was not designed to produce 
a better risk assessment. Ideally, a risk assessment instrument 
would be designed not merely to predict, but to prevent harm, 
and would include changeable, dynamic risk factors so that 
legal actors can recommend interventions that can reduce 
risk. However, this exercise highlights how models can be 
quite simple, easy to understand, and without any need to 
resort to a black box. Researchers in the risk prediction field 
have long found that a small number of simple factors are 
modestly predictive: largely age, gender, and prior criminal 
activity (33). Some of those factors, however, including criminal 
history and even age, may be entered incorrectly in official 
records, and it is also very important, even with a simple 
model, for users to know what data it is relying on.

There have been recent efforts to understand why inter-
pretable models have the accuracy of black box models. One 
recent theory suggests that when the prediction problem is 
heavily influenced by randomness (e.g., whether someone 
will commit a crime within 2 y could depend on any number 
of circumstances, and is a noisy process), there are many 
approximately equally predictive models, and in that case, it 
is likely that at least one of these models is interpretable (34).

Whatever the reasons why black box AI seems to lack a 
performance advantage in a range of important settings, 
there are strong reasons to believe it performs far more 
poorly than glass box alternatives, but also introduces new 
sources of error when used in practice. We have described 
how black box systems, whether AI or other types of algo-
rithms, can lead to less accurate decision-making. Such mod-
els are harder to troubleshoot, validate, review in individual 
cases, and use in practice. As one of us has put it simply: “Why 
Are We Using Black Box Models in AI When We Don’t Need 
To?” (35).

Rights Concerns with Forensic Use of Black Box AI. In criminal 
cases, judges have often deferentially approved black box 
systems, both those that rely on AI and those that rely on 
human-created algorithms, assuming that nondisclosure was 
justified by their great reliability. They have not conducted a 
careful analysis informed by law and data science. As scholars 
have developed in a growing body of work, due process, equal 
protection, confrontation, discovery, and expert evidence-
related rights, each places distinct burdens of justification 
on the government—and unfortunately, judges have often 
not insisted on searching review of forensic evidence used 
in criminal cases (36–38).
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First, the Due Process Clause ensures “against conviction 
except upon proof beyond a reasonable doubt of every fact 
necessary to constitute the crime with which he is 
charged.” (39). The Brady v. Maryland obligation requires that 
prosecutors disclose to the defense favorable evidence, even 
in the absence of a request from the accused, including 
impeachment evidence, and evidence in the possession of 
other government actors, including the police (40). Recent 
federal rulings have focused on the obligations to disclose 
forensic evidence (41). Thus, if prosecutors introduce an 
expert presenting the results of an AI analysis, the defense 
should be entitled to discovery, not just regarding the ulti-
mate result of that analysis, but also evidence that could 
permit the defense to ask questions about the methods and 
analysis performed, in order to impeach the expert. No such 
evidence will exist, however, unless it is a glass box AI system, 
where the analysis is understandable and can be disclosed. 
The Advisory Committee to the Federal Rules of Criminal 
Procedure notes Rule 16 is intended to require disclosure of 
scientific results and tests: “the requirement that the govern-
ment disclose documents and tangible objects ‘material to 
the preparation of his defense’ underscores the importance 
of disclosure of evidence favorable to the defendant.” (42). It 
is standard practice to disclose underlying documentation of 
forensic experts in federal cases, although state practices are 
quite uneven (43). There will be a pressing need to ensure 
use of glass box AI, because otherwise disclosures are far 
less readily made in discovery.

Relatedly, glass box AI is needed for defendants to benefit 
from effective assistance of counsel, protected by the Sixth 
Amendment and the Due Process Clauses. The Supreme 
Court has repeatedly emphasized obligations of the defense 
to adequately challenge forensic evidence: “Criminal cases 
will arise where the only reasonable and available defense 
strategy requires consultation with experts or introduction 
of expert evidence.”(44).

Further, the Supreme Court’s Sixth Amendment Confrontation 
Clause rulings have emphasized the defense right to adequately 
confront adverse witnesses, including forensic witnesses in 
court (45). The defendant’s constitutional right to confront an 
adverse testimonial witness cannot be vindicated without the 
ability to interpret and understand AI evidence. If a human wit-
ness, called by the prosecution as an expert, had relied on the 
conclusions of a black box AI system, that person cannot be 
meaningfully cross-examined. The expert witness cannot 
explain the conclusions reached by such an AI system. Defense 
counsel cannot meaningfully defend a person from being con-
fronted by AI or algorithmic result without the ability to ask 
questions regarding the decisions made by the system.

A glass box system also better safeguards rights under 
the Equal Protection Clause, which protects against purpose-
ful discrimination of protected groups, including based on 
race (46). Under the Equal Protection Clause, if strict scrutiny 
did apply, the government might relatedly claim a “compel-
ling government interest” supporting the use of black box AI 
(47). Yet, the interest cannot be compelling if there is no 
well-supported performance advantage to use of black box 
evidence. If the government is potentially obscuring potential 
racially disparate impacts or uses of race, with no well-
justified benefit, then a judge should carefully inquire into 

how the system is being used. To be sure, challenges to crim-
inal justice outcomes under the Equal Protection Clause face 
substantial challenges, including because of the discretion 
afforded to law enforcement under the Fourth Amendment 
(48), the discretion afforded to prosecutors as executive 
actors (49), and following the Supreme Court’s ruling in 
McCleskey v. Kemp regarding the use of general statistical 
evidence to raise equal protection challenges to criminal 
justice outcomes (50). However, even if the courts are not 
receptive to equal protection claims, because of the chal-
lenges of showing discriminatory intent in particular, the risk 
of racial discrimination is a powerful reason not to permit 
black box systems in criminal cases on policy grounds. Racial 
discrimination is difficult to evaluate, because discrepancies 
in predictions between racial groups may arise due to under-
lying differences in the populations, underlying differences 
in reporting, or differences in the way the algorithm is applied 
in a specific location, rather than unfairness imposed by the 
algorithm’s formula. Without access to the algorithm, it is 
substantially harder to pinpoint the cause of discrepancies 
among racial groups. Fairness and discrimination are much 
easier to assess when models are interpretable.

Finally, for use of AI or an algorithm by an expert witness, 
if the system is a black box, the parties cannot readily vet the 
expert to satisfy the evidentiary burden on the party seeking 
to introduce an expert. Thus, properly applied, Daubert and 
Rule 702 should provide substantial protections in criminal 
cases. Further, litigants and judges cannot adequately exam-
ine, as Rule 702(d) requires them to do, not only whether a 
method used by an expert is reliable, but whether it was 
reliably applied to the facts (51). To be sure, human experts 
can be a “black box,” in that we cannot often fully know how 
they reached judgments and formed conclusions in particu-
lar cases. That is one reason why scientists have highlighted 
the importance of testing the accuracy of human “black box” 
experts, just as we would want to validate a device or an AI 
system.

In the past, judges have deferentially reviewed admissi-
bility of expert evidence in criminal cases, even for highly 
subjective expert methods, and after the U.S. Supreme 
Court’s Daubert ruling and amendments to Federal Rule of 
Evidence 702 tightened gatekeeping requirements for expert 
evidence. The National Academy of Sciences (NAS) explained 
in a landmark 2009 report, that where judges have long failed 
to adequately scrutinize forensic evidence, scientific safe-
guards must be put into place by the government (52). The 
NAS report highlighted how courts routinely found admissi-
ble a range of forensic evidence of lacking in reliability, 
where: “[w]ith the exception of nuclear DNA analysis, how-
ever, no forensic method has been rigorously shown to have 
the capacity to consistently, and with a high degree of cer-
tainty, demonstrate a connection between evidence and a 
specific individual or source.” (52). Expert testimony regard-
ing traditional forensic evidence, which has often depended 
on subjective judgments made using unvalidated or unreli-
able techniques, has resulted in tragic wrongful convictions 
and lab scandals (38). To be sure, a recent amendment to 
Rule 702, which will take effect in December 2023, unless 
Congress acts, highlights the importance of judicial review 
of expert reliability, the burden on the party seeking to 
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introduce the expert, and the need to review the opinions 
that experts reach based on their methods. Even given this 
rule change, there are good reasons to fear that the same 
lack of judicial engagement with reliability standards may 
occur when black box algorithms are used in criminal cases. 
A criminal defendant, if indigent, may be denied funds to 
retain an expert to examine methods or technology used by 
a prosecution expert (53). We have seen judges approvingly 
refer to studies conducted by the maker of an AI system, and 
not require any independent validation, or disclosures to the 
defense. For black box evidence, the defense faces practical 
barriers to challenging the evidence, and a judiciary often 
inclined to disregard the burden that falls on the party seek-
ing to introduce an expert to show it is reliable scientific 
evidence.

Forensic AI in the Courts. As noted, a few judges have begun 
to raise concerns regarding black box use of algorithms in 
criminal cases, but unfortunately most have not granted 
discovery, much less relief, despite the range of constitutional 
and evidentiary rights implicated and the substantial interests 
at stake. In a noteworthy exception already noted, a New York 
trial judge explained, regarding a government program, called 
the Forensic Statistical Tool (FST) used to interpret complex 
DNA mixtures, that:

[T]he fact that FST software is not open to the public, 
or to defense counsel, is the basis of a more general 
objection. This court understands the city’s desire 
to control access to computer programming that 
was developed at great cost. But the FST is, as a 
result, truly a “black box”—a program that cannot 
be used by defense experts with theories of the case 
different from the prosecution’s (54).

The FST was not an AI technology designed to be uninter-
pretable; it was a computer program, with code that the 
government simply refused to disclose; it was not transpar-
ent. Indeed, as noted, once the code was disclosed, experts 
reviewed it and found serious flaws.

However, many other courts have failed to require the 
most basic disclosures concerning use of algorithms in crim-
inal cases. Indeed, a range of other courts in New York had 
admitted the same FST evidence before these errors came 
to light (55). A Pennsylvania court rejected a defense chal-
lenge to expert evidence concerning DNA mixture analysis, 
in the context of evaluating whether it was a “generally 
accepted” scientific methodology, but finding it was “propri-
etary software.” (56). A range of courts have admitted DNA 
mixture software, by asserting it is reliable, or relying on 
precedent, but not clearly explaining why it should be per-
mitted without validation or disclosure to the defense (57). 
At best, they have found it sufficient that the software devel-
oper claimed to have validated the software. Such systems 
may not be AI systems designed to be uninterpretable; they 
may be simpler algorithms that could readily be disclosed. 
Nevertheless, even in those settings, judges have failed to 
require disclosure to the defense or outside validation.

The most prominent legal challenge to a black box AI was 
brought in Wisconsin, where a defendant argued that it vio-
lated due process and equal protection rights to base the 

sentence on a risk assessment instrument, called COMPAS, 
marketed by a private company (called Northpointe), whose 
mathematical operations are not disclosed. In State v. Loomis, 
the Wisconsin Supreme Court dismissed these claims, 
emphasizing “the proprietary nature of COMPAS,” and that 
judges have discretion when they consider the risk instru-
ment (58). Responding to the concerns raised by the defense, 
the Wisconsin Supreme Court did rule that sentencing judges 
must be given written warnings, or a “written advisement,” 
about the risk tool, including cautioning judges that it relies 
on group data (58). Those limitations seemed designed to 
address the serious due process concerns with the lack of 
transparency. However, such warnings do not open the black 
box to allow one to assess the operation or accuracy of the 
AI as used in the individual person’s case.

The COMPAS system is not interpretable: One cannot 
know how it reached its results based on the data shared 
with the system, so one cannot check its correctness in an 
individual case. Nor can outsiders readily assess whether its 
approach is valid, for which they would need further access 
to code and formulas. The court did not address the issue of 
possible noise in the data, such as typographical errors, that 
cannot be detected if one cannot see what the AI is relying 
on in a particular case. In fact, quite a lot of effort has been 
made by scientists to understand how COMPAS depends on 
important variables like race and age, without a lot of success 
(59, 60). If the AI had been interpretable, perhaps this litiga-
tion would not have been necessary and any constitutional 
issues could have been avoided.

Thus, in a range of settings, courts have deferred to gov-
ernment claims that black box use of AI is justified, in use at 
sentencing, or reliance on AI by experts, and in other contexts, 
such as in pretrial and parole settings. In these settings, the 
government has often claimed black box AI or algorithms 
offered something advantageous.

A Glass Box Presumption. The burden on the government to 
justify “black box” high-stakes uses of forensic evidence should 
be high, given commitments to defense rights of access, 
nondiscrimination, and reliability of evidence. Our contribution 
to this literature is that for each of these analyses, without a 
strong performance justification, there is little justification 
for not making algorithms open for inspection, vetting, and 
explanation. Further, companies lack any clear innovation-
interest in concealing the effectiveness and accuracy of products 
used in criminal settings. Thus, particularly in criminal cases 
with liberty at stake, there should be a strong legal, evidentiary, 
and constitutional right to glass box evidence.

To date, no legislative enactments or proposals in the 
United States have required open or glass box forensic evi-
dence. There is an unfortunate reality that constitutional 
rights may not be enough to address these issues, where 
they have been unevenly enforced in criminal cases, given 
the challenges that largely indigent defendants face in 
obtaining adequate discovery, and the pressures to plead 
guilty and waive trial rights. In Europe, a 2016 revision to the 
European Union’s Law Enforcement Directive (LED) restricted 
the use of AI in criminal cases, although enforcement of that 
provision in practice has been limited (61). The newly intro-
duced Artificial Intelligence Act in Europe may provide a 
model for more substantial regulation of AI systems in high 
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stakes settings, including uses by law enforcement and by 
courts, but once enacted, regulations will need to be set out 
and enforced at the national level (61). Much work will be 
done in the years ahead to define and implement these legal 
rules. We hope that they include clear requirements of inter-
pretability for uses of AI in criminal settings.

Meanwhile, the legislative response to the use of black 
box AI in criminal cases has only just begun, with technology 
moving quickly and lawmakers and courts moving slowly. So 
far, a main focus of the first wave of local and state legislation 
in the United States has been facial recognition technology. 
So far 10 states have passed restrictions on certain law 
enforcement uses of FRT, but these restrictions are not all 
likely to address the problem we discuss here (62). In perhaps 
the farthest-reaching legislation, Washington imposed a 
range of quite detailed conditions and transparency require-
ments on all government uses of facial recognition (63). 
Importantly, none of those laws have required glass box use 
of AI for facial recognition; we are aware of no proposals to 
do so.

We propose that legislation require that glass box, i.e., 
interpretable, algorithms be mandatory for most uses by law 
enforcement agencies in criminal investigations. If the use 
of algorithms could result in generation of evidence used to 
investigate and potentially convict a person, it should be 
interpretable. Further, the system should be validated, based 
on adequate data. If the underlying model can be safely also 
open sourced, which it often should be given the simplicity 
of the data relied upon (particularly for scoring systems), 
validation and interpretability should be required by statute. 
For facial recognition, these systems should be validated, but 
not made public due to privacy and safety concerns for the 
general public. The National Institute for Standard and 
Technology (NIST) has conducted some validations of facial 
recognition systems. The U.S. House of Representatives con-
sidered a “Justice in Forensic Algorithms Act”, which would 
ensure that any algorithms used in criminal cases be unre-
stricted by any claim of proprietary or trade secrets protec-
tion, and vetted by NIST (64). The law, which failed in 
committee, would have provided an important starting place.

This right to glass box AI should impose a strong presump-
tion of interpretability for criminal courtroom uses of AI. This 
presumption should be used by judges when conducting due 
process analysis and by policymakers when deciding whether 
to deploy or regulate AI in a criminal system. It should take 
substantial evidence to overcome this presumption of inter-
pretability. This is not to say that black box AI is never pos-
sible in criminal settings, but that the government should 
have to show a substantial or compelling state interest to 
support its use. There may be situations in which the gov-
ernment can offer a compelling justification to protect certain 
types of AI systems from disclosure, for which this presump-
tion may be overcome. For example, a national security jus-
tification might support not making public aspects of an AI 
model. However, at a minimum, it should be carefully vetted 
by independent researchers, with appropriate security safe-
guards. Further, for users such as judges and defense law-
yers, a glass box is necessary to safeguard defendant’s rights.

It may be the case that companies would have a harder 
time profiting by selling interpretable AI. However, the 

government should not incentivize those profits or pay for 
a black box where an interpretable system can be just as 
accurate, and safeguard defense rights. Unfortunately, 
judges have often admitted use of black box software that 
is not independently validated, and judges have often been 
satisfied to simply rely on the studies done by the same 
researchers who developed the AI system. Some of that soft-
ware, like in the DNA mixture setting, consisted in algorithms 
that the government or private companies have simply 
refused to disclose. There may be nothing inherently nonin-
terpretable about those systems, and the rationale for non-
disclosure is particularly thin in such settings.

Further, researchers, government agencies, and nonprof-
its can readily develop glass box AI, and they have increas-
ingly done so. Researchers, for example, developed a 
screener with simple factors for police to forecast domestic 
violence (65). Other researchers developed a simple scoring 
system to address unnecessary use of stop and frisk by the 
New York City Police Department (66). Pretrial risk assess-
ments commonly involve simple scoring systems, focusing 
on factors like age and prior convictions (67). Researchers 
created free, open-source probabilistic genotyping software 
for interpreting DNA mixtures (68). Simple AI systems can 
perform better and provide understandable information, 
without concealing errors inside a black box.

To be sure, technology will continue advance and there 
may be settings in which noninterpretable AI systems are 
developed that do have substantial and demonstrated per-
formance advantages. Take the case of ChatGPT and other 
generative AI programs, which have both captivated and 
disturbed users, and which can be used to generate text, 
audio, and images, on any number of topics using a black 
box AI system. Whether it is accurate or not, may not matter 
if and when it is used to generate entertaining material on 
culture, relationships, or even law, although there are a range 
of other risks of the technology that may justify regulation. 
If it is used in court, however, to inform a decision-maker, 
then it would not be enough to show that it provides useful 
material in general. It would have to be tested, regarding its 
performance, on a particular task. If the AI’s job is to produce 
information (like a search engine), regardless of whether the 
AI is a black box, the source and trustworthiness of that infor-
mation should be directly checked. If a judge consults 
ChatGPT to decide whether to set bail, or to ask for an image 
of the crime scene, or to make a sentencing decision, we 
should be deeply concerned. This would be similarly corrupt 
(if not worse) than tossing a coin to make such decisions. 
Judges are permitted to leave their judgements up to coins 
or algorithms.

Perhaps generative AI or other systems will be shown, 
based on replicated validations and peer review, to perform 
better than existing decision-makers for some tasks. While 
no performance advantage has been shown in criminal set-
tings relying on tabular data or visual identification, a per-
formance advantage may arise in new settings. When and if 
that occurs, we emphasize that the government must meet 
a substantial burden in justifying the use of noninterpretable 
AI in a high-stakes setting like in criminal cases. Further, if 
this new AI system is not interpretable, then as a fallback, it 
should at minimum be explainable, with explanations faithful 
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to the underlying black box, so that criminal justice actors 
can know something about its operation in at least a post 
hoc manner. In general, though, new legislation and judges 
applying existing constitutional and legal rights should aim 
to safeguard a right to interpretable forensic evidence in 
criminal cases.

Conclusion

Black box forensic evidence has become the norm in far too 
many important criminal justice settings. Judges, lawmakers, 
and executive actors have been misled by a black box per-
formance myth. When they scrutinize algorithms, they 
should place a high burden of justification on those propos-
ing to maintain nontransparent, black box forensic evidence 
in criminal law settings.

The US Constitution safeguards rights to a fair trial under 
the Due Process Clauses, Sixth Amendment confrontation 
rights, as well as against discrimination in violation of the Equal 
Protection Clause and implementing civil rights acts. Expert 
evidence rules should ensure that scientific evidence is care-
fully vetted before a criminal trial. These constitutional and 
statutory protections have increasingly been tested as black 
box evidence is deployed used in criminal settings, and the 
early judicial responses have not been very reassuring. Judges 
have rarely intervened, often because they have credited 
claims that proprietary algorithms are needed to generate 

investment in technology, or because they have assumed it is 
simply not practically possible to open black box technology. 
Judges will increasingly face pressing questions whether black 
box evidence is authorized, justified, and constitutional.

If we are to use AI in criminal cases—and uses of AI are 
proliferating—glass box (interpretable) AI can far better 
achieve public safety goals while protecting crucial and con-
stitutionally guaranteed rights. The burden on the govern-
ment to justify noninterpretable black box AI should be 
substantial, and perhaps future technologies may satisfy 
such a burden. For the uses of tabular data and computer 
vision that have been used in criminal settings, there has 
been no accuracy advantage to black box approaches. 
Indeed, some algorithms used in criminal settings have been 
quite simple, and not disclosed to the defense for reasons 
of profit or government secrecy alone. Such uses are par-
ticularly unjustified and troubling.

Interpretability can expose deeply harmful AI systems 
deployed in criminal settings, illuminate any benefits AI can 
provide, and can safeguard constitutional criminal procedure 
rights. In short, it is time to recognize, in criminal cases, a 
right to interpretable forensic evidence.

Data, Materials, and Software Availability. There are no data underlying 
this work.
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