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Abstract
Appropriate blood pressure (BP) management through continuous monitoring and rapid diagnosis helps to take preventive 
care against cardiovascular diseases (CVD). As hypertension is one of the leading causes of CVDs, keeping hypertension 
under control by a timely screening of subjects becomes lifesaving. This work proposes estimating BP from motion artifact-
affected photoplethysmography signals (PPG) by applying signal processing techniques in realtime. This paper proposes a 
deep neural network-based methodology to accurately classify PPG signals using a Fourier theory-based time–frequency 
(TF) spectrogram. This work uses the Fourier decomposition method (FDM) to transform a PPG signal into a TF spectro-
gram. In the proposed work, the last three layers of the pre-trained deep neural network, namely, GoogleNet, DenseNet, and 
AlexNet, are modified and then used to classify the PPG signal into normotension, pre-hypertension, and hypertension. The 
proposed framework is trained and tested using the MIMIC-III and PPG–BP databases using five-fold training and testing. 
Out of the three deep neural networks, the proposed framework with the DenseNet-201 network performs best, with a test 
accuracy of 96.5%. The proposed work uses FDM to compute the TF spectrogram to accurately separate the motion arti-
facts and noise components from a noise-corrupted PPG signal. Capturing more frequency components that contain more 
information from PPG signals makes the deep neural networks extract better and more meaningful features. Thus, training a 
deep neural network model with clean PPG signal features improves the generalized capability of a BP classification model 
when tested in realtime.

Keywords Arterial blood pressure · Hypertension · Photoplethysmography · Fourier decomposition method · Time–
frequency spectrogram · Deep learning · Transfer learning

1 Introduction

Continuous high blood pressure (BP) in a subject causes 
heart complications and increases the risk of heart attack and 
stroke. According to WHO reports [1], hypertension (HYP) 
is a major cause of untimely death. Around 1.28 billion in 
the age group of 30–79 years are affected by hypertension. 
Out of these, approximately 46% of adults are unaware they 
are suffering from hypertension [2]. Many do not receive the 
needed treatments because they feel no symptoms [3]. There 
is a known correlation between hypertension and cardiovas-
cular diseases (CVD) [4]. CVD can be prevented through 
early diagnosis and control of hypertension. However, no 
proper and adequate means are available as the formation of 
HYP has no common or unified reasons. Only continuous 
BP monitoring and treatment can help to stabilize the BP at 
normal levels [5]. Reducing the frequency of HYP by 33% 
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up to 2030 is one of the global targets for non-communicable 
diseases [6].

In their daily routine, most people tend to ignore their 
health status due to many obligations. If a subject suffering 
from HYP fails to check the health status and is untreated, 
the risk of vision loss, stroke, heart failure, and other serious 
health problems increases significantly [7]. BP classification 
using a wearable device helps users know their BP condition 
timely and can provide an early warning system for potential 
patients. Thus, the research on the identification of HYP 
in real-time is increasing. Hence, the demand for reliable 
wearable healthcare devices that continuously monitor BP 
and promptly flag the BP state as normotension (NT), pre-
hypertension (PH), or hypertension (HYP) is increasing.

During a heart cycle, when the heart pumps blood into the 
body, the pressure in the arteries is denoted by systolic BP 
(SBP). Diastolic BP (DBP) denotes the pressure in the arter-
ies between heartbeats [8]. The oscillography and Korot-
koff’s sound method are commonly used to measure BP. 
These methods rely on building and releasing cuff pressure 
to detect SBP and DBP. However, the requirement of an arm 
cuff makes these techniques unsuitable for prolonged and 
continuous monitoring [9]. To continuously measure BP in 
realtime, the research is inclined toward designing wearable 
devices using PPG sensors [10]. The PPG technique uses a 
photo-electric sensor to extract the pulse wave signal due 
to blood volume changes during the systolic and diastolic 
phases [11].

During the systolic and diastolic phases, arterial blood 
pressure (ABP) depicts the pressure details of blood pumped 
out by the heart. Similarly, during a cardiac cycle, the PPG 
signal depicts a change in blood volume. Therefore, in recent 
years, the use of PPG signal to extract ABP signal informa-
tion has emerged, as PPG signal has a high correlation with 
ABP in both time and frequency domains.

Accurate detection and early diagnosis of HYP are vital 
in preventing CVDs. In the past decade, the parameters 
extensively studied to estimate and classify BP are pulse 
transit time (PTT) and pulse wave velocity (PWV) [12].

Measuring PTT and PWV requires two sensors, thus hav-
ing an increased system complexity. Further, PTT and PWV 

require calibration of sensors with different physiological 
conditions of subjects, thus unsuitable for real-time moni-
toring [13]. A pulse wave analysis (PWA) approach is pro-
posed in [14] to classify BP by overcoming the need for two 
sensors.

Handcrafted features shown in Fig. 1 are extracted using 
PWA. These handcrafted features train a machine learning 
(ML) classification model [15]. In [16], an ML framework is 
trained using the first and second derivatives of a PPG signal 
and is proposed to classify BP. Training an ML model using 
handcrafted features is unreliable as these features vary sig-
nificantly among subjects and are usually noise-sensitive. 
Also, the changes in the shape of PPG signals due to vari-
ous diseases make it hard to extract the features accurately 
[17]. BP classification requires an accurate methodology 
that requires less or no intervention, making the ML-based 
models redundant for realtime BP classification in wearable 
devices. To overcome the person-specific morphological 
feature-based classification, deep learning-based BP clas-
sification approaches are recently becoming popular in the 
healthcare industry. The deep learning method consists 
end-to-end learning approach for BP classification. The 
end-to-end learning approach takes a 2-D image as input 
and captures the temporal and spectral information of a PPG 
signal. A deep neural network implicitly obtains features and 
correlates those features with actual values, allowing the 
network to perform better classification [18].

A two-class BP classification model is proposed using the 
cascade approach of CNN–LSTM [19]. A hybrid approach 
of CNN and the gated recurrent unit (GRU) for BP classi-
fication is proposed in [20]. A parallel convolutional layer 
network architecture is proposed to extract the features from 
PPG and ECG signals [21]. The studies mentioned above 
showed that acquiring PPG and ECG signals simultaneously 
is mandatory to achieve better accuracy and classify the BP 
using a deep neural network. The need for two sensor signals 
increases the system's complexity, which motivates single 
PPG sensor-based BP classification.

In [22], a pre-trained GoogLeNet deep neural network-
based PPG signal classification is proposed. The reported 
work creates a PPG signal spectrogram using continuous 

Fig. 1  Morphological features 
of PPG signal for BP estimation
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wavelet transform (CWT) to train and test the GoogLeNet 
network. A CWT spectrogram and pre-trained deep neu-
ral network-based approach have been proposed [23]. In 
[24], a method based on wavelet transforms is proposed 
to improve the accuracy of the CNN model to predict and 
classify BP.

In [25], a hybrid LSTM-ANN model is proposed for BP 
classification using a PPG signal. In [26], a synchrosqueez-
ing transform and a pre-trained deep neural network-based 
approach is proposed to classify BP automatically from a 
PPG signal. In [27], wavelet scattering transform (WST) and 
pre-trained neural network-based approach is proposed to 
classify the BP using PPG signal.

A convolutional neural network (CNN) model based on 
the mean impact value and genetic algorithm is proposed 
to desolate the statistical morphological-based process and 
predict the BP class [28]. The CNN and LSTM layer-based 
approach is proposed in [29]. The LSTM layer estimates the 
BP value based on the Eigenvalues extracted using the CNN 
layer. The work proposed in [30] introduced a multilayer per-
ceptron neural network-based classification model to classify 
high blood pressure. A cascade approach of residual network 
CNN and bidirectional long short-term memory (BILSTM) 
is proposed to classify the BP into different classes [31]. 
This work obtains a high training accuracy but lacks test 
accuracy.

A 2-D convolutional neural network based on the Hilbert 
Huang Transform (HHT) framework is proposed to clas-
sify the BP state [32]. A personalized approach is applied 
to deep neural network transfer learning-based architecture 
to improve the classification accuracy of the model [33]. In 
[34], using various features of a PPG signal, a classifier is 
proposed to indicate the BP class.

The TF-based PPG signal analysis using a CNN-based 
model improves BP classification accuracy [35]. The method 
has a tradeoff in frequency resolution at high frequencies. 
Thus, exploring other TF analysis-based approaches for BP 
classification using a PPG signal is possible.

This work proposes a deep neural network-based classi-
fication methodology to classify three BP conditions: nor-
motension (NT), pre-hypertension (PH), and hypertension 
(HYP). The proposed framework uses the potential of the 
Fourier decomposition method (FDM) to transform a 1-D 
PPG signal into a 2-D time–frequency (TF) spectrogram. 
The ability of the FDM method to provide fine spectral and 
temporal details of a non-stationary signal is used in this 
work to analyze the PPG signal.

The key highlights of the proposed work are given as 
follows.

(1) A Fourier series-based FDM technique is proposed for 
the first time to classify BP obtained using a PPG signal 
into multiclass.

(2) The FDM TF spectrogram decomposes the entire signal 
into a set of distinct frequency bands called Fourier 
intrinsic band functions (FIBFs), helping the model 
extract relevant features for accurate and reliable clas-
sification.

(3) This work investigates the performance of different 
pre-trained deep neural network models to differenti-
ate between normal and hypertensive subjects based on 
PPG signal.

(4) The proposed work does not require additional ECG 
signals and manual PPG morphological feature extrac-
tion steps.

The organization of the rest of the paper is as follows. 
Section 2 describes the materials and methods of the pro-
posed work. Section 3 presents the results obtained with the 
proposed framework, and Section 4 discusses a comparison 
with the state of art methods. Section 5 concludes the pro-
posed work.

2  Material and methods

This section shows a detailed description of all blocks pre-
sent in the proposed framework. A block diagram of the 
proposed work is shown in Fig. 2.

2.1  Data acquisition

The first stage of the proposed block diagram is related to the 
data collection stage. The multiparameter intelligent moni-
toring in intensive care (MIMIC-III) waveform database [36] 
is a publicly available dataset used in this work.

The MIMIC-III dataset contains multiple parameter 
recordings of more than 10,000 subjects.

The PPG and ABP signals are recorded at a sampling 
frequency of 125 Hz. A recording containing PPG and ABP 
signals is only considered for analysis.

The PPG signal is normalized using zero mean unit vari-
ance to get meaningful data. After normalization, the signal 
passes through the fourth-order Butterworth bandpass filter 
with a cutoff frequency [0.4–8] Hz. After filtering, the PPG 
signal is passed through the Hampel filtering stage to remove 
the outliers. The ABP signal is passed through the Hampel 
filtering stage to remove the outliers and then subjected to a 
peak detection algorithm to obtain true SBP and DBP val-
ues. The ABP signals are classified into NT, PH, and HYP 
BP labels, as per the seventh report of the Joint National 
Committee (JNC7).

The figshare dataset contains PPG signals acquired from 
219 subjects aged between 21 and 86 years. The figshare 
database consists of a total of 657 PPG waveform segments. 
The dataset includes PPG, SBP, and DBP information from 
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the subjects diagnosed with NT, PHT, and HYP classes. 
The PPG signals are acquired in three segments per subject, 
each duration of 2.1 s. Each segment has 2100 samples at a 
sampling frequency of 1 kHz.

2.2  Mathematical background of Fourier 
decomposition method

FDM is a recently proposed valuable technique for analyzing 
non-stationary signals. FDM maps the sine and cosine basis 
function of the Fourier series into a finite number of band-
limited analytic Fourier intrinsic band functions (FIBFs). 
The instantaneous frequencies of the FIBFs yield the TF 
distribution of any signal. Thus, FDM demonstrates its effi-
cacy in analyzing non-stationary signals [37]. The FDM is 
an adaptive time-series method based on zero-phase filter-
ing. FDM decomposes an input non-sinusoidal signal into 
a constant and a set of band-limited FIBFs. These energy-
preserving FIBFs have a zero mean and are adaptive. FDM 
provides a clear time–frequency–energy (TFE) distribution 
of 1-D signal that discloses the time–frequency structure 
of the signal. The advantage of the FDM method is that it 
allows decomposing a signal into a desired number of FIBFs 
with varying amplitude and frequency in time [38].

Figure 3 shows the enhanced TFE representation of raw 
PPG signal indulged with noises and other undesired fre-
quency components. The FDM method provides precise 
TFE analysis and effectively separates frequency bands dur-
ing the signal decomposition, as shown in Fig. 3a.

The obtained FIBFs are adaptive and data-driven as a 
change in the input data changes these FIBFs. Each of the 
FIBFs obtained from the FDM contains a single frequency 
component.

The FDM-based TF is a 2-D graph representation of a 
3-D spectrogram in which the amplitude (third dimension) 
is represented by color intensity. The spectrogram visually 
depicts the PPG signal strength over time at various frequen-
cies present in the PPG waveform. The TF spectrogram rep-
resents the change in PPG signal amplitude over time. Along 
the horizontal axis in Fig. 3a, time runs from left to right. 
The vertical axis represents frequency, and the amplitude 
of a particular frequency at a particular time is represented 
using a color scale, with dark blues corresponding to low 
amplitudes and brighter colors up through red corresponding 
to progressively stronger amplitudes.

Figure 3b shows the FDM TF spectrogram of a preproc-
essed PPG signal divided into three different BP classes. The 
proposed method uses the 2-D TFE distribution as input to 
the pre-trained model.

2.3  Proposed methodology

The proposed framework is shown in Fig. 2. A PPG signal 
collected from the MIMIC database is first segmented into 
a consecutive window of 2.1 s. This segmentation process 
increases the number of PPG-BP categories of NT, PH, 
and HYP. After segmentation, each 2.1-s window is passed 
through the FDM block to compute a 2-D TF spectrogram. 
In the proposed framework, 2181 2-D TF spectrogram 

Fig. 2  Block diagram of the proposed method
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images are obtained using the FDM algorithm belonging to 
NT, PH, and HYP classes.

ABP signals are segmented into the same window dura-
tion to label the BP levels and analyze the accuracy of the 
classifier. Table 1 lists the BP classes as per the American 
College of Cardiology/American Heart Association (ACC/
AHA) 2017 Hypertension Guidelines [39].

For an ABP window, the mean of all synchronous wave 
peaks shown by the red dots in Fig. 2 are used to calculate 
SBP. The mean of the synchronous wave trough shown by 
the green dots are used to calculate the DBP.

In the proposed framework, each BP class has 650 
images, out of which 97 are used to validate the classifier. A 
set of 231 images consisting of 77 images from each class 
are used to test the classifier. This work introduces the pre-
trained deep neural network model to classify the PPG sig-
nal. Three neurons in the last fully connected layer classify 
BP into three classes. Parameters like initial learning rate, 
validation frequency, solver, batch size, and learning rate 
drop factor of the classifier are optimized to obtain the best 
classification accuracy.

2.4  Deep neural network classifier

Transfer learning is one of the important aspects of a deep 
neural network. The deep neural network is initially trained 
on a larger image dataset in transfer learning. These pre-
trained deep networks can be used directly to classify thou-
sands of categories. The strong in-depth characteristics of a 
pre-trained model allow network generalization by transfer 
learning [40].

Fig. 3  a TFE representation of a PPG signal obtained using FDM, 3 b The FDM TF spectrogram cases of the three different BP categories. 
(Color figure online)

Table 1  JNC7 guidelines for BP classification

Classification 
type

SBP (mmHg) DBP (mmHg)

NT < 120 And < 80
PH 120–139 Or 80–89
HYP > 140 Or > 90



744 Biomedical Engineering Letters (2023) 13:739–750

1 3

Thus, transfer learning can be used for many applications 
if the input signal to the model is of type 2-D images. In this 
work, the updated weight of the pre-trained network is trans-
ferred to classify the new dataset. GoogLeNet, DenseNet, 
and AlexNet deep neural networks are fine-tuned and trained 
based on the MIMIC-III dataset to solve the problem of BP 
multiclass classification.

GoogLeNet is a pre-trained CNN framework variant of 
the Inception architecture [41]. Input to the GoogLeNet is a 
224 × 224 × 3 sized 2-D image. In this work, the GoogLeNet 
architecture uses a dropout layer with a dropout factor of 0.4 
to prevent the model from overfitting during training.

DenseNet is a pre-trained neural network in which 
each layer is connected to every layer except itself, thus 
also called a Densely connected neural network [42]. For 
an L-layer DenseNet network, there are L (L + 1)/2 direct 
connections. In DenseNet, the feature map obtained with 
(L − 1)th layer is fed as input to the Lth layer. The feature 
map of the Lth layer is fed as an input for each subsequent 
layer. DenseNet-201 [43] is a version of DenseNet used in 
the proposed work to classify the PPG signals.

AlexNet consists of eight layers; the first five are convolu-
tional layers. The remaining three are fully connected layers. 
The AlexNet has an average pooling and rectified linear unit 
(ReLU) layer between two consecutive convolutional layers 
[44]. The use of the ReLU layer makes the model learning 
process faster. The output of the last fully connected layer 
is passed through the activation function softmax to predict 
the class of the input images.

3  Result analysis

3.1  Performance metrics

The metrics used to check the performance of the proposed 
framework are accuracy, specificity, precision, sensitivity, 
and F1-score, shown in Eq. (1). These metrics are estimated 
by using true positives (TP), false positives (FP), true nega-
tives (TN), and false negatives (FN).

(1)

Accuracy =
TP + TN

TP + TN + FP + FN
× 100

Specificity =
TN

TN + FP
× 100

precision =
TP

TP + FP
× 100

Sensitivity =
TP

TP + FN
× 100

F1 − Score =
2 × precision × sensitivity

precision + sensitivity

3.2  Simulation results

The pre-trained neural network automatically extracts fea-
tures from the input 2-D TF spectrogram. The pre-trained 
neural network correlates different classes with the extracted 
features to recognize the class when a new dataset (test data-
set) is fed as an input to the network. This work compares 
the performance of the three pre-trained neural networks, 
GoogleNet, DenseNet, and AlexNet, to classify BP into three 
classes. The pre-trained GoogLeNet architecture with 144 
layers is trained to classify the PPG records in the proposed 
method. The last three layers in the GoogLeNet architecture 
are replaced to categorize the new images. The input PPG 
spectrogram is resized to 224 × 224 to fulfill the input image 
size requirement of the GoogLeNet. An initial learning rate 
of 0.001 with a batch size of 40 and validation frequency of 
40 is fixed for this work. The GoogLeNet resulted in 94.92% 
training accuracy and 94.81% testing accuracy. Figure 4 
shows the confusion matrix for the training and test dataset.

The DenseNet-201 pre-trained neural network is used for 
BP classification. The input PPG spectrogram is resized to 
224 × 224 to fulfill the input image size requirement of the 
DenseNet-201. The parameter of the last three layers is opti-
mized to recognize the three PPG signal classes. An initial 
learning rate of 0.001 with a batch size of 40 and Adam 
optimizer are used to train the proposed DenseNet-201 net-
work. The DenseNet resulted in 96.92% training accuracy 
and 96.51% testing accuracy. Figure 5 shows the confusion 
matrix for the training and test datasets.

In the AlexNet network, the input spectrograms are 
resized to 227 × 227 × 3. In this proposed work, the param-
eters of the last three layers are optimized to obtain the best 
results. Adam optimizer trains the AlexNet model with an 
initial learning rate of 0.001 and a batch size of 40. A vali-
dation frequency of 40 is fixed for this work. The AlexNet 
resulted in 95.51% training accuracy and 95.21% testing 
accuracy. Figure 6 shows the confusion matrix for the train-
ing and test dataset.

To analyze the performance of this work, the performance 
metrics (Accuracy, precision, sensitivity, specificity, and 
F-1 score) are calculated from the training and test datasets. 
Tables 2, 3 and 4 show the performance analysis of Goog-
leNet, DenseNet-201, and AlexNet on the test dataset and 
demonstrate the potential of the proposed FDM-TF-based 
classification.

The proposed FDM-TF-based method is compared with 
various works from the literature. For a fair comparison, 
three classification experiments are examined from the con-
fusion matrix: NT versus PH, NT versus HYP, and NT + PH 
versus HYP. The F1-score obtained for NT versus PH, NT 
versus HYP, and NT + PH versus HYP with the proposed 
work using GoogLeNet, DenseNet-201 and for AlexNet are 
shown in Tables 2, 3 and 4.
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Out of the three deep neural networks, the 
DenseNet-201 and AlexNet performed better than the 
GoogLeNet model. Thus, we tested both models further 
using the figshare dataset. The F1-score obtained using 
DenseNet-201 for NT versus PH, NT versus HYP, and 
NT + PH versus HYP is 98.06, 99.34 and 97.40 respec-
tively. The AlexNet obtained a F1-score for NT versus 
PH, NT versus HYP, and NT + PH versus HYP is 97.61, 
98.15 and 96.80 respectively. The F1-score is higher 

for the proposed FDM-TF-based method tested using 
Densenet-201.

A fivefold cross-validation approach is used for better 
utilization of the dataset and to improve the robustness of 
the optimized deep neural network model. The model perfor-
mance is evaluated five times, where each fold out of fivefold 
acts as a test dataset, and the remaining four folds are fed to 
train the model. The final performance of the model is evalu-
ated by averaging the accuracy obtained in all five trials.

Fig. 4  Confusion matrix of the a training dataset and b the testing dataset obtained using GoogLeNet

Fig. 5  Confusion matrix of the a training dataset and b the testing dataset obtained using DenseNet-201
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Fig.6  Confusion matrix of the a training dataset and b the testing dataset obtained using AlexNet

Table 2  Performance Analysis 
of FDM TF method using 
GoogLeNet

TP FP FN TN Accuracy Precision Sensitivity Specificity F1-Score

HYP 72 5 3 147 96.47 93.5 96 96.71 94.73
NT 73 4 5 146 96.05 94.8 93.58 97.33 94.19
PH 74 3 4 145 96.9 96.1 94.87 97.97 95.48
NT versus PH 73 2 2 74 97.35 97.33 97.33 97.36 97.33
NT versus HYP 73 2 3 72 96.67 97.33 96.05 97.29 96.68
(NT + PH) versus HYP 147 3 9 72 94.8 98 94.23 96 96.07

Table 3  Performance analysis 
of FDM TF method using 
DenseNet-201

TP FP FN TN Accuracy Precision Sensitivity Specificity F1-Score

HYP 73 4 1 150 97.8 94.8 98.64 97.4 96.68
NT 76 1 3 147 98.23 98.7 96.2 99.32 97.43
PH 74 3 4 149 96.95 96.1 94.87 98.02 95.48
NT versus PH 76 1 2 74 98.03 98.7 97.43 98.67 98.06
NT versus HYP 76 0 1 73 99.33 100 98.7 100 99.34
(NT + PH) versus HYP 150 1 7 73 96.53 99.33 95.54 98.64 97.4

Table 4  Performance analysis 
of FDM TF method using 
AlexNet

TP FP FN TN Accuracy Precision Sensitivity Specificity F1-Score

HYP 73 4 3 147 96.91 94.8 96.05 97.35 95.42
NT 73 4 4 147 96.49 94.8 94.8 97.35 94.8
PH 74 3 4 146 96.91 96.1 94.87 97.98 95.48
NT versus PH 73 2 2 74 97.35 97.33 97.33 97.36 97.33
NT versus HYP 73 2 2 73 97.33 97.33 97.33 97.33 97.33
(NT + PH) versus HYP 147 3 8 73 95.23 98 94.83 96.05 96.39
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The average test accuracy of the proposed framework 
with fivefold cross-validation using GoogLeNet, DenseNet, 
and AlexNet is 95.12%, 96.71%, and 95.28%, respectively. 
These results are similar to accuracy values obtained with-
out using the fivefold cross-validation approach shown in 
Figs. 4, 5 and 6.

Table 5 compares the overall accuracy obtained with the 
optimized pre-trained neural network with other existing 
methods. The results indicate that BP classification using 
DenseNet + FDM achieves better accuracy than the methods 
listed in Table 5.

4  Discussion

The proposed method has the potential to detect the BP level 
in realtime accurately. This method only uses a raw PPG sig-
nal and replaces the cuff-base and PPG morphology feature 
extraction process for BP classification.

This paper presents an optimized deep neural network 
framework to classify the BP into multiple classes: NT, PH, 
and HYP. The proposed framework explores the potential of 
the FDM TF spectrogram to classify BP in realtime only by 
using a PPG signal. The acquired 1-D PPG signal is trans-
formed into a 2-D TF spectrogram using the FDM method. 
FDM decomposes the acquired preprocessed PPG signal 
into desirable FIBF with varying amplitude and frequency 
with time. FDM provides better TF estimation and separates 
FIBFs related to the clean and noise signals.

In recent times, with the introduction of artificial intelli-
gence, the estimation and classification of BP using wearable 
devices have emerged. BP classification using a wearable 

device helps the user to know their BP condition timely and 
acts as an early warning system.

Therefore, this work used FDM based TF spectrogram 
of PPG signals to train and test the deep neural network to 
accurately classify PPG signals into three BP classes per the 
criterion given by ACC/AHA hypertension guidelines 2017.

The proposed framework demonstrated a classifica-
tion accuracy of BP in multiclass for three optimized pre-
trained deep neural network models trained and tested using 
MIMIC-III and figshare datasets. The proposed framework 
obtained 95.12%, 96.71%, and 95.28% accuracy for Goog-
LeNet, DenseNet, and AlexNet, respectively.

The work proposed in [16] shows a significant perfor-
mance with an F1-score of 97.51% for the classification of 
NT versus HYP. However, the performance of the frame-
work report in [16] requires first derivative PPG and sec-
ond derivative PPG in addition to the PPG signal for model 
training. The work reported in [49] shows significant results 
compared to the proposed work. However, the performance 
of this work relies on the feature value extracted manually 
from the TF spectrogram of the PPG signal. The value of the 
features strongly depends on the morphological structure of 
the PPG signal, which can change due to noise and disease. 
The work proposed in [21] obtained an accuracy of 95% for 
classifying BP in five classes. However, this work concat-
enates the feature extracted from the PPG and ECG signals. 
Thus, the need for the PPG signal and the ECG signal for 
feature extraction increases the computational complexity 
of the system.

Most of the techniques in the literature require an addi-
tional PPG sensor or an ECG signal to extract features from 
the PPG signal to train the machine-learning model. Thus, 

Table 5  Performance 
comparison of the proposed 
work with the existing work

Author Method Number of 
classes

Overall 
accuracy 
(%)

LaFreniere et al. 2017 [45] Feedforward neural network 2 82.00
Patnaik et al. 2018 [46] Support vector machine 2 80.23
Luo et al. 2018 [47] CNN 2 89.95
Fitriyani et al. 2019 [48] Ensemble machine learning model 2 85.73
Tjahjadi et al. 2020 [49] Bidirectional long short-term memory + CWT 3 93.00
Wu et al. 2021 [24] CNN + CWT 2 90.36
Wu et al. 2021 [24] GoogLeNet + CWT 2 84.54
Yen et al. 2021 [31] ResNetCNN + BiLSTM 4 76%
Fuadah et al. 2022 [21] Concatenated 1-D CNN 5 95%
Kuzmanov et al. 2022 [20] ECG + PPG 3 78%
Martinez et al. 2022 [50] WST + SVM 2 71.4%
Zhang et al. 2023 [51] STFT + CNN 2 75%
Proposed work GoogLeNet + FDM 3 95.12
Proposed work DenseNet-201 + FDM 3 96.71
Proposed work AlexNet + FDM 3 95.28



748 Biomedical Engineering Letters (2023) 13:739–750

1 3

the performance of these techniques relies on the require-
ment of two signals. Moreover, the synchronization between 
the two signals in realtime is challenging.

The work proposed in [32] shows a comparable perfor-
mance for NT versus PH classification, but the reported 
work does not provide good results for other classification 
types. The performance of the reported work [32] depends 
on the feature extracted from three signals (PPG, first deriva-
tive PPG, and second derivative PPG signal).

Further, the main hurdle associated with realtime 
acquired PPG signal is the effect of motion artifacts which 
degrade the algorithm’s accuracy. Thus, removing motion 
artifact components from a PPG signal is also a factor to 
consider while designing a wearable device. Most of the 
work reported in the literature used features extracted from 
a raw PPG signal to train and test the model. Training a 
machine learning model with features acquired from the 
corrupted PPG signal reduces the generalized capability of 
the model when tested in realtime, as the effect of motion 
artifacts is random. Notably, a deep neural network has the 
potential to automatically extract relevant features and map 
these features with the target class. It is assumed that train-
ing a model with a corrupted PPG signal consisting of ran-
dom and irregular peaks degrades the generalized capability 
of the model when tested in realtime. Thus, the proposed 
work trains the deep neural network model using an FDM-
based TF spectrogram to increase the model's accuracy.

The parameters of the pre-trained neural network are opti-
mized to improve the accuracy of the classifier. The model 
accuracy on the test dataset is evaluated using the perfor-
mance metrics accuracy, specificity, sensitivity, precision, 
and the F1-score.

5  Conclusion and future scope

A deep learning-based approach to analyzing PPG signals 
helps improve classification accuracy. The proposed study 
is tested using publicly available MIMIC-III and figshare 
datasets. A new framework by combining FDM-based TF 
spectrogram and deep neural network architectures is pro-
posed so that the same can be used in smart wearable health-
care devices for early diagnosis of hypertension to reduce 
the mortality rate.

This work uses PPG signals from the MIMIC-III data-
base as an input to produce a 2-D TF spectrogram from 
a 1-D PPG input signal by applying FDM. The obtained 
TF spectrogram is used as an input image database of 
the pre-trained deep neural network. FDM TF spectro-
gram accurately separates the motion artifacts and other 
unwanted frequency components from the PPG signal. 
Thus, the model training becomes more robust and accu-
rate. This work considered three pre-trained deep neural 

networks: GoogLeNet, DenseNet, and AlexNet. In this 
work, the parameter of the last three layers of the pre-
trained network are optimized to meet the classification 
needs. Out of the three pre-trained networks used in this 
work, the DenseNet-201 provides the highest classifica-
tion accuracy of 96.71%. The confusion matrix shows the 
potential of DenseNet-201 to successfully classify the PPG 
spectrogram into multiclass (NT, PH, and HYP). For BP 
classification, each class is equally important to provide 
the BP state of a user in realtime. Thus, the overall per-
formance of the classifier is measured using the F1-score 
that combines precision and recall. A high F1 score indi-
cates the model's efficiency in accurately classifying BP. 
After analysis of computational time taken by all proposed 
deep neural network, it is found that DenseNet-201 train-
ing time, testing time, and model complexity is higher than 
the GoogLeNet and AlexNet. Although DenseNet-201 
provides better accuracy than the AlexNet and the Goog-
LeNet, indicating that there is a tradeoff between system 
complexity and system performance.

This work is performed over a non-GPU device; thus, 
the training and testing time are high. For future studies, we 
plan to increase the dataset and train and test the pre-trained 
model on a GPU-based workstation.
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