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Abstract

Background: Due to the nonlinear nature of the logarithmic operation and the stochastic nature 

of photon counts N , sinogram data of photon counting detector CT (PCD-CT) are intrinsically 

biased, which leads to statistical CT number biases. When raw counts are available, nearly 

unbiased statistical estimators for projection data were developed recently to address the CT 

number bias issue. However, for most clinical PCD-CT systems, users’ access to raw detector 

counts is limited. Therefore, it remains a challenge for end users to address the CT number bias 

issue in clinical applications.

Purpose: To develop methods to correct statistical biases in PCD-CT without requiring access to 

raw PCD counts.

Methods: (1) The sample variance of air-only post-log sinograms was used to estimate air-only 

detector counts, N‾ 0. (2) If the post-log sinogram data, y, is available, then N of each detector pixel 

was estimated using N = N‾ 0e−y. Once N was estimated, a closed-form analytical bias correction 

was applied to the sinogram. (3) If a patient’s post-log sinogram data are not archived, a forward 

projection of the bias-contaminated CT image was used to perform a first-order bias correction. 

Both the proposed sinogram domain- and image domain-based bias correction methods were 

validated using experimental PCD-CT data.

Results: Experimental results demonstrated that both sinogram domain- and image domain-

based bias correction methods enabled reduced-dose PCD-CT images to match the CT numbers 

of reference-standard images within [−5,5] HU. In contrast, uncorrected reduced-dose PCD-CT 

images demonstrated biases ranging from −25 to 55 HU, depending on the material. No increase 

in image noise or spatial resolution degradation was observed using the proposed methods.
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Conclusions: CT number bias issues can be effectively addressed using the proposed sinogram 

or image domain method in PCD-CT, allowing PCD-CT acquired at different radiation dose levels 

to have consistent CT numbers desired for quantitative imaging.
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1 | INTRODUCTION

Photon counting detector (PCD)-CTs are on the cusp of widespread adoption, with the 

first FDA-approved whole-body clinical scanner model released in 2021.1 Contemporary 

PCD-CTs use semiconductor-based PCDs to directly convert incident x-ray photons into 

individual electric pulses, which are processed in application-specific integrated circuits 

(ASICs) to extract information about the number of x-ray photons, their energies, and 

spatial distributions. Semiconductor PCDs present multiple advantages over scintillator-

based energy integrating detectors (EIDs), such as improved spatial resolution, inherent 

spectral resolving capability, and electronic noise rejection.2–6

Despite these advantages, PCD-CTs still face multiple technical challenges. Examples are 

the issues of pulse pileup, charge sharing, and statistical CT number bias. Different from 

artifact-induced CT number errors, the statistical CT number bias issue discussed in this 

work is caused by the statistical nature of the measured detector counts, N, and the nonlinear 

nature of the logarithmic transform applied to N to generate the sinogram projection data. 

This bias issue, briefly reviewed in Section 2.1, was initially recognized decades ago by 

Alvarez7 and Barrett and Swindell,8 although back then, it was considered that “the mean 

number of photons detected in an individual measurement is always large compared to 

unity in practice”, and statistical biases “are therefore negligible.”8 After 4 decades of 

developments, both radiation dose and the area of each detector pixel have been significantly 

reduced. As a result, the magnitude of N is no longer necessarily much larger compared to 

unity, especially in high-spatial-resolution PCD-CTs with a sub-400 μm detector pixel pitch. 

Consequently, double-digit HU biases have been observed in PCD-CT images acquired at a 

CTDIvol level of 3 mGy.9

The bias issue is often overlooked until the images are used for lesion characterization and 

quantitative imaging tasks, where CT numbers are used for delineating and distinguishing 

internal biological structures and tissue pathologies. Examples of clinical applications are 

the characterization of adrenal mass,10 renal lesions,11,12 renal stones,13 cerebral venous 

thrombosis,14 airway and parenchymal abnormalities,15 coronary atherosclerosis,16 and 

hepatic stenosis.17–19 The early detection of hepatic steatosis in asymptomatic adults 

underscores the importance of CT number accuracy at reduced dose levels: prior studies 

have shown that an expedited and objective quantification of the liver fat fraction can be 

realized by evaluating liver CT numbers derived from low-dose non-contrast CTs originally 

prescribed for lung cancer screening purposes.17,18 The dependence of CT number on 

radiation dose is highly undesirable for establishing a robust mapping from CT number to 

liver fat fraction.
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In the past, when N measured in an EID-CT exam was low, standard or adaptive filtration 

of the projection data was used to reduce the associated noise streaks, which could also 

mitigate statistical biases since a low N might be replaced by a larger number calculated 

based on the counts of neighboring pixels. However, filtration operations can introduce 

another type of bias, often manifesting as spatial blurring. This is undesirable in PCD-CTs, 

as one of their primary benefits in medical imaging is their superior spatial resolution 

performance. To correct statistical biases in PCD-CT without using any spatial operations, 

a nearly unbiased PCD-CT sinogram estimator was constructed in our previous works.20,21 

The new sinogram estimator, briefly reviewed in Section 2.1, uses a Laurent series of 

N to cancel the bias in the classical sinogram estimator. It does not involve any spatial 

operations and thus does not alter spatial resolution. However, it requires access to raw 

counts, which may not be available in practice for various practical reasons. For example, 

some CT systems perform the logarithmic transformation of raw counts as a part of the 

analog-to-digital conversion process for data compression reasons. For those systems, access 

to the PCD counts is irreversibly lost.22 This work aimed to develop new methods to address 

the potential CT number bias issues in PCD-CT without requiring access to PCD counts. 

We started by developing a correction method that uses the post-log sinogram data. Then, 

we extended the method to enable retrospective bias correction using bias-contaminated 

PCD-CT images in the case where the post-log sinogram data of individual patients are 

unavailable. Finally, we performed experiments to evaluate the impacts of the proposed 

methods on sinogram bias, CT number bias, CT noise, and CT spatial resolution.

2 | THEORETICAL METHODS

2.1 | A brief review of prior art: Raw counts-based bias correction method

Based on the Beer-Lambert law, the line integral of the x-ray attenuation coefficients, μ( x ), 
is related to the expected values of PCD counts as

p : = lnN‾ 0

N‾ =
l

dlμ( x ), (1)

where p is the desired sinogram for reconstructing μ( x ), N‾ 0 and N‾  denote the mathematical 

expectation of the PCD counts without and with the image object, respectively. The 

deterministic nature of μ requires the use of the expectation of detector counts instead of a 

single, stochastic sample. Note that Equation (1) does not consider the polychromatic nature 

of the input x-rays and the associated nonlinear beam hardening (BH) effect. Additional 

processing can be applied to p or the reconstructed images to mitigate BH artifacts.

In medical imaging, due to practical and clinical considerations such as the data acquisition 

time and radiation risks to the patient, detector counts from a single CT data acquisition, 

denoted as N, are used to calculate the sinogram. Consequently, the actual sinogram data, y, 

widely used for image reconstruction is generated as follows:

y : = lnN‾ 0

N . (2)
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One consequence of using N is that the actual sinogram (y) defined in Equation (2) 

is a random variable with stochastic uncertainties, despite the fact that μ( x ) to be 

reconstructed from the sinogram is deterministic. Furthermore, due to the nonlinearity 

of the logarithmic operation in Equation (2), y is statistically biased, meaning that the 

mathematical expectation of y, namely y‾ = ⟨lnN‾ 0
N ⟩, is not the same as p = lnN‾ 0

N‾  defined 

in Equation (1). The difference between y‾ and p defines the statistical bias of the 

sinogram data. When the image reconstruction is performed, this biased sinogram estimation 

inevitably leads to biased CT numbers.

The statistical biases of y have been previously investigated 7,8,23 with the following 

quantitative dependence on N‾ :

biasy : = ⟨y⟩ − p
= 1

2N‾ + 5
12N‾ 2 + 3

4N‾ 3 + 251
120N‾ 4 + ⋯ (3)

However, it is important to recognize that understanding the bias’s dependence on N‾  does 

not necessarily lead to a practical correction method since the expected counts N‾  appeared 

in the bias formula are generally not available in clinical imaging with a single scan.

The following observation made in Refs. [20] and [21] opened the door for effective 

correction of biasy: it was observed that the statistical bias of random variables 1
Ni  also 

consists of a similar summation of terms ∑j = i + 1
∞ bjN‾ −j, where coefficients bj are independent 

of N‾ . This closely resembles the structure of the statistical bias in Equation (3). Based on 

that observation, the following sinogram estimator was constructed20,21:

y: = y + ∑
j = 1

K cj

Nj . (4)

As shown in the work by Chen et al.,20 one can select the appropriate coefficients ci in the 

above construction such that the statistical bias of y can be effectively canceled by ∑j = 1
K cj

Nj

up to the order of N‾ −(K + 1). As an example, for K = 4,

y = y − 1
2N + 1

12N2 + 0
N3 − 1

120N4 (5)

is unbiased up to the order of N‾ −5. Since y in Equation (5) only uses the measured counts 

N instead of the unknown N‾ , Equation (5) provides a practical, closed-form sinogram 

estimator to correct statistical biases in PCD-CT as confirmed by experimental results.20,21

2.2 | Experimental estimation of N‾ 0 from post-log sinogram data without image object

The statistical bias correction scheme shown in Equation (5) uses the raw detector counts, 

N. However, the majority of clinical CT scanners do not provide users with raw count 
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access for various reasons such as data compression and intellectual property protection. 

This poses a challenge for implementing Equation (5), particularly for retrospective, offline 

bias correction. Some scanners do provide post-log sinogram, y, to users. Based on Equation 

(2), N can be calculated from post-log sinogram y as

N = N‾ 0e−y . (6)

Equation (6) is generally true if x-ray scattering (by the patient) has negligible contribution 

to the measured N. For PCD-CTs with a narrow beam collimation (such as the one used 

in this work) or with a dedicated anti-scatter grid (such as clinical PCD-CTs2), scattering 

can be neglected. According to Equation (6), if both y and N‾ 0 are known, then N can be 

analytically calculated. However, when N is hidden from the end-users, it can be assumed 

that N‾ 0 is also unavailable. Hence, we must develop a practical method to estimate N‾ 0 from 

post-log sinogram data. To do so, the definition of air-only post-log sinogram is reviewed as 

follows:

y0 : = lnN‾ 0

N0
. (7)

Air-only scans can be repeated for m times without any concern of radiation exposure to 

patients. From an ensemble of y0, the variance of y0 can be estimated for each detector 

element using the following adjusted sample variance formula:

σy0
2 = 1

m − 1 ∑
i = 1

m
(y0)i − y0

2, (8)

where y0 i denotes the i-th measured sample of y0 and y‾0 denotes the sample mean of y0.

As shown in literature,21,23 the variance of y0 is related to N‾ 0 by

σy0
2 ≈ 1

N‾ 0
+ 3

2N‾ 0
2 . (9)

Therefore, with the variance of y0 provided by Equation (8), N‾ 0 can be estimated as follows:

N‾ 0, est = 1 + 1 + 6σy0
2

2σy0
2 . (10)

The experimental data shown in Figure 1 confirmed the agreement between N‾ 0, est estimated 

using Equation (10) and the true N‾ 0.

In clinical PCD-CT exams, the x-ray tube current (mA) is often modulated as a function of 

projection view angle and/or longitudinal locations based on the patient attenuation profile. 

To estimate N‾ 0,est at an arbitrary mA level, air-only scans can be performed at a reference mA
level mAref  to obtain N‾ 0,est mAref . Based on the linear proportionality between N‾ 0 and mA, 
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we have N‾ 0,est(mA) = N‾ 0, est mAref × mA
mAref

. Note that when the kV, bowtie filter, or other scan 

condition changes, a separate air scan is needed to estimate the corresponding N‾ 0,est.

2.3 | Proposed method to correct CT number bias using the post-log projection data

Once N‾ 0, est is obtained using Equation (10), the raw detector counts N can be estimated 

based on Equation (6) as follows:

Nest = N‾ 0, este−y . (11)

With Nest, y, and Equation (5), the unbiased sinogram can be estimated as follows:

y = y + ∑
j = 1

K
cj

ejy

N0, est
j

= y − 1
2

ey

N0, est
+ 1

12
e2y

N0, est
2 − 1

120
e4y

N0, est
4

(12)

As shown by Equation (12), y is calculated from N‾ 0,est and y, two quantities obtained entirely 

from post-log sinogram data. The overall workflow of the post-log sinogram data-based bias 

correction method is summarized in Figure 2.

2.4 | Proposed image-based bias correction method

If the post-log sinogram (y) of a patient is not archived, yet a retrospective bias correction 

is still needed, it is desirable to use the bias-contaminated PCD-CT image, I( x ), for y
estimation and statistical bias correction. To do so, we first convert each PCD-CT image 

with units of HU to a tomographic distribution of x-ray linear attenuation coefficient as 

follows:

μ′( x ) = μwater

1000 l( x ) + μwater . (13)

Compared with μ( x ), namely the patient’s true attenuation coefficient map, μ′( x ) is 

generated from the bias- and noise-contaminated sinogram and thus it also contains bias 

and noise:

μ′( x ) = μ( x ) + biasμ′( x ) + noiseμ′( x ) . (14)

Here noiseμ′ denotes stochastic noise in μ′.

For image reconstructed using the filtered backprojection (FBP) with a standard ramp filter, 

μ′ is related to the projection data y by

μ′ = FBPy, (15)

where y is the vectorized biased sinogram defined in Equation (2), and μ′ is the vectorized 

version of the reconstructed image. A numerical forward-projection of μ′ can generate a 

synthesized sinogram, y′:
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y′ : = A μ′
= A FBPy
= y + δy′ .

(16)

A denotes the forward-projection matrix. Depending on the digital sampling interval of the 

reconstructed image and the numerical implementation method of the forward-projection, 

the synthesized projection may differ from the measured projection by a small quantity, δy′. 
If the actual filter used in FBP differs from the standard ramp filter, the difference between 

y′ and y can further increase.

Based on Equation (16), the sinogram-based bias correction formula in Equation (12) can be 

recast to

y = (y′ − δy′) − 1
2

e(y′ − δy′)

N‾ 0, est

+ 1
12

e2(y′ − δy′)

N‾ 0, est
2 − 1

120
e4(y′ − δy′)

N‾ 0, est
4 .

(17)

Next comes another argument to further simply the above result, as shown by Fessler,24 

the magnitude of δy′ are on the order of O( 1
MN‾

), where M denotes the total number of 

projection views. For a diagnostic CT scanner, M ≈ 1000 and thus 1
M ≈ 1

32 , Therefore, for 

first-order bias corrections, one can neglect the contribution of δy′, as well as higher-order 

terms ( ey
N‾ 0, est

)
2
 and ( ey

N‾ 0, est
)
4
 in Equation (12) to obtain the following sinogram estimator that is 

unbiased to the order of N‾ −2:

y* = y′ − 1
2

ey′

N‾ 0, est
. (18)

In summary, when neither pre-log counts nor post-log sinogram data of a given patient is 

available, 1st-order bias correction can be performed using the bias-contaminated PCD-CT 

image, μ′. Its forward projection can provide the needed information for estimating the 

1st-order bias correction term. Figure 3 shows one workflow of this image-based bias 

correction method.

3 | EXPERIMENTAL MATERIALS AND METHODS

This section describes experimental systems and methods for validating the proposed 

sinogram- and image-based bias correction schemes and evaluating their impacts on PCD-

CT image quality.

3.1 | PCD-CT systems and data acquisition condition

Experimental PCD-CT data were collected using a benchtop PCD-CT system in our lab 

(Figure 4). The PCD (XC-Hydra FX50, Direct Conversion AB, Sweden) uses 0.75 mm-thick 
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CdTe as the x-ray sensor and 5120 × 60 pixels with an isotropic pixel pitch of 100 μm. 

These pixels come from 20 CdTe panels tightly tiled together; each panel has 256 × 64 

pixels and an area of 25.6 mm × 6.4 mm. The ASIC of the PCD provides charge-sharing 

corrections (CSC). As shown by our previous experimental results,25 the output counts 

of our PCD follow the Poisson distribution, which aligns well with a basic assumption 

behind the analytical bias correction formula in Equation (5). The x-ray source is a rotating 

tungsten anode medical tube (G1952 with B-180H housing, Varex Imaging, Utah, USA). In 

all PCD-CT data acquisitions, the tube was operated at 120 kV with a 0.6 mm nominal focal 

spot size. A beam collimator and a 0.25 mm copper filter were attached to the exit window 

of the tube. The x-ray beam was collimated to match the PCD sensor area. A motorized 

rotary stage was used to rotate each image object during PCD-CT acquisitions. The source-

to-isocenter and source-to-detector distances are 74.9 and 113.4 cm, respectively.

The benchtop system scanned three physical phantoms, including a Catphan 600 phantom 

(The Phantom Laboratory, New York, USA), an anthropomorphic head phantom (ACS 

Head, Kyoto Kagaku, Japan), and a 16-cm acrylic cylinder that houses six calcium 

(Ca)-or iodine (I)-containing material inserts from a Gammex Dual Energy CT (DECT) 

Characterization Phantom (Model 472, Gammex Inc., Wisconsin, USA). The material 

concentrations of the six inserts are 200 mg/mlCa, 5 mg/ml l,20 mg/ml, l,50 mg/ml Ca, 

100mg/mlCa, and 7.5 mg/ml I. The third phantom is referred to as the Gammex phantom in 

this work.

The CTIDvol (16 cm CTDI phantom) of each PCD-CT scan is 9 mGy for the Catphan 

phantom, 14 mGy for the head phantom, and 6 mGy for the Gammex phantom. To generate 

the reference standard sinogram (namely p) and the corresponding reference-standard PCD-

CT images, the scan of each phantom was repeated 25 times, and counts from those repeated 

scans were summed before the logarithm transform was taken to yield p. The number of 

projection views per PCD-CT scan was fixed at 1200, distributed uniformly over 360°. 

The PCD was operated under the single-bin (singe-energy) mode with the low energy 

threshold being set to 15 keV to reject electronic noise based on our previous study.26 

The non-uniform responses of the PCD across different CdTe panels were corrected using 

an in-house method that also mitigates BH artifacts.27 That method was applied to the 

post-log sinogram data after the proposed statistical bias correction. All PCD-CT images 

were reconstructed using the standard FBP algorithm with a matrix size of 1024 × 1024 and 

a reconstruction axial field-of-view of 22 cm. The reconstruction slice thickness is 2.8 mm.

To evaluate the performance of the proposed correction methods at different dose levels, 

the Catphan phantom was scanned at four additional radiation dose (16 cm-CTDIvol) levels 

(11, 14, 18, and 30 mGy). To demonstrate the impact of the proposed methods on material 

basis images, additional dual-energy scans of the Gammex phantom were performed by 

operating the PCD under the dual-bin mode. Based on our prior studies,5,28 the low-energy 

(LE) and high-energy (HE) thresholds were set to 15 and 63 keV, respectively for balancing 

counts in the LE and HE bins. The CTDIvol of each dual-energy PCD-CT scan is 15 mGy. 

After reconstructing LE-bin and HE-bin PCD-CT images, a two-material decomposition 

was applied to them to generate water and iodine basis images. The decomposition was 

performed in the CT image domain using the classical matrix-inversion-based method: the 
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matrix elements were calibrated experimentally by scanning two inserts of known materials 

(water and 15 mg/ml iodine).

3.2 | Sinogram domain-based bias correction and evaluation

At each dose level, an air-only scan collected m = 1, 200 projection views. Their pre-log and 

post-log ensemble averaging led to N‾ 0 and y‾0, respectively. Next, σy0
2  was calculated using 

Equation (8) and N‾ 0, est was calculated using Equation (10). An example of the calculated 

N‾ 0, est is shown in Figure 1.

The post-log sinogram, y, of each phantom was processed jointly with N‾ 0, est for bias 

correction using Equation (12). To evaluate the effectiveness of the post-log bias correction, 

the reduced-dose sinogram was subtracted with the corresponding reference-standard 

sinogram to identify any residual fingerprint of sinogram biases. Bias was further quantified 

using the Bland-Altman analysis method. The horizontal axis is the average of the reduced-

dose and reference-standard sinogram values. The vertical axis is the difference between the 

reduced-dose and reference-standard sinogram values.

3.3 | Image domain-based bias correction and evaluation

The proposed image-domain bias correction was implemented by forward-projecting each 

PCD-CT image to get y′, which was used to estimate N‾ ′ and perform bias correction using 

the workflow shown in Figure 3. The corrected attenuation coefficient images, μ( x ), were 

converted to HU images based on the HU definition. CT number biases were evaluated 

by subtracting reduced-dose PCD-CT images with the corresponding reference-standard CT 

images (reconstructed from p). Circular regions of interest (ROIs) with a diameter of 16 

pixels were placed on the difference images, and the ROI mean was measured for different 

materials in the test phantoms.

To evaluate the impact of the proposed bias correction schemes on image noise, circular 

ROIs were placed in uncorrected and corrected reduced-dose PCD-CT images at matched 

locations. ROI standard deviations were measured. Finally, the potential impact of the 

proposed bias correction schemes on PCD-CT spatial resolution was studied by generating 

the point spread function (PSF) and modulation transfer function (MTF) from line profiles 

across a metal bead in the CTP591 insert of the Catphan phantom for both the uncorrected 

and corrected reduced-dose PCD-CT images.

4 | EXPERIMENTAL RESULTS

4.1 | Impact of proposed methods on sinogram biases

Figure 5 shows the differences between the three phantoms’ reduced-dose sinograms and 

reference-standard sinograms. For the image-based method, the uncorrected reduced-dose 

sinograms were synthesized by digitally forward-projecting the reduced-dose PCD-CT 

images. Without any bias correction, the difference sinograms clearly show the existence 

of biases in y, as evident by the visible material traces, with higher attenuating materials 

resulting in a more significant bias. With the proposed sinogram domain-based correction 

without using any raw PCD counts, sinogram biases were effectively removed, supported 
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by the observation that the material traces have nearly vanished in the corrected difference 

images. The raw count-based and sinogram-based corrections generated comparable results. 

The synthesized sinograms from the image-based correction results also demonstrated 

reduced biases, although some mild residual biases can still be observed in the last column 

of Figure 5. This is consistent with the fact that the image-based method only provides a 

first-order bias correction.

The Bland-Altman analysis of the sinogram data supports the qualitative observations. 

As shown in Figure 6, for the sinogram-based correction scheme, the Catphan phantom 

uncorrected sinogram has a mean bias of 0.045 (95% limits of agreement (LoA): [0.016 

0.073]), while the corrected sinogram has a mean bias of 0.000 (95% LoA: [−0.006 0.006]); 

for the 16 cm Gammex phantom, the uncorrected sinogram has a mean bias of 0.044 

(95% limits of agreement (LoA): [0.012 0.076]). In contrast, the corrected sinogram has a 

mean bias of 0.000 (95% LoA: [−0.006 0.006]). For the anthropomorphic head phantom, 

the uncorrected sinogram has a mean bias of 0.022 (95% LoA: [0.006 0.040]) while the 

corrected sinogram has a mean bias of 0.00 (95% LoA: [−0.005 0.005]).

For the image-based correction scheme, the Catphan phantom’s uncorrected sinogram has a 

mean bias of 0.041 (95% LoA: [0.013 0.070]) while the corrected sinogram has a mean bias 

−0.003 (95% LoA: [−0.007 0.001]); for the Gammex phantom, the uncorrected sinogram 

has a mean bias of 0.037 (95% limits of agreement (LoA): [0.004 0.070]) while the 

corrected sinogram has a mean bias −0.006 (95% LoA: [−0.010 −0.007]); and for the 

anthropomorphic head phantom, the uncorrected sinogram has a mean bias of 0.022 (95% 

LoA: [0.007 0.036]) while the corrected sinogram has a mean bias- 0.003 (95% LoA: 

[−0.009 0.004]).

While the magnitudes of sinogram biases may appear small initially, note that they 

will translate to a much larger HU bias in the reconstructed images. The BA plots of 

the uncorrected sinograms demonstrate a positive correlation between bias and material 

attenuation. In contrast, this correlation is absent in the sinogram-based correction results. 

Mild residual biases are shown in the BA plot of the image-based correction results because 

the image-based method is only accurate up to the first order.

4.2 | Impact of proposed methods on CT number biases

Total-energy-bin PCD-CT images of the three phantoms are shown in Figure 7. Without the 

bias correction, residual biases are identifiable in the difference image (with respect to the 

reference standard), evidenced by the “ghost inserts.” With the proposed sinogram-domain 

or image-domain correction, ghost inserts are absent from the difference images.

Figures 8 compares the experimentally measured CT number biases for three different 

materials in the Catphan phantom at a range of dose levels from 9–30 mGy, for different 

correction methods. Without the correction, the magnitude of the CT number bias is related 

to material attenuation, with significant positive biases observed for highly attenuating 

objects like Teflon and significant negative biases for air. After applying the proposed 

sinogram-based correction, the CT number biases were reduced to under ± 5 HU for all 
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materials. In summary, image-based correction also effectively reduced biases, albeit its 

effectiveness is slightly inferior to sinogram-based and raw count-based correction.

4.3 | Impact of proposed methods on material basis images

Dual-energy PCD-CT images of the Gammex phantom are shown in Figure 9. Similar to 

the total energy bin, LE bin and HE bin images demonstrated statistical biases and “ghost 

inserts” when no bias correction is applied. After the material decomposition, those biases 

propagated to the iodine and water basis images, especially at the two inserts with the 

highest contrasts (200 mg/ml Ca and 20 mg/ml l). The dual-energy images also show more 

concentric artifacts compared with the single-energy images in Figure 7. These concentric 

artifacts may be caused by the inconsistency between our PCD panel uniformity calibration 

scans27 and the Gammex phantom scan. Despite the presence of concentric artifacts, the 

proposed sinogram-domain or image-domain correction effectively reduced statistical biases 

and removed the “ghost inserts” in the difference images.

4.4 | Impact on noise and spatial resolution

As shown in Figure 10, none of the three correction methods (raw count-based, sinogram-

based, image-based) increased CT image noise. This is because the bias correction terms 

have negative noise correction with y, as described in our previous work.21

As shown by the PSF and MTF results in Figure 11, the spatial resolution of images with 

the proposed sinogram-based method matches that of the uncorrected images and those with 

the previously reported raw count-based method. This is expected since this correction is 

applied to each detector pixel independently, with no spatial filtering being performed. The 

image-based correction method has a slightly lower spatial resolution due to using a forward 

projector and interpolations for synthesizing y′. However, this effect is minor: the MTF50 

decreased from 0.43 to 0.38 mm−1; the MTF10 decreased from 0.79 to 0.73 mm−1.

5 | DISCUSSION

Due to radiation safety and other practical considerations, the estimation of sinogram data 

for CT reconstruction has been using N instead of N‾ . As reviewed in Section 2.1, the use 

of stochastic N leads to statistical bias and noise. The statistical bias becomes more severe 

with lower radiation exposure and smaller detector pixels, such as those used in low-dose 

high-resolution PCD-CT.

Statistical bias has been observed in both EID-CT and PCD-CT, and previous works 

have proposed methods to mitigate it using data filtration29 or iterative reconstruction 

techniques.30 The effectiveness of these methods is dependent on the parameter selection 

and often has a tradeoff with spatial resolution. Prior work presented a closed-form 

analytical method for bias correction without spatial filtration and resolution loss.20,21 A 

limitation of the preceding analytical method is that it requires access to raw detector 

photon counts, which is often unavailable to most end-users. This work seeks to overcome 

this limitation by introducing a method to estimate raw detector counts N such that the 

previous correction method can be used. The proposed method utilizes repeated air scans to 

Griner et al. Page 11

Med Phys. Author manuscript; available in PMC 2023 October 23.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



approximate N‾ 0 so raw detector counts can be recovered according to N = N‾ 0, est e−y where 

y is the bias-contaminated post-log sinogram. Once N is obtained, the previously proposed 

analytical bias correction formula can be utilized.

In addition to the sinogram-based correction scheme, this work also presents a method that 

uses the reconstructed images for bias correction when the sinogram of a patient is not 

archived. In this scenario, the image can be forward-projected to numerically synthesize 

a biased sinogram, and then a correction can be performed as outlined in Section 2.4 

Experimental results show that the material-dependent statistical biases in PCD-CT images 

can be effectively mitigated even when a patient’s sinogram is unavailable.

This work focuses on the mathematical/statistical bias problem arising from the stochastic 

nature of N and the logarithm transform in Equation (2). Despite the fact that x-rays 

used in CT are polychromatic, Equation (2) has been used since the invention of CT31,32 

X-ray poly-chromaticity is another source of CT number inaccuracy and requires a 

separate correction. In this work, after the statistical biases were corrected, a pixel-specific 

polynomial correction27 was applied to the post-log sinogram data to simultaneously reduce 

detector response nonuniformity and BH artifacts. For the so-called “uncorrected” results in 

the Results section, they also received the same polynomial BH correction as other results. 

Therefore, the polychromatic nature of x-rays does not confound relative comparison in 

noise between different methods reported in this work.

To generate the reference-standard PCD-CT images for quantifying statistical bias, detector 

counts from 25 repeated PCD-CT scans were added before the logarithm transform was 

taken to generate the reference-standard sinograms for reconstruction. Taking the Catphan 

phantom as an example, the total radiation dose used to establish the reference standard is 

9 mGy × 25 repetitions = 225 mGy. As shown in Figure 8, the mean bias at the center of 

the phantom at 30 mGy is 6 HU. Based on Equation (3), for a given spectrum and an image 

object, up to the first order approximation, the statistical bias is related to the radiation dose 

by

biasy ≈ 1
2

α
dose , (19)

where α is a scaling factor for converting counts (N‾ ) to dose. Therefore, the dose ratio for 

two bias values can be readily obtained as follows:

dose1

dose1
= (bias)2

(bias)1
. (20)

where we used the fact that the ratio of CT number biases is the same as the ratio of 

sinogram biases for the linear FBP reconstruction.9 Based on the above formula, if a bias 

value of 6 HU is observed at 30 mGy, then the expected CT number bias is only 0.8 

HU, which means statistical biases can be considered negligible in the reference-standard 

images. We also matched other processing steps such as the BH correction between the 

reference-standard and reduced-dose images, such that the difference in their mean CT 

numbers was dominated by statistical biases.
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This work has the following limitations. First, in highly attenuating regions where mean 

counts N‾  are very low, a significant portion of detector pixels may register zero counts 

in PCD-CT. In sinogram log normalization y = lnN‾ 0/N, zero counts cause a divergence, 

so zero-count correction is applied.21 The zero-count correction can modify the Poisson 

statistical distribution of the data such that the analytical bias correction is no longer 

applicable, as this method is derived from the Poisson distributed detector response. Second, 

the proposed bias correction methods were developed under the assumption of Poisson 

distributed PCD data, that is, the estimated detector counts N  Poisson. However, if 

pre-processing procedures are applied to the sinogram, they can change the noise model 

of y0 such that the estimated N‾ 0, est becomes inaccurate. Examples of those processing 

operations include post-log binning, detector nonuniformity correction, BH correction, etc. 

Prior knowledge of the processing details is needed to effectively revert the sinogram 

data to the unprocessed state. Third, while the image domain-based method does not use 

patients’ sinograms for the bias correction, it does require access to the air-only post-log 

sinograms. In a clinical scanner, the air-only sinograms are always saved in the scanner 

systems, albeit an end-user may need the vendor’s assistance to convert the sinograms into 

binary data for offline processing. Estimating air-only sinograms from the reconstructed 

air-only images warrants further study and is a subject of our future work. If it is successful, 

then a fully image-based bias correction would become feasible. Fourth, the PCD-CT 

benchtop has a narrow beam collimation of 6.4 mm resulting in negligible scatter signal 

in the measured N. Modern multi-detector row CTs including PCD-CTs are equipped with 

delicately designed anti-scatter grids to effectively reject scattered x-rays from reaching 

the detector. If for some reason N contains a significant fraction of the scatter signal, 

software-based scatter correction can be performed. If the scatter correction is applied to the 

post-log or reconstructed images,33 the proposed statistical bias correction shall be applied 

in advance such that the corrected sinogram or image is more consistent with the assumed 

physical model. If the scatter correction method operates in the raw-count domain, then 

the number of scatter counts needs to be estimated and subtracted from N prior to the 

logarithmic transform and the statistical bias correction. The scatter correction process may 

change the noise and statistical distribution of N. A limitation of this work is that it does 

not cover scatter-corrected PCD-CT data and the effectiveness of the proposed methods with 

those data.

6 | CONCLUSIONS

This work addressed a limitation of a previously reported PCD-CT bias correction method 

by relaxing the requirement for raw-count access. A method was developed to estimate 

PCD counts from the patient sinogram and air-only sinograms, such that statistical bias 

correction can be performed using bias-contaminated sinograms. When a patient’s sinogram 

is not available, a second method was developed to use bias-contaminated PCD-CT images 

to estimate raw counts and perform bias correction. These two correction methods enable 

PCD-CT images acquired at different radiation dose levels to have consistent CT numbers 

and spatial resolution.
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FIGURE 1. 
Comparison of N‾ 0, est estimated using Equation (10) and the measured N‾ 0 along a PCD row. 

Experimental methods used to establish N‾ 0 and acquire ensembles of y0 were described in 

Section 3 The “steps” (discontinuities) in the figure on the left were caused by slightly 

different responses of 20 CdTe panels that were tiled to form the PCD. Each CdTe panel 

spans 256 pixels along the transverse direction. PCD, photon counting detector.
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FIGURE 2. 
Workflow of the proposed post-log sinogram-based statistical bias correction method.
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FIGURE 3. 
Workflow of the proposed image-based bias correction method. FBP, filtered backprojection.
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FIGURE 4. 
Bencthtop PCD-CT imaging system used in this work. PCD-CT, photon counting detector 

CT.
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FIGURE 5. 
Difference sinograms generated by subtracting the reference-standard sinogram from the 

reduced-dose sinogram. The previously-proposed raw count-based correction is compared to 

the sinogram- and image-based correction methods proposed in this work. The unit of the 

post-log sinograms is dimensionless.
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FIGURE 6. 
Bland-Altman analysis of the proposed correction methods. The horizontal axis is the 

average of the reduced-dose and reference-standard sinogram values. The vertical axis is 

the difference between the reduced-dose and reference-standard sinogram values. For the 

image-based uncorrected and corrected results, the sinograms were synthesized by digitally 

forward-projecting the reconstructed PCD-CT images. PCD-CT, photon counting detector 

CT.
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FIGURE 7. 
First column: reference-standard PCD-CT images reconstructed from p. Other columns: 

Difference between the reduced-dose images and the reference-standard images: without 

correction (second column), with raw count-based correction (third column), with sinogram-

based correction (fourth column), or with image-based correction (last column). The display 

range of all difference images is matched at [−20,60] HU. PCD-CT, photon counting 

detector CT.
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FIGURE 8. 
Plots of the measured CT number bias values as a function of dose for different inserts in 

the Catphan phantom without bias correction compared to the raw count-based correction, 

sinogram-based, and image-based correction methods. Corr, correction.
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FIGURE 9. 
First column: reference-standard dual-energy PCD-CT images. The iodine and water basis 

images were generated from the LE- and HE-bin images via image-domain two-material 

decomposition. Other columns: Difference between the reduced-dose images and reference-

standard images: without correction (second column), with raw count-based correction (third 

column), with sinogram domain-based correction (fourth column), or with image domain-

based correction (last column). Inserts #1 to #6 are 200 mg/ml Ca, 5 mg/ml I, 20 mg/ml I, 

50 mg/ml Ca, 100 mg/ml Ca, and 7.5 mg/ml, respectively. HE, high-energy; LE, low-energy; 

PCD-CT, photon counting detector CT.
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FIGURE 10. 
Plots of the measured CT image noise standard deviation values as a function of dose for 

three materials in the Catphan phantom.
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FIGURE 11. 
PSFs and MTFs measured using PCD-CT images of a bead in the Catphan phantom. MTFs, 

modulation transfer functions; PSFs, point spread functions; PCD-CT, photon counting 

detector CT.
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