
/ Published online: 17 October 2023

Indian Journal of Surgical Oncology (Septem  ber  2023)  14(3):537–539

Vol.:(0123456789)1 3

https://doi.org/10.1007/s13193-023-01836-3

REVIEW ARTICLE

From ChatGPT to Treatment: the Future of AI and Large Language 
Models in Surgical Oncology

Adhitya Ramamurthi1  · Chandrakanth Are2 · Anai N. Kothari1

Received: 28 September 2023 / Accepted: 4 October 2023 
© The Author(s), under exclusive licence to Indian Association of Surgical Oncology 2023

Abstract
This paper explores the transformative potential of Large Language Models (LLMs) within the context of surgical oncology 
and outlines the foundational mechanisms behind these models. LLMs, such as GPT-4, have rapidly evolved in terms of 
scale and capabilities, with profound implications for their applications in healthcare. These models, rooted in the Generative 
Pretrained Transformer architecture, exhibit advanced natural language understanding and generation skills. Within surgical 
oncology, LLMs, when integrated into a Generalist Medical AI (GMAI) framework, hold great promise in offering real-time 
support throughout the cancer journey. However, alongside these opportunities, this paper underscores the importance of 
ethical, privacy, and efficacy considerations, especially in light of issues like data drift and potential biases. Collaborative 
efforts among healthcare providers, AI developers, and regulatory bodies are pivotal in ensuring responsible and effective 
use of LLMs in surgical oncology, thereby contributing to enhanced patient care and safety. As LLMs continue to advance, 
they are poised to become indispensable tools in the delivery of high-quality, efficient care in this specialized medical field.
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Editorial

Since the introduction of deep learning and neural networks 
in the early 2000s, there has been substantial interest in 
the application of artificial intelligence (AI) to help solve 
a multitude of problems in the healthcare industry [1–4]. 
With the increased digitization of health records and elec-
tronically available health data, the field of medicine, at first 
glance, appears to be an ideal candidate for the integration 
of AI to improve outcomes, cost, and efficiency. Recently, 
generative AI technologies, defined by their capability to 
create new content, have received a tremendous amount of 
recognition for their potential to improve human-AI system 
interactions. This includes large language models (LLMs), 

which are designed to comprehend and generate human-like 
text. These models have exhibited exceptional capabilities 
in areas such as language translation, content generation, 
and even programming assistance. With their ability to ana-
lyze, interpret, and generate text as well as learn from user 
input, LLMs will be an increasingly important tool across 
several industries. Within medicine, surgical oncology, 
given its complex patient population and recent advances in 
precision medicine and multimodal therapy, is an ideal area 
to consider how the application of LLMs could aid in the 
development of novel and innovative solutions to accelerate 
progress and improve patient care [5–8].

Prior to considering the ways LLMs could impact sur-
gical oncology, it is crucial to understand the machinery 
that allows these models to behave the way they do. LLMs 
are fundamentally machine learning models that require 
rigorous training prior to any deployment. Broadly speak-
ing, the main methods for training machine learning models 
are through supervised, semi-supervised, and unsupervised 
approaches. LLMs most commonly “learn” through unsu-
pervised learning, where they are exposed to large amounts 
of unlabeled training data and identify patterns and associa-
tions. Typically, the training corpus is a large volume of text 
with billions of words from what is ideally a diverse set of 
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sources. During the training process, the LLM is attempt-
ing to predict subsequent words in a sentence. This is like 
other machine learning modeling tasks where the goal is 
to use input data (in this case, text) to predict an outcome 
(the next word). The computational needs for training 
LLMs can be quite demanding, typically requiring power-
ful high-performance clusters and infrastructure, and still 
often require weeks to months to process the high-volume 
of data. Availability of computational power and time have 
been a major limitation to advancements in the field of lan-
guage modeling; however, recent technological advances are 
enabling researchers to develop more robust LLMs at previ-
ously unseen pace. OpenAI, the organization responsible for 
ChatGPT, released their first large language model in June 
2018 which was trained using 117 million parameters. Less 
than 5 years later, they released GPT-4 which was trained 
using 175 billion parameters.

Diving deeper, GPT is an acronym that stands for genera-
tive pretrained transformer, a type of artificial neural net-
work designed for natural language processing tasks. Pre-
training occurs via masked language modeling, a process 
during which some words in a sentence are masked and the 
model must predict the missing words. By providing a large 
collection of text data, the model starts to acquire a broad 
understanding of language, including grammar, syntax, and 
semantics. The term transformer refers to a type of neural 
network architecture that is at the core of this LLM. The 
key components of a transformer include a self-attention 
mechanism, multi-head attention, positional encoding, and 
feedforward neural networks. The self-attention mechanism 
allows the model to figure out which words in a sentence 
are most important in relation to a longer piece of text while 
multi-head attention is like having many expert eyes review-
ing a single piece of text, allowing the model to focus on 
different aspects of the text simultaneously. Transformers do 
not naturally know the order of words in a sentence, which 
is a problem that positional encoding solves. Beyond GPT, 
other common LLMs include BERT, transformer-XL, T5, 
RoBERTa, XLNet, and ERNIE, each developed by research-
ers at other major organizations such as Meta, Google, and 
Hugging Face [9]. It is important to emphasize that LLMs 
alone, regardless of the underlying model type, require some 
additional customization to accomplish specific tasks. This 
often involves fine-tuning on task-specific data, integrating 
with domain-specific knowledge bases, or other techniques 
to ensure the LLM is performing the pre-specified language 
task.

We are just beginning to see the ways LLMs might 
be used to impact the delivery of surgical oncology care 
through a generalist medical AI (GMAI) framework. 
GMAI is defined by key model capabilities that include 
flexible combinations of input data and dynamic task 

specification for quick adoption to new tasks by providing 
natural language descriptions [10]. For example, LLMs 
have shown capabilities in the generation of radiology 
reports that describe abnormalities and relevant findings 
from input images [11]. In surgical oncology, a similar 
approach could be used to assess preoperative images and 
generate annotated reports that include tumor location, 
predictions on resectability, or highlight key anatomic 
abnormalities. Another possible application is using 
GMAI chatbots, supported by LLMs, to assist patients 
through their cancer journey. GMAI chatbots could pro-
vide interactive summaries of diagnoses and treatment 
utilizing the patient’s health data in real time [12]. They 
could assist with scheduling appointments, medication 
management, and treatment navigation. With further 
development, GMAI chatbots could serve as always-
available resources to educate, monitor, and guide surgi-
cal oncology patients. As this field continues to rapidly 
change, new opportunities and applications will undoubt-
edly arise.

While the potential for improving patient care with 
LLMs is significant, the integration of these tools into 
clinical settings necessitates careful and thoughtful con-
sideration of ethical, privacy, and efficacy concerns. The 
data used for training and model output interpretation 
need to be well understood, especially given the sensi-
tive nature of health information. LLMs, like other AI 
models, are subject to the phenomenon of drift, where the 
model’s performance deteriorates with time as the data it 
was trained on becomes less representative of current data 
due to shifts in user behavior or evolving language usage. 
This can result in LLMs becoming less accurate, outdated 
with respect to current trends, or even exhibiting biases 
that were not present before, which can be devastating in 
a clinical setting [13]. Addressing drift poses a signifi-
cant challenge and robust strategies for model monitoring, 
maintenance, and updates are needed. The ongoing col-
laboration between healthcare providers, AI developers, 
and regulatory bodies will be instrumental in ensuring and 
maintaining high standards of patient care and safety.

LLMs equipped with their natural language understand-
ing and generation capabilities, have the potential to trans-
form numerous aspects of surgical oncology. However, any 
clinical implementation must include a cautious approach, 
with careful attention to ethical, privacy, and safety con-
siderations to ensure responsible use. Importantly, as 
LLMs evolve and improve, so will the opportunities and 
applications to surgical oncology. Multi-disciplinary 
efforts will be essential in harnessing the full potential of 
these AI models. With the right safeguards in place, LLMs 
will be important adjuncts in the provision of high quality 
and efficient care in surgical oncology.
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