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ABSTRACT 19 
Synaptic plasticity is widely thought to support memory storage in the brain, but the rules 20 
determining impactful synaptic changes in-vivo are not known. We considered the trial-by-trial 21 
shifting dynamics of hippocampal place fields (PFs) as an indicator of ongoing plasticity during 22 
memory formation. By implementing different plasticity rules in computational models of spiking 23 
place cells and comparing to experimentally measured PFs from mice navigating familiar and novel 24 
environments, we found that Behavioral-Timescale-Synaptic-Plasticity (BTSP), rather than Hebbian 25 
Spike-Timing-Dependent-Plasticity, is the principal mechanism governing PF shifting dynamics. 26 
BTSP-triggering events are rare, but more frequent during novel experiences. During exploration, 27 
their probability is dynamic: it decays after PF onset, but continually drives a population-level 28 
representational drift. Finally, our results show that BTSP occurs in CA3 but is less frequent and 29 
phenomenologically different than in CA1. Overall, our study provides a new framework to 30 
understand how synaptic plasticity shapes neuronal representations during learning. 31 
 32 
INTRODUCTION 33 
 34 
Since Donald Hebb’s influential postulate (Brown & Milner, 2003; Hebb, 1949), learning and the 35 
encoding of memories are assumed to be mainly supported by activity-dependent synaptic 36 
plasticity (Dringenberg, 2020; Moldakarimov & Sejnowski, 2017). The dependencies of long-term 37 
plasticity (LTP) on neuronal activity have been studied for decades, but mostly in-vitro (Chistiakova 38 
et al., 2015; Feldman, 2012; Magee & Grienberger, 2020). Yet, because directly measuring both 39 
neuronal activity and synaptic changes in-vivo on large populations of neurons remains a technical 40 
challenge, little is known of the plasticity rules at play during behavior (Aljadeff et al., 2021; 41 
Graupner et al., 2016; Lim et al., 2015).  42 
 43 
Even in the hippocampus, a brain area essential for memory (Morris, 2006) and where synaptic 44 
plasticity has been investigated most intensively (Bliss et al., 2018; Buchanan & Mellor, 2010), the 45 
learning rules that shape neuronal representations are only starting to be understood. For example, 46 
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during familiarization to an environment by repeated unidirectional exploration, spatial 47 
representations in the CA1 subfield of the hippocampus gradually drift backwards (Dong et al., 48 
2021; I. Lee et al., 2004; Mehta et al., 1997, 2000; Priestley et al., 2022; Roth et al., 2012) and this 49 
neural correlate of incidental learning is known to be dependent on the molecular machinery for 50 
LTP (Burke et al., 2008; Ekstrom et al., 2001; Kaganovsky et al., 2022). The population backward 51 
drift is faster in novel environments, slows down with familiarization, and occurs to a lesser degree 52 
in CA3, the main source of inputs to CA1 (Dong et al., 2021; Roth et al., 2012). Overall, this form of 53 
representational drift, resulting from shifts in the position of individual place fields (PFs), is thought 54 
to reflect ongoing synaptic plasticity. However, the precise rules and mechanisms explaining 55 
differences between familiarity levels and hippocampal subfields are unknown.  56 
 57 
A fruitful approach to uncover the synaptic mechanisms supporting cognition has been to use 58 
computational modeling to infer the rules that would best fit in-vivo recordings (Aljadeff et al., 59 
2021; Milstein et al., 2021). Early computational models suggested that classic Hebbian spike-60 
timing-dependent-plasticity (STDP) (Bi & Poo, 2001) could cause individual PFs to shift backwards 61 
(Mehta et al., 2000; X. Yu et al., 2006). The mechanism is intuitive: the asymmetry of the rule favors 62 
potentiation of inputs that fire before the output place cell and depress inputs that fire after, such 63 
that, combined with repeated unidirectional track traversals, the output cell fires earlier on the 64 
track. However, these models were proof-of-concepts that used parameters potentially inflating the 65 
effects of STDP without systematically exploring the parameter space. As such, they do not account 66 
for the diversity in the dynamics of single PFs, which do not all shift backward and can occasionally 67 
shift forward, nor do they explain differences between hippocampal subfields and familiarity levels 68 
(Dong et al., 2021). Moreover, the effect of classic STDP was not compared to other 69 
phenomenological rules. Indeed, classic STDP is an imperfect way to describe synaptic plasticity. 70 
First, the STDP kernel itself can vary in shape and amplitude at CA3-CA1 synapses, depending on 71 
induction protocols (Inglebert et al., 2020; Wittenberg & Wang, 2006). Furthermore, Hebbian STDP 72 
rules in general have been undermined because 1) their impact may be too weak in natural regimes 73 
of firing and physiological conditions (Graupner et al., 2016; Inglebert et al., 2020; Lisman & 74 
Spruston, 2010) and 2) they operate on timescales too short to support the association of stimuli 75 
presented seconds apart (Gallistel & Matzel, 2013).   76 
 77 
A promising alternative to explain PF dynamics could be behavioral-timescale-synaptic-plasticity 78 
(BTSP), a new type of non-Hebbian plasticity recently discovered at the CA3-CA1 pyramidal 79 
synapse (Bittner et al., 2017; Fan et al., 2023; Magee & Grienberger, 2020; Milstein et al., 2021). 80 
BTSP has three main differences with STDP: 1) it is triggered by rare but large dendritic calcium 81 
plateau potentials generally accompanied by a somatic burst of activity called a complex spike, 2) 82 
the induced synaptic changes are larger, 3) it operates on the timescale of seconds. The 83 
phenomenon originally discovered was a purely potentiating rule (Bittner et al., 2017), but the 84 
amplitude and polarity (potentiation vs depression) may be weight-dependent (Milstein et al., 85 
2021) or depend on interactions with additional heterosynaptic rules with homeostatic effects 86 
(Chistiakova et al., 2015). So far, BTSP has mostly been considered as a mechanism underlying PF 87 
emergence (Fan et al., 2023; Magee & Grienberger, 2020; Priestley et al., 2022) or remapping 88 
(Milstein et al., 2021). Yet, because dendritic plateaus can spontaneously occur in neurons with an 89 
already established PF (Bittner et al., 2015; Cohen et al., 2017; Fan et al., 2023) and cause a PF 90 
translocation (Milstein et al., 2021), we hypothesized that a series of BTSP-triggering plateaus 91 
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during exploration could lead to a PF shifting backward or forward, depending on the probability 92 
and location of such events. 93 
 94 
Here, we used computational modeling to test the effect of different STDP and BTSP rules on PF 95 
shifting and compared our simulations to experimental observations from large populations of CA1 96 
and CA3 neurons (Dong et al., 2021). The large sample-size afforded by 2-photon calcium imaging 97 
allowed us to accurately assess the variability in the shifting dynamics of single PFs. From this, we 98 
inferred that BTSP is more likely than STDP to support the evolution of hippocampal 99 
representations during learning, we deduced differences in the phenomenology of BTSP between 100 
CA1 and CA3 and we determined the dynamics of BTSP-triggering events as a function of 101 
familiarity.   102 
 103 
RESULTS 104 
 105 
To assess the synaptic plasticity rules at play in the hippocampus during familiarization to new 106 
experiences, we used our previously published dataset of CA1 and CA3 pyramidal cells recorded in 107 
wild-type mice with 2-photon calcium-imaging (Dong et al., 2021). 11 animals (4 for CA1, 7 for CA3) 108 
were recorded while unidirectionally running multiple laps through a virtual linear track in a 109 
familiar environment and then switched to a novel virtual environment (Methods). We considered 110 
the lap-by-lap dynamics of the center-of-mass (COM) of individual PFs (2235 in CA1, 414 in CA3) as 111 
a proxy for ongoing reorganization of their synaptic weights. Our approach was 1) to characterize 112 
PF COM dynamics, and the differences between hippocampal subfields and familiarity levels, and 2) 113 
to model different plasticity rules and explore their parameter space to match the experimental 114 
data and infer the mechanisms that control different aspects of PF dynamics. 115 
 116 
As reported in Dong et al. (2021), we found that many PFs are stable from lap-to-lap whereas some 117 
seem to linearly shift their position, usually backward but occasionally forward (Fig 1A). Here, we 118 
quantified shifting dynamics by performing a linear regression on the COM trajectory of each PF 119 
(Fig 1A-B). For all experimental conditions, there was a sizeable proportion of significantly shifting 120 
PFs, spanning a large range of shifting speeds. There were also clear differences between 121 
hippocampal subfields and familiarity levels (Fig 1B-D). CA3 had a lower proportion of shifting 122 
place fields, and shifts were slower than in CA1, particularly in the novel environment. Familiarity 123 
had a strong effect on the proportion of shifting place fields, with a large decrease in backward 124 
shifting PFs in familiar contexts for both CA1 and CA3. In addition, we noticed in CA3 an increase in 125 
the fraction of forward shifting PFs in the familiar context, making it higher than in CA1 (Fig 1B, C). 126 
These effects were visible in the full population of PFs and consistent across all mice.  127 
 128 
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129 
Figure 1. Linear shifting of place-fields decreases with familiarity and differs between CA1 and CA3 130 
A. Left: Examples of CA1 and CA3 place-fields (PFs) recorded using 2-photon calcium imaging. Right: Linear regression on 131 
the onset-centered PF Center of Mass (COM) was used to classify each PF as shifting backward (blue), forward (red) or 132 
not significantly shifting (grey). 133 
B. Characterization of PF linear shifting in CA1 (left) and CA3 (right) for PFs defined over a span of at least 15 laps. Top: 134 
Probability density distributions of slopes (i.e. shifting speeds) for all PFs in CA1 and CA3 during navigation along a novel 135 
(N) or familiar (F) virtual track (CA1N: 1167 PFs, CA1F: 1068 PFs, CA3N: 235 PFs, CA3F: 179 PFs). Middle: estimated 136 
shifting speed vs linear regression fit (R2) for individual PFs. Bottom: Lines correspond to individual mice, stacked bars to 137 
averages across mice (n = 4 for CA1, 7 for CA3. Paired t-tests: CA1 N vs F backward: t(3) = -4.5, p = 0.020, forward: t(3) = 138 
3, p = 0.057; CA3 N vs F backward: t(6) = -3.9, p = 0.008, forward: t(6) = 2.4, p = 0.051).  139 
C. Resampling exact tests controlling for the sample size difference between CA1 and CA3. 414 of the 2235 CA1 PFs were 140 
randomly resampled 1000 times to match CA3. The CA3 value was outside the resampled distribution for all statistics 141 
(green distribution). 142 
D. Animal-wise statistical tests (colored lines are individual mice, symbols are averages across mice). ANOVAs with 143 
repeated measures based on linear mixed effects models show effects of both the recorded subfield (CA1 vs CA3) and the 144 
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environment familiarity (N vs F) on the proportion and speed of PF shifting. Left: Median Absolute Slope ~ 1 + Subfield * 145 
Familiarity + (1 + Familiarity | Mice): Subfield: F(1,18) = 4.27, p = 0.053; Familiarity: F(1,18) = 11.14, p = 0.0037; 146 
Interaction: F(1,18) = 7.5, p = 0.013. Because the interaction was significant, we performed post-hoc paired t-tests with 147 
Bonferroni corrections for 4 comparisons: CA1N vs CA3N p = 0.0047, CA1N vs CA1F p = 0.078, CA1F vs CA3F p = 0.37, 148 
CA3N vs CA3F p = 1. Right: Proportion of shifting PFs ~ 1 + Subfield + Familiarity + (1 + Familiarity | Mice): Subfield: 149 
F(1,19) = 5.59, p = 0.029; Familiarity: F(1,19) = 16.77, p = 0.0006; The interaction was excluded because it was not 150 
significant.  151 
 152 
 153 
STDP is too weak to explain PF shifting dynamics 154 
 155 
Past computational studies suggested that backward shifting in CA1 could result from STDP at 156 
synapses from spatially modulated inputs (D’Albis et al., 2015; Mehta et al., 2000; X. Yu et al., 2006). 157 
We thus sought to determine whether the distribution of PF shifts that we observed could be 158 
explained by such classic Hebbian plasticity. We designed a simple model of a spiking place cell 159 
with stochastic and plastic inputs following a classic STDP rule (Fig 2A-B, Methods). Our model is 160 
inspired by seminal studies (Mehta et al., 2000; X. Yu et al., 2006) but differs from them in several 161 
ways (Table 2, Methods). Importantly, input parameters were adjusted to ensure an output with 162 
firing rates and PF widths as measured from CA1 recordings in mice (Fig S1, 2C). In contrast to past 163 
reports, this model produced few significantly backward shifting PFs, with a narrow range of small 164 
shifting speeds (Fig 2C) unlike what we observed experimentally in CA1 (Fig 1B, 2E). Past models 165 
used higher firing rates, which leads to a higher number of pre-post spike pairs and consequently 166 
increases the impact of STDP. We thus varied input parameters (Fig 2Fi) to cover a wide range of 167 
realistic and unrealistic output firing rates (Fig 2Fii and S1D — unrealistic Peak FR > 32Hz). 168 
Consistent backward shifting as reported by previous models occurred only for highly unrealistic 169 
output firing rates (Fig 2D-F). However, this increase in firing rate was not able to produce a range 170 
of shifting speeds as large as in our recordings, with shifting being exclusively backward and 171 
shifting speeds still constrained to small values (Fig 2Diii, E top, Fii). We explored the parameter 172 
space of our model extensively, but no set of parameters offered a good match to the data (Fig S2-173 
7). Using CA3-like dynamic input PFs rather than static ones (Fig S2) improved the proportion of 174 
shifting PFs, but still yielded only small shifting speeds (Fig 2E, S5). Increasing the effect of STDP by 175 
allowing runaway potentiation and making the model more realistic by adding spike-rate 176 
adaptation to the output neuron and adding a dynamic delay in the update of synaptic weights did 177 
not improve the fit (Fig S3). Increasing the animal speed, which also amplifies the effect of STDP on 178 
backward shifting (because of the unidirectional movement) did not alter our conclusions either 179 
(Fig S5-7). Finally, because the exact amplitude and timescale of synaptic weight changes due to 180 
STDP protocols is not clear (Bi & Poo, 2001; Froemke et al., 2006; Mehta et al., 2000; Morrison et al., 181 
2008; Shouval et al., 2010; Song et al., 2000; Wittenberg & Wang, 2006), we tested different 182 
combinations of parameters for the STDP rule (Fig S6-7). Realistic variations in the amplitude of 183 
weight changes and the time constants did not change our results; only unrealistically high values 184 
yielded consistent backward shifting (Fig S6-7B, C), without ever matching the range of shifting 185 
speed of our experimental data. Overall, the main effect of STDP is not PF backward shifting, which 186 
is weak, but it is an increase in output firing rates leading to PF enlargement (Fig S3D, S4, S6-7G-H, 187 
J-K). This PF width increase is not apparent in our recordings (Fig S4I-J), providing additional 188 
evidence that classic STDP is unlikely to be the mechanism underlying PF shifting dynamics in the 189 
hippocampus.      190 
 191 
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 192 
Figure 2. STDP does not explain PF shifting in CA1 193 
A. Place Field model. A virtual animal runs at constant speed for 30 unidirectional laps (only 5 laps shown in upper left). 194 
Connectivity standard deviation (sd) expressed in number of input neurons (i.n.).  195 
B. i: The synaptic weight of each input neuron is updated at every time step (1 ms) according to a classic anti-symmetric 196 
STDP rule (20 ms time constant, maximum weight change ASTDP = 0.5% of EPSCmax = 0.425 pA). Synapses saturate at 85 197 
pA. ii: The STDP rule is implemented via two plasticity variables triggered on pre or post spike-trains and used for 198 
updates at the time of each post or pre spike, respectively (see methods). iii: Evolution of the synaptic weights during an 199 
example 30-lap simulation. Red plus-signs mark the start of a new lap.  200 
A-B. Parameter values noted here correspond to the baseline model (model 1, panel C).  201 
C. Baseline model. i-ii: Example simulation that resulted in a significantly shifting PF. i: Red dots are the lapwise center of 202 
mass. Compare with Fig 1A. ii: Firing rates averaged over the first 3 laps (black) and the last 3 laps (red). There is a 203 
modest increase in FR and PF width resulting in a slight backward shift. iii-iv: Simulation of 100 PFs with the baseline 204 
parameters. iii: Linear regression fit (R2) as a function of the shifting speed (slope of the regression) for 100 simulated 205 
PFs. Same color code as in Fig. 1B: only a few PFs show a weak (small shift and R2) but significant backward shift (blue 206 
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data points). No significant forward shifting. iv: Distribution of the peak firing rate of the output PF (30-lap average) for 207 
all 100 simulations: output firing rates are realistic (see Fig S1). Y-axis: fraction of PFs.     208 
D. Same as in C except the Peak FRin parameter was raised from 10 to 15 Hz. A large proportion of the 100 simulated PFs 209 
significantly but weakly shifted backward (iii). However, the high output firing rates (Peak FRout ~ 45.9Hz) are outside the 210 
normal range of CA1 PFs (i, iv). i-ii: Example of the simulated PF with the largest backward shift in panel iii. 211 
E. Comparison of the shifts measured in CA1 data during navigation of a novel environment (same data as in Fig 1) and 212 
four different models (100 simulations each): model 1 (baseline parameters, data in panel C), model 2 with higher input 213 
and output firing rates (data in panel D), a modified model 1 with CA3N-like dynamic inputs (d.i.) following the 214 
probability distribution of slopes shown in Fig. 1B-top, and a modified model 2 with CA3N-like dynamic inputs. Top: 215 
Violin plots of the slope distributions (median is open circle, mean is solid line). Middle: Bootstrapped mean slope and 216 
95% confidence intervals of the distributions shown above. The 3 later models result in consistent backward shifting 217 
(significantly below zero) but not as large as in CA1 (green, dashed line). Bottom: Proportions of PFs with backward 218 
(blue), forward (red) and non-significant shifting dynamics (grey). Model 2 and 1+d.i. have a proportion of backward 219 
shifting PFs similar to CA1N (PFs from all animals pooled), but no forward shifting. Model 2+d.i. inherits some forward 220 
shifting from the CA3-like dynamic inputs but proportions do not match CA1.     221 
F. Effect of firing rates on PF shifting induced by classic STDP (see also Fig S5). i: A set of 3 parameters controlling the 222 
inputs and thus the output firing rates without changing the plasticity rule were systematically varied to test 24 different 223 
conditions. All other parameters were as in A-B. Input PFs were static. Top: FRin is an estimate of the mean firing rate of 224 
input neurons across the whole track. Bottom: Peak FRout averaged across 20 simulations for each condition (x-axis 225 
values of red dots in panel ii). ii: 20 PFs were simulated per conditions (grey dots) with significant shifts marked by a 226 
black edge. Red dots are the means for each condition, with bootstrapped 95% CI in the x and y-axes. Dashed blue vertical 227 
line marks the upper bound of peak rates observed in CA1 in mice (Mou et al. 2018, see Fig S1): Consistent but modest 228 
backward shifting (without forward shifting) only occurs for unrealistically high output firing rates.  229 
 230 
 231 
BTSP explains PF shifting dynamics in CA1 and CA3 232 
 233 
We next tested whether BTSP could support PF shifting dynamics by designing a new BTSP model 234 
that could easily replace the STDP rule in our initial spiking place cell model (Fig 3A-B). In contrast 235 
to past models that considered BTSP as a bidirectional plasticity rule (Cone & Shouval, 2021; 236 
Milstein et al., 2021), our strategy was to combine a pure potentiation rule as discovered by Bittner 237 
and colleagues (2017) with a simple homeostatic rule preventing runaway potentiation and 238 
maintaining the existence of a PF (i.e. not firing everywhere on the track) as observed in recordings 239 
from Milstein et al. (2021). The parameters of our model were optimized to fit Bittner et al. (2017) 240 
in-vitro experiments (Fig S8) and Milstein et al. in-vivo results (Fig S9-11 and Fig 3C). Our 241 
simulations of ‘Milstein-type’ PF translocation experiments revealed that combining a potentiation 242 
rule with homeostatic plasticity can lead to an apparent weight-dependent bidirectional plasticity 243 
rule (Fig S10-11) and is appropriate to study the effects of BTSP on PF shifting dynamics (see 244 
Methods). Overall, the advantage of our model is its simplicity, which allows: 1) to fit the Milstein 245 
dataset with a single set of parameters, 2) to implement BTSP in a network of spiking neurons, and 246 
3) an easy comparison with the parameters of our STDP model from which it was adapted. 247 
 248 
To investigate the impact of BTSP on PF shifting during exploration, we simulated experiments as in 249 
Figure 2A (Fig 3D-J). Since the physiological causes of BTSP-triggering events (referred to in our 250 
model as “complex spikes”, or CSs, for convenience) are not well-understood (Magee & Grienberger, 251 
2020), we considered that each output spike in the model had the potential to be a BTSP-triggering 252 
CS with a certain probability p(CS). Simulations using that strategy could lead to both backward and 253 
forward shifting PFs (Fig 3D-E). Because of the stochasticity in firing and in determining CSs, the 254 
model could produce smooth, sometimes linear-like trajectories (Fig 3D), but also yield more 255 
abrupt shifting when a CS occurred on the edge of the initial PF (Fig 3F), and even zigzag 256 
trajectories when multiple CSs occurred successively on different sides of the PF COM (Fig 3G). 257 
Large-scale simulations of 500 PFs with low p(CS) matched our experimental data well in terms of 258 
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shifting speeds as well as proportion of shifting PFs (Fig 3H-I). By exploring the parameter space, 259 
we found that a familiarity-dependent decrease in p(CS) was sufficient to explain the lower amount 260 
of backward shifting in familiar environments (Fig 3I-J). Indeed, systematically varying p(CS) 261 
revealed that it directly controls the proportion of significantly shifting PFs but has little impact on 262 
the shifting speeds (Fig 3J), which is exactly the effect of familiarity in the experimental dataset (Fig 263 
1). Testing different amplitudes for the BTSP rule, to control for edge effects in the effective 264 
maximum weight change (Fig 3B), did not alter our results (Fig 3J). Overall, we conclude that BTSP, 265 
unlike STDP, likely supports PF shifting dynamics in CA1 during familiarization. 266 
 267 
Does BTSP also support PF shifting in CA3? A lower p(CS) than CA1 could potentially explain the 268 
smaller proportion of shifting PFs in CA3 (Fig 1B-D). However, forward shifting proportions are 269 
also different in CA3 than CA1 and Figure 3J shows that p(CS) or BTSP amplitude do not affect that 270 
proportion by much. As a result, the BTSP rule measured by Bittner et al. (2017) in CA1 could not fit 271 
our CA3 data well. We therefore hypothesized that a BTSP rule with different time constants could 272 
be at play in CA3. We found that, for a given p(CS), the extent of asymmetry of the BTSP rule 273 
strongly determines the ratio of backward/forward shifting PFs (Fig 4A). Because this ratio changes 274 
dramatically from familiar to novel environments in the experimental data, it suggests that the 275 
symmetry in the BTSP rule may be dynamic in CA3 (Fig 4B-D): in a familiar environment, the 276 
predicted BTSP rule must be close to symmetric, which is consistent with recent findings from in-277 
vivo patch-clamp experiments (Li et al., 2023), whereas the very high ratio of backward/forward 278 
shifting observed during a novel experience is best explained by a highly asymmetric rule. Our 279 
simulations thus show that a BTSP rule different from CA1 could support PF shifting dynamics in 280 
CA3, with a familiarity-dependent change in its time constants, and lower p(CS) than in CA1.  281 
 282 
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 283 
Figure 3. BTSP explains PF shifting in CA1 284 
A. Left: Plasticity rules tested in B-C. The green kernel corresponds to the BTSP rule used in D-J. Right: Implementation of 285 
plasticity adapted from our STDP model. 286 
B-C. To determine a plausible maximum potentiation parameter for the BTSP rule, we tested different amplitudes (shown 287 
in A) in “Milstein-type” in-silico experiments as described in Fig. S11 (3 experiments per condition). 288 
B. Effective maximum weight change resulting from the combination of homeostatic plasticity and each potentiation rule 289 
in A. Estimated as in Fig S10H. The green dashed line corresponds to the green kernel in A. 290 
C. Optimization of the BTSP maximum potentiation parameter to fit Milstein et al. (2021)’s experimental findings (see Fig 291 
S10). The green dashed line indicates the optimal BTSP amplitude (minimal parameter value that maximizes the first 2 292 
indicators and for which the third indicator is optimally low).  293 
D-G. Examples of 30-lap simulations of our place cell model (as in Fig. 2A) with plastic synapses following the optimized 294 
homeostatic BTSP rule (green kernel in A). Depending on the number and location of CSs (arrows), the COM trajectory 295 
(red dots) can go backward (D, F) or forward (E) and appear somewhat smooth and linear (D) or display abrupt shifts 296 
and changes of direction (G).     297 
H. Simulation of 500 PFs using p(CS) = 0.005. The distribution of backward, forward and non-significantly shifting PFs 298 
(assessed by linear regression of the COM as before) is reminiscent of CA1 (compare to Fig 1B).    299 
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I. Comparison of the CA1 data (dark and light green, same as in Fig 1) with 2 versions of the model where only p(CS) was 300 
changed (dark and light purple). Left: Violin plots of the shifts distributions (median is open circle, mean is solid line). The 301 
models (500 simulated PFs each) cannot reproduce the most extreme shifts, but the variances are comparable to CA1. 302 
Insets on the bottom show bootstrapped means and 95% CI (small but significant difference between the model and 303 
CA1N, not significant for CA1F). Right: Proportions of backward (B, blue), forward (F, red) and non-significantly (NS, 304 
grey) shifting PFs. The models qualitatively match the data. 305 
J. Exploration of the parameter space: p(CS) and BTSP amplitude (maximum potentiation before synaptic normalization) 306 
were varied systematically. 100 simulations per condition. Left: Proportions of backward (blue), forward (red) and non-307 
significantly (grey) shifting PFs. Right: minimum, mean and maximum shifts. The mean shift monotonically but only 308 
slightly decreases with p(CS) due to larger proportions of backward shifting PFs, not by inducing larger shifts.         309 
    310 
  311 

 312 
Figure 4. A dynamic BTSP rule supports PF shifting in CA3 in novel and familiar environments. 313 
A. Top. BTSP rules: τpostpre was set at 1s, τprepost was varied from 20ms (lighter shade) to 1.3 s (darker shade). Bottom. 314 
Effect of BTSP rule asymmetry (τprepost - τpostpre) on the proportions of backward (blue), forward (red) and non-315 
significantly shifting PFs (grey), when p(CS) is held constant (0.15%). 500 simulated PFs per condition.  316 
B-D. Comparison of the CA3 data (dark and light orange, same as in Fig 1) with 2 versions of the BTSP model (500 317 
simulated PFs each). CA3N-like model parameters: p(CS) = 0.17%, τpostpre = 1s, τprepost = 20ms. CA3F-like model 318 
parameters: p(CS) = 0.15%, τpostpre = 1s, τprepost = 1.3s. C. Error bars are bootstrapped 95% CI of the mean.  319 
 320 
 321 
Nonlinear PF trajectories as signatures of the dynamic probability of BTSP-triggering events 322 
 323 
If CS-triggered BTSP is the mechanism underlying PF shifting in the hippocampus, COM trajectories 324 
in experimental data should frequently look non-linear as they do in our simulations (Fig 3E-G). 325 
However, experimental reports have mostly focused on linear trajectories. We thus asked whether 326 
we could detect different types of COM trajectories in our experimental dataset (Fig 5-6). First, we 327 
used an unsupervised approach, performing principal component analysis (PCA) on the ensemble 328 
of COM trajectories from our CA1 and CA3 recordings (Fig 5A-B). This dimensionality reduction 329 
analysis revealed one main component explaining 77% of the variance in COM trajectories (Fig 5B, 330 
Fig S12). This template trajectory was non-linear with a large shift occurring through the first few 331 
laps. Further analysis, including all principal components, did not reveal meaningful clusters, 332 
suggesting that hippocampal PF shifting dynamics, regardless of familiarity levels, are best 333 
described as a continuum of a single type of non-linear plateauing trajectory but with different 334 
amplitudes and polarities (Fig 5C-D, S12B). Although different conditions did not define separate 335 
clusters, as confirmed by a separate non-linear dimensionality reduction method (Fig 5E), there 336 
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were still differences in the distribution of shift amplitudes (absolute PC1 score) between 337 
conditions (Fig 5C), consistent with our initial linear regression analysis (Fig 1). 338 
 339 

 340 
Figure 5. CA1 and CA3 PFs show a continuum of a single type of non-linear trajectory in experimental 341 
data. 342 
A. COM trajectories for all PFs recorded in CA1 and CA3 (same data as in Fig. 1). We used linear interpolation to infer the 343 
COM position on laps without activity, but results were similar without interpolation. Top: superimposed trajectories 344 
(black). Colored curves correspond to averages of PFs with negative (blue) or positive (red) average COM position. 345 
Bottom: same data in matrix form, each row being a PF.  346 
B. PCA was performed on the ensemble of trajectories shown in A. The first principal component PC1 explained 76.8% of 347 
the variance, revealing a non-linear trajectory template with a large shift during the first few laps (inset, dark purple bold 348 
curve — note that the polarity of the trajectory is irrelevant here because projection scores can be positive or negative, 349 
see Fig S12B). All other principal components revealed non-linearities but explained little variance each. 350 
C. Left: Scatterplot of the PC1 and PC2 projections of all recorded PFs, color-coded by subfield and familiarity. Right: 351 
Animal-wise ANOVA (see Fig.1D; colored lines are individual mice, symbols are averages). There is a significant effect of 352 
both the subfield and familiarity on PC1 scores. Median Absolute PC1 Score ~ 1 + Subfield + Familiarity + (1 + Familiarity 353 
| Mice): Subfield: F(1,19) = 8.32, p = 0.0095; Familiarity: F(1,19) = 20.33, p = 0.00024; The interaction was excluded 354 
because not significant.   355 
D. Left: K-means clustering of all PFs trajectories using all principal components. Goodness-of-fit was optimal for 6 356 
clusters (red dot = elbow), but clusters simply corresponded to segments of the PC1 scores (inset). Right: The color code 357 
is the same as in the left inset. Average COM trajectory for each k-means cluster reveals a continuum of the same PC1-like 358 
non-linear trajectory.  359 
E. non-linear dimensionality reduction (tSNE) confirmed the PCA analysis: COM trajectories do not form separate clusters 360 
but are spread along a continuum, with CA1N, CA1F, CA3N and CA3F PFs distributed in a salt-and-pepper fashion (color-361 
code as in C).  362 
 363 
 364 
To verify that individual PFs exhibited the type of trajectory identified by PCA, and to further 365 
characterize this phenomenon, we performed nonlinear regression and fitted a plateauing 366 
exponential to each COM trajectory (Fig 6). This supervised approach shows that most PFs are 367 
better described by this nonlinear trajectory than a continuous linear drift, for both backward and 368 
forward shifting PFs, allowing us to detect dynamic PFs previously considered not significantly 369 
shifting by the linear analysis (Fig 6B-D). The distribution of amplitudes and time constants reveals 370 
3 classes of trajectories: early shifts, stable and linear-like (Fig S13), with a majority of PFs having 371 
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an early shift (Fig 6E). These shifts can be very abrupt, occurring on the first lap after PF 372 
emergence, but they can also develop more slowly over the course of several laps (Fig 6D-E). 373 
Overall, the non-linear trajectories are consistent with a BTSP mechanism triggered by rare events. 374 
The prevalence of early shifts suggests that the probability of BTSP-triggering events is dynamic 375 
and that these events tend to occur soon after PF emergence. We checked for differences between 376 
conditions (Fig 3F-G, S14): in contrast to shift amplitudes, with less shifting in CA3 and familiar 377 
environments (consistent with previous analyses in Figures 1 and 5C), there was little evidence for 378 
differences in the dynamics of early shifts (Fig 6G). This suggests that the dynamics of p(CS) are 379 
similar across regions and familiarity levels. 380 
 381 

 382 
Figure 6. Single PF trajectories consistently show non-linear shifts early after PF emergence 383 
A. Data points correspond to averages of PFs with negative (blue) or positive (red) mean COM position (as in Fig 5A). 384 
These averages are well fitted by a plateauing exponential function that captures features of PC1 in Fig. 5B. The function 385 
has 3 parameters: the amplitude Amp corresponding to the position of the plateau, the time constant Tau defining how 386 
fast the plateau is reached, and an intercept generally very close to 0. The sign of Amp describes the direction of the shift. 387 
The larger the Tau the flatter the trajectory, the shorter the more abrupt. 388 
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B. Comparison of the goodness-of-fit (R2) between this non-linear regression and a linear regression (as in Fig 1) for all 389 
2649 PFs. The non-linear regression fits most individual PF trajectories as well or better (data points under the identity 390 
dashed line). The difference of fit (corner histogram) is skewed towards positive values (Wilcoxon signed-rank test: z = 391 
27.5, p < 0.0001), showing PFs are better described by a plateauing exponential (backward or forward shifting).   392 
C. Many PFs that were categorized as non-significantly shifting with the linear regression are well fitted (dark points) by a 393 
plateauing exponential with an abrupt shift (small tau), going backward or forward (Amp sign).    394 
D. Examples of PFs recorded in CA1 or CA3 with dynamics well described by a plateauing exponential. Top: lap-wise PF 395 
activity, with goodness-of-fit values (R2) for the linear and non-linear regressions, and the PC1 score for comparison. 396 
Bottom: linear (blue or red line) and non-linear (green curve) regressions on the lap-wise COM (data points). Backward 397 
shift (negative Amp) in blue, forward in red. Note that in some PFs the shift occurs on lap 1 after onset (e.g., PFs 618 and 398 
2327) whereas in others the shift is more gradual. 399 
E. Distribution of Amp and Tau values for all PFs combined (see Amp and Tau covariance in Fig S13) 400 
F. Animal-wise ANOVA (see Fig.1D; colored lines are individual mice, symbols are averages) shows consistent effects of 401 
the subfield (CA1, green vs CA3, orange) and environment familiarity (N vs F) on the absolute amplitude. Median Absolute 402 
Amp ~ 1 + Subfield + Familiarity + (1 + Familiarity | Mice): Subfield: F(1,19) = 9.88, p = 0.0053; Familiarity: F(1,19) = 403 
25.97, p < 0.0001; The interaction was excluded because not significant.   404 
G. Cumulative density distributions pooling all PFs of a given condition (left) and animal-wise statistics (middle, right) for 405 
Tau. There is little difference between conditions in terms of Tau, with a modest but significant increase in the fraction of 406 
PFs with small Tau values (i.e. early shift) in familiar environments (right).  Middle: Median Tau ~ 1 + Subfield + 407 
Familiarity + (1 + Familiarity | Mice): Subfield: F(1,19) = 0.03, p = 0.86; Familiarity: F(1,19) = 3.02, p = 0.098. Right: 408 
Fraction of PFs with Tau < 10 laps ~ 1 + Subfield + Familiarity + (1 + Familiarity | Mice): Subfield: F(1,19) = 0.92, p = 0.35; 409 
Familiarity: F(1,19) = 4.97, p = 0.038. Interactions were excluded because not significant.     410 
 411 
 412 
The plateauing shape of the main component of PF trajectories shows that p(CS) is largest around 413 
PF emergence; but do BTSP-driven shifts occur later? The zigzagging shapes of the other 414 
components from the PCA (Fig 5), for which individual PFs can have a high score (Fig S12), suggest 415 
they do. Although later shifts seem rare, as evidenced by the lower amount of variance explained by 416 
these components, we found several examples of sinuous or zigzagging PF trajectories in our 417 
experimental data (Fig 7A) as predicted by our BTSP model (Fig 3G). Quantification of lap-to-lap 418 
COM displacement as a function of laps after PF emergence shows that these examples of zigzagging 419 
trajectories are representative of a global phenomenon: large shifts are more likely on the first laps 420 
but continue to occur with a constant, non-zero probability late after emergence (Fig S15, Fig 7B-C). 421 
Diffusion analysis, which considers the PF COM as a moving particle in a 1-dimensional space 422 
(Einstein, 1905), reveals that, after the first three laps, PF shifting dynamics follow a random walk 423 
with constant diffusion coefficient (Fig 7B-C). Comparison with computational models shows that 424 
such a random walk is not the product of stochastic firing but requires synaptic plasticity. In line 425 
with previous analyses (Fig 3-4), differences in the diffusion coefficient between familiarity levels 426 
and subfields can be explained by differences in p(CS).                427 
 428 
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 429 
Figure 7. The probability of shift-inducing BTSP-triggering events decays to a constant after PF 430 
emergence 431 
A. Example of PFs showing abrupt shifting late after PF emergence, resulting in zigzag COM trajectories (bottom). PF 1471 432 
(CA1) and 2504 (CA3) in Fig. 6D are other examples with multiple shifting events. 433 
B-C. Diffusion analysis on PFs defined over at least 30 laps.  434 
B. Mean Squared Displacement of the COM (MSD) as a function of post-onset laps (computed over all PFs of each 435 
condition: n = 942 for CA1N, 880 for CA1F, 222 for CA3N,100 for CA3F and 500 for each model). For a random walk in a 436 
1D environment such as our linear track, MSD = 2*D*laps, D being the diffusion coefficient. Right: MSD with 95% 437 
bootstrapped confidence interval for each condition and model. The large CIs of CA3 were omitted for readability. Left: 438 
linear regression on the MSD from lap 4 to lap 30 shows that PF shifting after lap 3 is well explained by a random walk 439 
with constant diffusion coefficient D. CA1N: R2 = 94.2%, p < 0.0001; CA1F: R2 = 80.1% p < 0.0001, CA3N R2 = 43.1% p = 440 
0.0002, CA3F R2 = 20.1% p = 0.019, BTSP model p(CS) = 0.005: R2 =  98.3%, p < 0.0001; BTSP model p(CS) = 0.002: R2 =  441 
94.5%, p < 0.0001.  442 
C. Alternative method of estimation of D by fitting the derivative of MSD (data points) to a decaying exponential p1*exp(-443 
(x-1)/p2)+p3. The asymptotes (p1 parameter, dashed lines) correspond to D and qualitatively match the values estimated 444 
by linear regression in panel C.  445 

  446 
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DISCUSSION 447 
 448 
From our study emerges the view that: 1) BTSP rather than STDP supports the single-cell shifting 449 
dynamics of hippocampal representations during exploration of an environment, 2) the probability 450 
of BTSP-triggering is maximal at PF onset and then decays to a constant, thus driving a random 451 
walk of PFs after a few laps, 3) the probability of BTSP-triggering events is higher during novel 452 
experiences and 4) BTSP-triggering events also occur in CA3, with similar dynamics but a lower 453 
average probability and a different BTSP rule than CA1, switching from asymmetry to symmetry 454 
with familiarization. These BTSP-induced changes in spatial representations are a form of fast 455 
representational drift that could support continual learning during ongoing experience or help 456 
pattern separation to discriminate events close in time (Masset et al., 2022; Mau et al., 2020).  457 
 458 
Our modeling suggests that the PF shifting dynamics induced by classic Hebbian STDP do not cover 459 
the range of trajectories observed in PFs recorded in the hippocampus (Fig 2). This conclusion 460 
contrasts with that of seminal studies (D’Albis et al., 2015; Mehta et al., 2000; X. Yu et al., 2006). We 461 
showed that this discrepancy comes from the fact that 1) previous models used unrealistically high 462 
firing rates, which enhances the effect of STDP by increasing the number of pre-post spike pairs, 463 
and 2) we had access to a larger sample of recordings to compare to. Using realistic firing rates, we 464 
found that STDP is too weak to induce the large shifting speeds that often occur in real PFs.  465 

A counterargument could be that our model did not consider some complexities of real 466 
place cells. For instance, neurons of the hippocampal formation tend to fire at different phases of 467 
the theta rhythm, with CA3 inputs repeatedly firing before superficial CA1 place cells (Valero & De 468 
La Prida, 2018), which would amplify the potentiating effects of STDP and increase backward shifts. 469 
Similarly, phase precession in the CA3 inputs was shown to increase shifting speeds up to what we 470 
experimentally measured (D’Albis et al., 2015), although that effect may be dampened if precession 471 
in CA1 is not fully inherited from CA3 (and with the use of lower, more realistic firing rates). 472 
Overall, in the case of familiarization to a new environment, improving the realism of the place cell 473 
model by accounting for phase-preference and precession may at best amplify the linear backward 474 
shifting due to the asymmetry of the STDP rule; it cannot explain the higher-than-chance 475 
proportion of forward shifting (Fig 1-2) nor the nonlinear trajectories (Fig 6) that are more 476 
representative of the global phenomenon than a linear drift (Fig 5, 7). These aspects of PF dynamics 477 
were not characterized before, but they are consistent with previously reported examples of 478 
forward shifting PFs (I. Lee & Knierim, 2007; Roth et al., 2012) and PFs with nonlinear trajectories 479 
(Kaganovsky et al., 2022; I. Lee & Knierim, 2007; Priestley et al., 2022). 480 
 Could an improved model of classic synaptic plasticity, accounting for STDP but also for rate 481 
and heterosynaptic effects (Inglebert et al., 2020; Keck et al., 2017; Shouval et al., 2010; Zenke et al., 482 
2015) better explain hippocampal PF shifting dynamics? Previous attempts suggest that it is not 483 
sufficient to yield large enough PF shifts (D’Albis et al., 2015; X. Yu et al., 2008). In contrast, our 484 
study shows that non-Hebbian BTSP is a clear way to explain hippocampal PF shifting because, 485 
unlike other known plasticity rules, it causes large synaptic weight changes and is triggered by rare 486 
dendritic events (associated to CSs) that can induce nonlinear shifts, both backward and forward 487 
depending on where on the track the CSs occur (Fig 3). In our model, the probability of BTSP-488 
triggering events controls the proportion of significantly shifting PFs (Fig 3J) and the asymmetry of 489 
the BTSP rule determines the ratio of backward vs forward shifting PFs (Fig 4). Surprisingly, 490 
varying the amplitude of BTSP did not strongly affect the magnitude of shifts (Fig 3J), at least not in 491 
the range that we investigated, but this is due to dampening effects of the simple homeostatic rule 492 
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that we used. In theory, the magnitude of shifts should depend on three factors: the location of 493 
BTSP-triggering events, the amplitude of BTSP and its time constants (the larger the time-constant, 494 
the more inputs are potentiated).  495 
 496 
BTSP is a recent discovery and its phenomenology and mechanisms are not fully worked out. The 497 
original finding suggested a purely potentiating rule (Bittner et al., 2017), which would lead to 498 
runaway potentiation. Even with bounded synaptic weights, this rule would eventually saturate all 499 
synapses, in contrast to what recent experiments showed: two successive BTSP-triggering events 500 
potentiated inputs near the second CS location but depressed activity at other locations (Milstein et 501 
al., 2021). Recent work has suggested that a weight-dependent bidirectional homosynaptic rule 502 
could explain the phenomenon (Cone & Shouval, 2021; Milstein et al., 2021) but these models did 503 
not consider alternatives involving interactions between the original BTSP potentiating rule and 504 
fast heterosynaptic effects known to prevent runaway synaptic dynamics (Chistiakova et al., 2015; 505 
Zenke & Gerstner, 2017). Heterosynaptic competition and cooperativity are prevalent in the 506 
hippocampus (Chater & Goda, 2021; Magó et al., 2020) and can modulate BTSP (O’Dell, 2022). To 507 
model BTSP, we thus chose to combine the original BTSP rule with synaptic normalization, a simple 508 
heterosynaptic rule mediating homeostasis. The simplicity of that strategy allowed us to implement 509 
BTSP in a spiking network, optimize a single set of parameters to match the most recent 510 
experimental data (Fig S10) and was important to directly compare with our results on STDP. 511 
However, synaptic normalization is not realistic and induces some limitations in our model (see 512 
Methods). Therefore, to determine whether heterosynaptic or purely homosynaptic processes 513 
support the bidirectional changes observed in BTSP-induction experiments, future comparisons 514 
between the two classes of models should implement more realistic fast heterosynaptic rules 515 
(Abraham, 2008; Chistiakova et al., 2015; Ebner et al., 2019; Moldwin et al., 2023; Triesch et al., 516 
2018). Additionally, experiments with longer tracks and varying speeds will be required to 517 
rigorously test each model's predictions on the effect of BTSP-triggering events occurring more 518 
than 5s away from the initial PF.   519 
 Regardless of the homo- or heterosynaptic nature of BTSP, our study identifies several 520 
phenomenological aspects of BTSP.  521 

First, our simulations of BTSP-induction experiments precisely quantified the amplitude of 522 
synaptic weight changes with BTSP (Fig S8-10): the maximum weight change due to a input spike-523 
CS pairing was ~4 pA in single-input in-vitro stimulations (Bittner et al., 2017) and 6-8 pA in PF 524 
translocation experiments (Milstein et al., 2021), that is 8 to 16 times higher than for STDP 525 
(~0.5pA).  526 
 Second, our modeling of spontaneous PF dynamics during exploration, in combination with 527 
our characterization of PF trajectories in-vivo, provides crucial information on when and how often 528 
BTSP-triggering events occur. First, we found that these events are most likely at or right after PF 529 
onset, often leading to abrupt early shifts (Fig 5), which is consistent with the idea that BTSP-530 
triggering dendritic plateaus is a major mechanism underlying PF emergence (Bittner et al., 2017; 531 
Fan et al., 2023; Priestley et al., 2022; Sheffield et al., 2017). Second, we extend previous in-vivo 532 
research that reported CSs in CA1 neurons with an already established PF (Bittner et al., 2015; 533 
Cohen et al., 2017; Fan et al., 2023; Milstein et al., 2021) by providing evidence that BTSP-triggering 534 
events do happen long after PF formation, with a dynamic probability that relaxes a few laps after 535 
PF emergence to a non-zero constant (Fig 7). Finally, since our model, which assumes that CSs 536 
occur in-field, does not explain the largest shifts observed in CA1 (Fig 3, 7), it suggests that BTSP-537 
triggering events occasionally happen out-of-field.  538 
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 Interestingly, direct measures of the frequency of CSs are inconsistent across studies, likely 539 
due to low sample sizes (7 to 30 cells). Bittner et al. (2015) found an average of 1.8 CSs per 100 540 
spikes in a familiar environment, with higher p(CS) during the peak of theta-oscillations, whereas 541 
Cohen et al. (2017) reported much lower frequencies. Fan et al. (2023), using voltage imaging 542 
rather than patch-clamp, detected many CSs of short duration. Our analysis, based on hundreds of 543 
PFs, points to a very low probability of BTSP-triggering events (~0.2 per hundred spikes in a 544 
familiar environment, which is an upper bound, given that some shifting may be inherited from 545 
dynamic CA3 inputs). Our results thus suggests that not all experimentally recorded CSs necessarily 546 
trigger BTSP, or not to the same degree, perhaps depending on the duration of the dendritic plateau 547 
potential (Takahashi & Magee, 2009). Our finding that the probability of BTSP-triggering event 548 
decays after PF emergence could thus be due to shorter CSs in established place cells (Bittner et al., 549 
2015; Fan et al., 2023). 550 
 Finally, our study suggests that BTSP is not restricted to CA1, where it was discovered, but 551 
also occurs in CA3 in vivo, albeit with phenomenological differences (Fig 4). Dendritic calcium 552 
plateaus and associated CSs are indeed not specific to CA1; they have been recorded in cortical (Xu 553 
et al., 2012) and CA3 pyramidal cells (Balind et al., 2019), but their role in plasticity and their 554 
probability of occurrence was not known. Our study suggests that, in CA3, they can trigger BTSP, 555 
inducing PF shifting, and that their probability follows similar dynamics as in CA1, decaying after PF 556 
emergence (Fig 5-7). Unlike CA1 however, we found that: 1) the lower proportion of shifting PFs 557 
demonstrates a lower probability of BTSP-triggering events, even in new environments, 2) the 558 
smaller shifts suggests that fewer events occur out-of-field, and 3) the BTSP rule must be close to 559 
symmetric to explain the equal proportion of forward and backward shifting in familiar 560 
environments. This third point is consistent with recent in-vivo patch-clamp experiments that 561 
measured symmetric potentiation profiles following spontaneous and induced CSs (Li et al., 2023). 562 
Intriguingly, in new environments PF shifting proportions are dramatically skewed backwards, 563 
suggesting a highly asymmetric rule. This novelty-dependent change in the time-constants of the 564 
BTSP kernel could be carried by changes in the duration of the dendritic plateaus: CSs appear 565 
longer in CA3 than CA1 in familiar environments (Li et al., 2023), but a CA3-specific short calcium 566 
spike (Magó et al., 2021) could be more prevalent in novel contexts. 567 
 568 
To conclude, our study of PF shifting dynamics offers a unique perspective on the synaptic 569 
mechanisms at play during incidental learning and memory formation. It shows that 1) BTSP drives 570 
the dynamics of hippocampal representations during familiarization, 2) the average probability of 571 
BTSP-triggering events is higher during novel experiences than familiar ones, especially in CA1, and 572 
3) the shape of the BTSP rule changes with familiarity in CA3. Novelty-dependent neuromodulatory 573 
and inhibitory signals (Pedrosa & Clopath, 2020; Sheffield et al., 2017) could mediate these changes 574 
by modulating both synaptic eligibility traces and the probability and duration of BTSP-triggering 575 
calcium plateaus (Fuchsberger et al., 2022; Magee & Grienberger, 2020).  576 
        577 
METHODS 578 
 579 
Experimental recordings 580 
 581 
All experimental data analyzed in this study were previously published in Dong et al., 2021. 582 
Experimental procedures were in accordance with the University of Chicago Animal Care and Use 583 
Committee guidelines. 584 
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  585 
Briefly, GCaMP6f was first expressed in CA1 or CA3 principal neurons of the dorsal hippocampus of 586 
10-12 week-old male mice. AAV1-CamkII-GCaMP6f was injected in the CA1 subfield of C57Bl6 mice 587 
whereas, to specifically target CA3 and exclude other hippocampal subfields, a CRE-dependent 588 
version of the same genetically encoded calcium indicator was injected in Grik4-cre mice (C57Bl6 589 
background). To record the activity of large populations of neurons, mice were head-fixed under 590 
the objective of a 2-photon microscope. 591 
 592 
Mice behavior consisted of running on a Styrofoam wheel to move through a virtual environment 593 
displayed on surrounding screens. Mice could only go forward or backward on a 300 cm virtual 594 
linear track and were trained through positive reinforcement to run forward multiple laps. Water 595 
reward was provided at the end of each lap, at which point the display was paused for 1.5 s before 596 
the animal was “teleported” back to the start of the track to start a new lap. Five days after window-597 
implantation surgery, mice were trained for 10-14 days in a virtual environment defined as the 598 
familiar context (F) until they reached a consistent speed criterion of at least 10 cm/s (i.e., more 599 
than 2 laps/min). Engagement with the virtual environment was evident from the preemptive 600 
licking and the slowing down shown by animals before they reached the reward zone at the end of a 601 
lap (Dong et al., 2021; Krishnan et al., 2022). 602 
 603 
Imaging was performed on the following days: on day 1, mice were exposed to the familiar 604 
environment and allowed to run at least 20 laps, followed by an exposure to a new environment 605 
(N1) with another 300 cm track in which they were allowed to run in at least 35 laps. A similar 606 
procedure was followed on day 2, during which a new field of view was recorded, with mice 607 
navigating again the familiar environment and then switched to a second new environment (N2). In 608 
the present study, all place fields detected in day 1 and day 2 were combined and labelled either F 609 
or N.  610 
 611 
Data preprocessing 612 
 613 
Motion correction of the raw movies, cell detection and signal extraction were performed as 614 
previously published using custom MATLAB scripts (Dong et al., 2021). Place fields (PFs) were 615 
identified and defined as in Dong et al. 2021 using a method combining criteria about the peak 616 
fluorescence, stability and size of the PF compared against chance levels (Dombeck et al., 2010; 617 
Dong et al., 2021; Grijseels et al., 2021; Sheffield et al., 2017). Note that the criteria previously 618 
established were loose enough to not exclude shifting PFs. PFs too close to the beginning or end of 619 
the track were excluded (Dong et al., 2021). PFs from the same cell were considered independent. 620 
All analyses were performed on PFs in which non-significant activity and activity outside the 621 
defined PF region was removed. PF onset, the emergence lap of a given PF, was detected as in Dong 622 
et al. 2021 by finding the first lap where 1) a significant transient occurred in the PF region and 2) 623 
this lap was followed by significant PF activity in 2 out of 5 of the following laps. 624 
 625 
Analysis of PF trajectories 626 
 627 
Analysis of PF shifting dynamics was based on the center-of-mass (COM) of the lapwise binned 628 
activity of a given PF. The 300 cm track was divided in 50 spatial bins and the lapwise normalized 629 
fluorescence Fi was averaged for each bin i. The COM on lap n was computed as follows:  630 
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 631 

𝐶𝐶𝐶𝐶𝐶𝐶𝑛𝑛 =
∑ 𝐹𝐹𝑖𝑖 . 𝑥𝑥𝑖𝑖𝑖𝑖
∑ 𝐹𝐹𝑖𝑖𝑖𝑖

          (1) 632 

 633 
Where xi is the position of bin i on the track (i.e. the distance from the start). For simulated data, the 634 
COM was computed in the same way except that Fi was the firing rate (i.e., the number of action 635 
potentials in bin i divided by the time spent in bin i). COMn locations were then centered on 636 
COMonset, i.e., on the COM position during the emergence lap. 637 
 638 
In recorded PFs, not all laps after onset necessarily show significant activity. For all analyses of the 639 
PF dynamics, we interpolated the COM location on post-onset laps without activity that were 640 
intercalated with active laps. If PF activity disappeared and did not come back during the session, 641 
the final laps without activity were excluded. For all analyses except in Fig 7B-C, we only included 642 
PFs that, after interpolation, were defined on at least 15 laps. For Fig 7B-C, the inclusion criterion 643 
was set at 30 laps or more (reducing the number of PFs but allowing a better picture of the long-644 
term dynamics of PFs). An inclusion criterion of a minimum number of laps with a PF defined is an 645 
obvious but important prerequisite to assess PF dynamics. Moreover, interpolation and an 646 
inclusion criterion are necessary for the PCA and diffusion analyses (see below) and were thus 647 
implemented for all other analysis for comparison. However, neither the interpolation nor the 648 
minimum number of laps (0, 15 or 30) affected our conclusions.   649 
 650 
To detect significant backward or forward linear shifts of the lapwise COM, linear regression 651 
between onset-centered COM position (response variable) and lap number n (predictor variable) 652 
was performed using the Matlab regress function.  653 
 654 
For the non-linear regression analysis (Fig 5), we used the Matlab fit function with the nonlinear 655 
least square method and Trust-Region algorithm to fit the following function to each PF:  656 
 657 

𝐶𝐶𝐶𝐶𝐶𝐶𝑛𝑛  = 𝐴𝐴𝐴𝐴𝐴𝐴 �1 − ℯ− 𝑛𝑛
𝑇𝑇𝑇𝑇𝑇𝑇 � +  𝜀𝜀          (2) 658 

Where Amp (in cm), Tau (in laps) and ε (in cm) are the parameters to fit and n is the lap number. 659 
The parameter search starting point was [14 cm, 2 laps, 0 cm] if the linear regression slope was 660 
positive and [-15 cm, 2 laps, 0 cm] otherwise. Parameter search was bounded and stopped in case 661 
absolute(Amp) = 200 cm or Tau = 100 laps, or absolute(ε) = 25 cm. 662 
 663 
To compare goodness-of-fit between linear and non-linear regressions, we chose to compare the 664 
respective R-squared statistics (coefficient of determination). We did not use the adjusted R-665 
squared for the non-linear regression because the nonlinear model only has one parameter more 666 
than the linear model, overfitting was not a concern and the goal of the analysis was to determine 667 
the best description of a given PF trajectory, not to find an optimal model that would best predict 668 
out-of-sample data. 669 
 670 
For the non-supervised analysis of PF trajectories (Fig 4), all PF trajectories (a PF trajectory being a 671 
vector of onset-centered COM position) were truncated to only include the first 15 laps where the 672 
PF was defined (i.e., 14 laps post-onset). We performed principal component analysis (pca Matlab 673 
function) on the matrix of all the truncated PF trajectories aligned on their respective onset lap 674 
using the singular value decomposition (SVD) algorithm. COM position was onset-centered, as 675 
described above, but trajectories were not centered to the average trajectory. Note that we also 676 
tried the same PCA analysis on non-interpolated data using the alternating least squares algorithm: 677 
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conclusions were not affected. Nonlinear dimensionality reduction using the t-distributed 678 
Stochastic Neighbor Embedding (t-SNE) was performed on the same matrix of interpolated and 679 
truncated PF trajectories as for the PCA SVD analysis.  680 
 681 
For the diffusion analysis (Fig 7B-C), PFs defined on less than 30 laps were excluded. All 682 
interpolated PF trajectories (interpolation ensuring that the sample size is constant from lap to lap) 683 
were onset-aligned and truncated at 30 laps. The Mean Squared Displacement (MSD) on a given lap 684 
was defined as the square of the onset-centered COM position averaged across all PFs. For a 685 
random walk in a 1D environment such as our linear track, 𝐶𝐶𝑀𝑀𝑀𝑀 = 2 × 𝑀𝑀 × 𝐿𝐿𝐿𝐿𝐴𝐴 #, where D is the 686 
diffusion coefficient (Einstein, 1905). In other words, COM shifts can be described by a random 687 
walk when D is constant, i.e. when the MSD is a linear function of post-onset lap. D was assessed by 688 
linear regression of the MSD as a function of lap number, using the Matlab regress function 689 
(excluding the first 3 laps, where we observed large nonlinear changes in MSD). Alternatively, to 690 
avoid assumptions about when the relationship becomes linear, we assessed the instantaneous 691 
diffusion coefficient Dn of lap n (equation 3) and fitted it with a decaying exponential to estimate D 692 
as the asymptote value of Dn (equation 4): 693 
  694 

𝑀𝑀𝑛𝑛 =  
𝐶𝐶𝑀𝑀𝑀𝑀𝑛𝑛  −  𝐶𝐶𝑀𝑀𝑀𝑀𝑛𝑛−1

2
          (3)  695 

 696 

𝑀𝑀𝑛𝑛 = 𝐴𝐴1 �ℯ− 𝑛𝑛−1𝑝𝑝2  � +  𝑀𝑀          (4) 697 

 698 
Parameters p1, p2 and D were optimized using the Matlab fit function with the nonlinear least 699 
square method and Trust-Region algorithm. The parameter search starting point was [100, 2, 0]. 700 
Parameter search was bounded such that 0 ≤ p1 ≤ 1000, 0 ≤ p2 ≤ 100 and 0 ≤ D ≤ 20.  701 
 702 
PF width 703 
 704 
Throughout the study, PF width was characterized by the “standard deviation” (sd) of PF activity: 705 
 706 

𝑃𝑃𝐹𝐹 𝑠𝑠𝑠𝑠 =  �∑ ( 𝐹𝐹𝑖𝑖
∑ 𝐹𝐹𝑖𝑖𝑖𝑖

∙ (𝑥𝑥𝑖𝑖 − 𝐶𝐶𝐶𝐶𝐶𝐶)2)𝑖𝑖           (5)               707 

 708 
Where i is the spatial bin index on the track, Fi is either the normalized fluorescence (for 709 
experimental data) or firing rate (for simulated data) in bin i, xi is the position of bin i, and COM is 710 
the PF center of mass. PF width was the PF sd of PF activity averaged across all laps. We also 711 
computed the lapwise PF sd and assessed the change in width (𝑃𝑃𝐹𝐹 ∆ 𝑊𝑊𝑊𝑊𝑠𝑠𝑊𝑊ℎ) as the difference 712 
between the first 3 laps and the last 3 laps.  713 
 714 
Place cell model with plastic synapses following an STDP rule 715 
 716 
To simulate experiments like in Dong et al. (2021), we considered a virtual mouse running 717 
unidirectionally on a 300 cm linear track at constant speed for 30 laps (note that the unidirectional 718 
motion with immediate teleportation from end to start makes it equivalent to a circular track, as in 719 
Yu et al. (2006)). We designed a simple feedforward place cell model (Fig 2A) that consisted of a 720 
leaky-integrate-and-fire (LIF) output neuron receiving weighted synaptic inputs from N spatially 721 
modulated input neurons, with one synapse per input neuron. Each input neuron generated spikes 722 
stochastically based on a nonhomogeneous Poisson process governed by a single Gaussian place 723 
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field defined by its COM, peak firing rate (Peak FRin) and width (PFin sd). The COM of input PFs 724 
regularly tiled the length of the track, and the initial connectivity vector followed a Gaussian defined 725 
by its standard deviation (connectivity sd) and a maximum synaptic weight (𝑊𝑊𝑚𝑚𝑇𝑇𝑚𝑚

𝑖𝑖𝑛𝑛𝑖𝑖𝑖𝑖) for the input 726 
neuron with COM in the middle of the track. In this model, an input spike from neuron j results in an 727 
excitatory post-synaptic current (EPSC) with maximum amplitude at the time of the spike defined 728 
by the current synaptic weight, wj(t), of synapse j. EPSCs then exponentially decay with time 729 
constant 𝜏𝜏𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸 . The input current I(t) to the LIF output neuron was computed based on the 730 
following ordinary differential equation (ODE): 731 
 732 

𝑠𝑠𝑑𝑑
𝑠𝑠𝑊𝑊

=  −
𝑑𝑑(𝑊𝑊)
𝜏𝜏𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸

+  � 𝑤𝑤𝑗𝑗(𝑊𝑊) . 𝛿𝛿(
𝑗𝑗=1:𝑁𝑁

𝑊𝑊 −  𝑊𝑊𝑗𝑗
𝑖𝑖𝑛𝑛𝑝𝑝𝑇𝑇𝑖𝑖 𝑠𝑠𝑝𝑝𝑖𝑖𝑖𝑖𝑖𝑖)          (6) 733 

 734 
Where 𝑊𝑊𝑗𝑗

𝑖𝑖𝑛𝑛𝑝𝑝𝑇𝑇𝑖𝑖 𝑠𝑠𝑝𝑝𝑖𝑖𝑖𝑖𝑖𝑖is the time of an input spike at synapse j and δ is the Dirac delta function (1 at 0 735 
and 0 otherwise).   736 
 737 
The membrane potential Vm of the LIF output neuron was governed by the following ODE (Dayan & 738 
Abbott, 2005): 739 
 740 

𝜏𝜏𝑚𝑚
𝑠𝑠𝑑𝑑𝑚𝑚
𝑠𝑠𝑊𝑊

=  𝑑𝑑𝑟𝑟𝑖𝑖𝑠𝑠𝑖𝑖 − 𝑑𝑑𝑚𝑚(𝑊𝑊) + 𝑑𝑑(𝑊𝑊) .𝑅𝑅𝑚𝑚        (7) 741 

    742 
Where 𝜏𝜏𝑚𝑚 is the membrane time constant, Vrest is the resting membrane potential and Rm is the 743 
membrane resistance. Each time Vm reaches the spiking threshold Vthresh, an output spike is fired 744 
and Vm is reset to Vreset.  745 
 746 
In Fig S3 and S4 we added spike rate adaptation to the LIF equation using an additional SRA 747 
variable that exponentially relaxes to 0 after an increment of potassium leak current at each new 748 
output spike, as described in Dayan and Abbott (2005):  749 
 750 

𝜏𝜏𝑚𝑚
𝑠𝑠𝑑𝑑𝑚𝑚
𝑠𝑠𝑊𝑊

=  𝑑𝑑𝑟𝑟𝑖𝑖𝑠𝑠𝑖𝑖 − 𝑑𝑑𝑚𝑚(𝑊𝑊) −  𝑀𝑀𝑅𝑅𝐴𝐴(𝑊𝑊) . (𝑑𝑑𝑚𝑚(𝑊𝑊) − 𝐸𝐸𝐾𝐾) + 𝑑𝑑(𝑊𝑊) .𝑅𝑅𝑚𝑚        (8) 751 

 752 
 753 

𝑠𝑠𝑀𝑀𝑅𝑅𝐴𝐴
𝑠𝑠𝑊𝑊

=  −
𝑀𝑀𝑅𝑅𝐴𝐴(𝑊𝑊)
𝜏𝜏𝐸𝐸𝑆𝑆𝑆𝑆

+  𝐿𝐿𝐸𝐸𝑆𝑆𝑆𝑆 . 𝛿𝛿(𝑊𝑊 −  𝑊𝑊𝑜𝑜𝑇𝑇𝑖𝑖𝑝𝑝𝑇𝑇𝑖𝑖 𝑠𝑠𝑝𝑝𝑖𝑖𝑖𝑖𝑖𝑖)          (9) 754 

 755 
Where EK = -70 mV is the equilibrium potential of potassium, 𝐿𝐿𝐸𝐸𝑆𝑆𝑆𝑆 = 0.06 is the increment value for 756 
the SRA variable, and 𝜏𝜏𝐸𝐸𝑆𝑆𝑆𝑆 = 100 ms is the time constant controlling the decay of the SRA variable. 757 
Parameter values were as in the example provided in Fig 5.6 in Dayan and Abbott (2005).   758 
 759 
The synaptic weight of each synapse evolved independently following an antisymmetric pair-based 760 
spike-timing-dependent plasticity rule (Fig 2B) where the weight of synapse j potentiates or 761 
depresses depending on the delay between a pre-synaptic spike and a post-synaptic spike as 762 
follows: 763 
 764 

∆𝑊𝑊𝑗𝑗 = � 𝐴𝐴𝐸𝐸𝑇𝑇𝑆𝑆𝐸𝐸 .  ℯ
− ∆𝑖𝑖
𝜏𝜏𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝

 
, 𝑊𝑊𝑖𝑖 ∆𝑊𝑊 ≤ 0

−𝐴𝐴𝐸𝐸𝑇𝑇𝑆𝑆𝐸𝐸 .  ℯ
− ∆𝑖𝑖
𝜏𝜏𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝

 
, 𝑊𝑊𝑖𝑖 ∆𝑊𝑊 ≥  0

          (10) 765 

.CC-BY-NC-ND 4.0 International licenseavailable under a
(which was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made 

The copyright holder for this preprintthis version posted October 17, 2023. ; https://doi.org/10.1101/2023.10.17.562791doi: bioRxiv preprint 

https://doi.org/10.1101/2023.10.17.562791
http://creativecommons.org/licenses/by-nc-nd/4.0/


22 
 

 766 
Where ∆𝑊𝑊 is the change in synaptic weight, 𝐴𝐴𝐸𝐸𝑇𝑇𝑆𝑆𝐸𝐸 is the maximum amplitude that ∆𝑊𝑊 can take, 767 
𝜏𝜏𝑝𝑝𝑟𝑟𝑖𝑖𝑝𝑝𝑜𝑜𝑠𝑠𝑖𝑖  and 𝜏𝜏𝑝𝑝𝑜𝑜𝑠𝑠𝑖𝑖𝑝𝑝𝑟𝑟𝑖𝑖  are the time constants of the exponential decay, and ∆𝑊𝑊 =  𝑊𝑊𝑗𝑗

𝑖𝑖𝑛𝑛𝑝𝑝𝑇𝑇𝑖𝑖 𝑠𝑠𝑝𝑝𝑖𝑖𝑖𝑖𝑖𝑖 −768 
 𝑊𝑊𝑜𝑜𝑇𝑇𝑖𝑖𝑝𝑝𝑇𝑇𝑖𝑖 𝑠𝑠𝑝𝑝𝑖𝑖𝑖𝑖𝑖𝑖 (referred to as the pre-post delay in the rest of the study). Synaptic weights were 769 
updated additively using local eligibility variables for each input and output neurons (Morrison et 770 
al., 2008; Song et al., 2000; X. Yu et al., 2006). For a given synapse j, the pre-before-post variable 771 
Pprepost (corresponding to a negative pre-post delay and thus to the potentiating portion of the STDP 772 
rule) is triggered on input spike times and decays with time constant 𝜏𝜏𝐸𝐸𝑇𝑇𝑆𝑆𝐸𝐸, whereas the post-773 
before-pre variable Ppostpre (corresponding to a positive pre-post delay and thus to the depressing 774 
portion of the STDP rule) is triggered on output spike times, decaying with the same time constant 775 
since the rule is antisymmetric. Weights were updated at each input and output spike times, 776 
evaluating Pprepost on output spike times and Ppostpre on input spike times (see Fig 2C). Weight 777 
dynamics thus evolved as follows:  778 
 779 

𝑠𝑠𝑃𝑃𝑗𝑗
𝑝𝑝𝑟𝑟𝑖𝑖𝑝𝑝𝑜𝑜𝑠𝑠𝑖𝑖

𝑠𝑠𝑊𝑊
=  −  

𝑃𝑃𝑗𝑗
𝑝𝑝𝑟𝑟𝑖𝑖𝑝𝑝𝑜𝑜𝑠𝑠𝑖𝑖(𝑊𝑊)
𝜏𝜏𝑝𝑝𝑟𝑟𝑖𝑖𝑝𝑝𝑜𝑜𝑠𝑠𝑖𝑖

+ 𝛿𝛿(𝑊𝑊 −  𝑊𝑊𝑗𝑗
𝑖𝑖𝑛𝑛𝑝𝑝𝑇𝑇𝑖𝑖 𝑠𝑠𝑝𝑝𝑖𝑖𝑖𝑖𝑖𝑖)          (11) 780 

 781 
𝑠𝑠𝑃𝑃𝑝𝑝𝑜𝑜𝑠𝑠𝑖𝑖𝑝𝑝𝑟𝑟𝑖𝑖

𝑠𝑠𝑊𝑊
=  −  

𝑃𝑃𝑝𝑝𝑜𝑜𝑠𝑠𝑖𝑖𝑝𝑝𝑟𝑟𝑖𝑖(𝑊𝑊)
𝜏𝜏𝑝𝑝𝑜𝑜𝑠𝑠𝑖𝑖𝑝𝑝𝑟𝑟𝑖𝑖

+ 𝛿𝛿(𝑊𝑊 −  𝑊𝑊𝑜𝑜𝑇𝑇𝑖𝑖𝑝𝑝𝑇𝑇𝑖𝑖 𝑠𝑠𝑝𝑝𝑖𝑖𝑖𝑖𝑖𝑖)          (12) 782 

 783 
 784 
𝑠𝑠𝑊𝑊𝑗𝑗

𝑠𝑠𝑊𝑊
=  𝐴𝐴𝐸𝐸𝑇𝑇𝑆𝑆𝐸𝐸 .𝑃𝑃𝑗𝑗

𝑝𝑝𝑟𝑟𝑖𝑖𝑝𝑝𝑜𝑜𝑠𝑠𝑖𝑖(𝑊𝑊). 𝛿𝛿�𝑊𝑊 −  𝑊𝑊𝑜𝑜𝑇𝑇𝑖𝑖𝑝𝑝𝑇𝑇𝑖𝑖 𝑠𝑠𝑝𝑝𝑖𝑖𝑖𝑖𝑖𝑖� −  𝐴𝐴𝐸𝐸𝑇𝑇𝑆𝑆𝐸𝐸 .𝑃𝑃𝑝𝑝𝑜𝑜𝑠𝑠𝑖𝑖𝑝𝑝𝑟𝑟𝑖𝑖(𝑊𝑊) . 𝛿𝛿�𝑊𝑊 −  𝑊𝑊𝑗𝑗
𝑖𝑖𝑛𝑛𝑝𝑝𝑇𝑇𝑖𝑖 𝑠𝑠𝑝𝑝𝑖𝑖𝑖𝑖𝑖𝑖�          (13) 785 

 786 
Weights were updated instantaneously unless otherwise stated (as shown in Fig 2C). Because this is 787 
not realistic and that a previous model resulting in PF backward shifting implemented a delay (at 788 
the end of each lap) in the update (Mehta et al., 2000), we added some dynamics to the weight 789 
update in some simulations (Fig S3-4). We designed a phenomenological model where the target 790 
weight Wtarget is set by equation 13, and the true weight W exponentially adjusts to that target with 791 
a time constant 𝜏𝜏𝑇𝑇𝑝𝑝𝑢𝑢𝑇𝑇𝑖𝑖𝑖𝑖  of 5 seconds (see Parameterization) based on equation 14: 792 
 793 

𝜏𝜏𝑇𝑇𝑝𝑝𝑢𝑢𝑇𝑇𝑖𝑖𝑖𝑖
𝑠𝑠𝑊𝑊𝑗𝑗

𝑠𝑠𝑊𝑊
=  −𝑊𝑊𝑗𝑗(𝑊𝑊) + 𝑊𝑊𝑖𝑖𝑇𝑇𝑟𝑟𝑡𝑡𝑖𝑖𝑖𝑖(𝑊𝑊)        (14) 794 

 795 
  796 
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Throughout, ODEs were solved using Euler’s forward method, with a time step of 1ms. Initial 797 
conditions: V(0) = Vrest, all other variables started at 0. Synapses were saturating unless otherwise 798 
stated: weights were hard-bounded by EPSCmin (0 pA) and EPSCmax (same value as Wmax

init  ). The 799 
baseline parameters, corresponding to model 1 in Fig 2C, are shown in Table 1. Alternative 800 
parameters are directly mentioned in the figures and legends.  801 
 802 
 803 

Parameter Value Parameter Value Parameter Value 

Experiment Output Synaptic plasticity 

Animal Speed 15 cm/s Rm 100 MOhms Saturating 
synapses yes 

Track length 300 cm τm 20 ms EPSCmin 0 pA 

Number of laps 30 Vrest -70 mV EPSCmax 85 pA 

Inputs Vthresh -54 mV τprepost 20 ms 

N 100 input 
neurons Vreset -60 mV τpostpre 20 ms 

Peak FRin 10 Hz SRA no ASTDP 0.5% of 
EPSCmax 

PFin sd 18 cm  Weight update instantaneous 

Connectivity sd 10 input 
neurons     

Wmax
init  85 pA     

τEPSC 10 ms     

Table 1. Baseline parameters.  804 
  805 
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 806 
Parametrization 807 
 808 
Virtual animal speeds (15 or 25 cm/s) generally corresponded to realistic individual average 809 
speeds in mice experiments (Dong et al., 2021; Milstein et al., 2021).  50 cm/s speed was also tested 810 
to compare to Mehta et al. (2000), which modeled rats, but is unrealistically high for mice. 811 
   812 
The parameters for the output LIF neuron were taken from Song et al. (2000). They correspond to 813 
generic cortical pyramidal cell parameters and are within the range of observed values for CA1 814 
pyramidal neurons (Kowalski et al., 2016; Tripathy et al., 2014) (see 815 
https://neuroelectro.org/neuron/85/). 816 
 817 
Input parameters were chosen to obtain CA1-like output PFs, with realistic width and firing rates 818 
(Fig S1). In mice, the median output Peak FRout in dorsal CA1 is ~10Hz (Mou et al., 2018) and the 819 
median PF sd is 13.5 cm in the Dong et al (2021) dataset. Realistic ranges are shown in Fig S1. We 820 
used inputs with gaussian PFs inspired from CA3 recordings, but they can also be understood as an 821 
average of all spatial inputs to a pyramidal cell, including from the entorhinal cortex (Li et al., 2023; 822 
Solstad et al., 2006). PFin sd was chosen to be close to the median value that we observed in CA3 823 
(Fig S1). Peak FRin matches reports from rats in CA3 (H. Lee et al., 2015; I. Lee et al., 2004) which 824 
are very close to firing rates observed in the CA1 of rats and mice (I. Lee et al., 2004; Mou et al., 825 
2018). τEPSC is within the range of observed values in CA pyramidal cells (Kowalski et al., 2016). 826 
The number of input neurons (i.e. synapses) was like in Mehta et al. (2000), and the connectivity sd 827 
and maximum initial weight Wmax

init  were adjusted to obtain CA1-like PFout sd and Peak FRout as 828 
defined above.  829 
 830 
We also performed simulations with 1000 input place cells (with connectivity sd at 100 i.n. and 831 
Wmax

init  = 12 pA), which is a more realistic number of inputs and was used in other models (D’Albis et 832 
al., 2015; X. Yu et al., 2006), but results were similar and we thus kept 100 inputs as our baseline for 833 
computation speed. Although 100 input place cells is not realistic, note that the distribution of 834 
synaptic weights with Wmax

init  = 85 pA fits well with the amplitude of CA1 EPSPs recorded in vivo or 835 
in vitro: EPSPs in vivo are 1.4 mV on average (Kowalski et al., 2016), EPSPs evoked by Schaffer 836 
stimulation in slices were ~2 mV on average (Bittner et al., 2017) which corresponds to 77pA with 837 
our LIF parameters (Fig S8), dual patch experiments between CA3 and CA1 pyramidal cells yield 838 
EPSCs of similar amplitudes (Dürst et al., 2022) and miniature EPSCs from a single synapse are 15 839 
pA on average (0 to 30 pA range) (Forti et al., 1997).  840 
 841 
In Fig 2F and S5, PFin sd, Peak FRin and connectivity sd were varied systematically within a realistic 842 
range for CA3 but to cover both realistic and unrealistic PF properties for CA1. We did not vary 843 
Wmax

init  , which also controls the output firing rates, because in our model it also conditioned the 844 
absolute maximum weight change and we wanted to determine the effect of output rates without 845 
changing the amplitude of STDP. STDP parameters (ASTDP and time constants) were varied 846 
independently of input parameters in Fig S6-7.    847 
 848 
STDP parameters were inspired from Song et al. (2000). First, to maintain PFs with realistic Peak 849 
FRin, synapses were saturating with an upper bound of synaptic weights EPSCmax = Wmax

init  unless 850 
otherwise noted (Fig S3-4). Concerning the amplitude of weight changes, although most STDP 851 
experiments report them relative to the initial weight of the recorded synapse and thus assume that 852 
synaptic modifications depend on the synaptic weight, we considered an additive weight update 853 
scheme where ASTDP is a constant, like in Song et al (2000) and Yu et al. (2006). We made this choice 854 
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for several reason: 1) for simplicity and comparison with past models, 2) the weight-dependency of 855 
STDP is not clear (Morrison et al., 2007, 2008), especially given that initial weight is just one of 856 
many factors potentially influencing long-term synaptic modifications and generally not taken into 857 
account by a single STDP rule (Buchanan & Mellor, 2010; Inglebert et al., 2020; Shouval et al., 2010; 858 
Wittenberg & Wang, 2006), 4) The additive scheme is a reasonable approximation, especially in the 859 
range of EPSCs used in our model (Bi & Poo, 2001; Morrison et al., 2007, 2008), and 5) if synaptic 860 
modifications were weight-dependent, an additive scheme like ours would slightly overestimate the 861 
effect of STDP for small initial weights, and thus overestimate, not underestimate, the effect of STDP 862 
on PF shifting. The baseline value for ASTDP was thus set at 0.5% of the maximum synaptic weight, 863 
like in Song et al. (2000). However, note that in contrast to Song et al. (2000) and Yu et al. (2006), 864 
synaptic weights were defined as EPSCs amplitudes, not unitless conductances. In our model, the 865 
baseline absolute maximum weight change is thus 0.425 pA. The amplitude of weight changes due 866 
to single pairs of input-output spikes is difficult to assess (Froemke et al., 2006) but the relative and 867 
absolute values that we used was in the range of previous estimates: Bi and Poo (2001) estimate 868 
ASTDP to be ~1% of the initial EPSC, and for initial EPSCs between 30 and 100 pA their data show a 869 
maximum weight change between ~0.15 and ~0.5 pA (Morrison et al., 2008). For different STDP 870 
protocols and rules, and for a range of initial EPSCs comprising the value of our EPSCmax, Wittenberg 871 
et al. (2006)’s data suggest ASTDP to be ~0.5% of initial EPSCs like we used. To make sure we were 872 
not underestimating the effects of STDP, we also explored a range of ASTDP values in Fig S6-7: 0.5%, 873 
1%, 2%, 4% or 10% of EPSCmax, i.e. 0.425, 0.85, 1.7, 3.4 and 8.5 pA (most of these values being 874 
outside a realistic range). We did similarly for STDP’s time constants and explored a range of values 875 
in Fig S6-7 including the usual estimates (10 or 20 ms) and up to unrealistic values (100 ms).  876 
 877 
For models including a synaptic update with dynamic delay, the value of 𝜏𝜏𝑇𝑇𝑝𝑝𝑢𝑢𝑇𝑇𝑖𝑖𝑖𝑖  (5s) was not 878 
optimized but grossly corresponds to the dynamics of the early expression phase of long-term 879 
plasticity (Gustafsson et al., 1989) and is consistent with the second-timescale of the calcium-880 
dependent enzymatic activation controlling the rapid surface diffusion of AMPA-receptors 881 
necessary for the earliest-phase of LTP (Penn et al., 2017; Rodrigues et al., 2021).  882 
 883 
Comparison of our baseline model with seminal models of backward PF shifting using STDP can be 884 
seen in Table 2.  885 
  886 
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 Mehta et al. 2000 Yu et al. 2006 Model 1 (Fig 2C) 
Nb of simulations not reported not reported 100 
Nb of laps 20 20 30 
Track Length (cm) 200 200 300 
Speed (cm/s) 50 not reported 15 

Inputs    

N (nb of inputs) 100 1000 100 

Neuron Type Rate  
(gaussian current) 

Poisson spiking  
from gaussian rate 

Poisson spiking  
from gaussian rate 

PFin sd (cm) 12.7 cm 3, 12.7 and 30 cm 18 cm 
Peak FRin \ not reported 10 Hz 

Initial Connectivity Gaussian - 
unreported SD 

Gaussian or Skewed - 
unreported SD Gaussian: SD = 10 i.n. 

Synaptic Efficacy 
(unit) EPSC (Amps) unitless G EPSC (Amps) 

Max input 1 nA not reported 85 pA 
Output    

Neuron Type Rate 
Spiking  

(LIF, parameters 
unclear) 

Spiking  
(LIF, Song et al. 2000 

parameters) 

Spike-Rate 
Adaptation 

Yes  
(Wang 1998 

method) 

No and Yes  
(Dayan & Abbott 

method) 
No 

Inhibition Oscillatory (8Hz) Divisive No 

Peak FRout high  
(~50Hz on lap 1) 

high  
(~ 50 to 100Hz) 

realistic  
(~10 Hz) 

Plasticity STDP STDP  STDP 

Implementation lap integration local eligibility  
(Song et al. 2000) 

local eligibility  
(Song et al. 2000) 

ASTDP  
(Max Potentiation) 

0.6% of EPSCmax  
= 0.6 pA 0.5% of Gmax 0.5% of EPSCmax  

= 0.425 pA 
Minimum 
Depression -0.9ASTDP = -0.54 pA -0.525% of Gmax 

-0.5% of EPSCmax  
= -0.425 pA 

Time Constant 
(ms) 10 20 20 

Saturating 
synapses  
(Upper Bound) 

No Yes  
(not reported) 

Yes  
(hard bound : 85 pA) 

Weight Update end of lap instantaneous instantaneous 
 887 
Table 2. Comparison of our baseline model with seminal studies 888 
PF width was reported as half-max in the original studies, which we converted to PF sd for 889 
comparison (sd = half-max width / 2.355).  890 
  891 
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BTSP model 892 
 893 
The model described above was adapted to have BTSP rather than STDP as the plasticity rule 894 
(baseline parameters of table 1 were used unless otherwise stated). BTSP is known to be triggered 895 
by a dendritic plateau-potential resulting in a large depolarization with a somatic burst of spikes 896 
also called a complex spike (CS)(Bittner et al., 2015, 2017; Cohen et al., 2017; Milstein et al., 2021). 897 
Because the mechanisms leading to a CS and triggering BTSP are not well understood, we opted to 898 
model BTSP-triggering events simply as a special subset of output spikes, with each regular output 899 
spike having a probability p(CS) to be labelled as a CS. The BTSP rule was defined as a pure 900 
potentiation rule, as reported in Bittner et al. (2017), with the following kernel (see Fig 3A):   901 
 902 

∆𝑊𝑊𝑗𝑗
𝐸𝐸 = � 𝐴𝐴𝐵𝐵𝑇𝑇𝐸𝐸𝐸𝐸 .  ℯ

− ∆𝑖𝑖
𝜏𝜏𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝

 
, 𝑊𝑊𝑖𝑖 ∆𝑊𝑊 ≤ 0

 𝐴𝐴𝐵𝐵𝑇𝑇𝐸𝐸𝐸𝐸 .  ℯ
− ∆𝑖𝑖
𝜏𝜏𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝

 
, 𝑊𝑊𝑖𝑖 ∆𝑊𝑊 ≥  0

          (15) 903 

 904 
Where ∆𝑊𝑊𝑗𝑗

𝐸𝐸  is the potentiation at synapse j due to BTSP, and ABTSP is the maximum potentiation. In 905 
order to avoid runaway potentiation and maintain a place field, as observed in Milstein et al. 906 
(2021), synaptic weights were not bounded like for the STDP model but obeyed a simple 907 
homeostatic rule keeping the total sum of weights constant at each time step. We implemented that 908 
homeostatic heterosynaptic plasticity as a weight-dependent synaptic normalization, using a 909 
multiplicative scheme (Chistiakova et al., 2015; Kim et al., 2020) such that, for all synapses: 910 
   911 

𝑊𝑊𝑗𝑗(𝑊𝑊 + 1) =  (𝑊𝑊𝑗𝑗(𝑊𝑊) +  ∆𝑊𝑊𝑗𝑗
𝐸𝐸) .  

∑ 𝑊𝑊𝑗𝑗(𝑊𝑊0) 𝑗𝑗=1:𝑁𝑁

∑ (𝑊𝑊𝑗𝑗(𝑊𝑊) + ∆𝑊𝑊𝑗𝑗
𝐸𝐸) 𝑗𝑗=1:𝑁𝑁

          (16) 912 

 913 
with ∆𝑊𝑊𝑗𝑗

𝐸𝐸 = 0 when no potentiation occurred at synapse j.  914 
 915 
BTSP-triggered synaptic potentiation was implemented like for STDP (see equations 11-13), using 916 
two plasticity variables Pprepost and Ppostpre. However, Ppostpre was not triggered on all output spikes 917 
but on CSs, and Pprepost was evaluated at the times of CSs only: 918 
 919 

𝑠𝑠𝑃𝑃𝑝𝑝𝑜𝑜𝑠𝑠𝑖𝑖𝑝𝑝𝑟𝑟𝑖𝑖
𝑠𝑠𝑊𝑊

=  −  
𝑃𝑃𝑝𝑝𝑜𝑜𝑠𝑠𝑖𝑖𝑝𝑝𝑟𝑟𝑖𝑖(𝑊𝑊)
𝜏𝜏𝑝𝑝𝑜𝑜𝑠𝑠𝑖𝑖𝑝𝑝𝑟𝑟𝑖𝑖

+ 𝛿𝛿(𝑊𝑊 −  𝑊𝑊𝑜𝑜𝑇𝑇𝑖𝑖𝑝𝑝𝑇𝑇𝑖𝑖 𝐸𝐸𝐸𝐸)          (17) 920 

 921 
 922 
𝑠𝑠𝑊𝑊𝑗𝑗

𝐸𝐸

𝑠𝑠𝑊𝑊
=  𝐴𝐴𝐵𝐵𝑇𝑇𝐸𝐸𝐸𝐸 .𝑃𝑃𝑗𝑗

𝑝𝑝𝑟𝑟𝑖𝑖𝑝𝑝𝑜𝑜𝑠𝑠𝑖𝑖(𝑊𝑊). 𝛿𝛿�𝑊𝑊 −  𝑊𝑊𝑜𝑜𝑇𝑇𝑖𝑖𝑝𝑝𝑇𝑇𝑖𝑖 𝐸𝐸𝐸𝐸� +  𝐴𝐴𝐵𝐵𝑇𝑇𝐸𝐸𝐸𝐸 . 𝑏𝑏.𝑃𝑃𝑝𝑝𝑜𝑜𝑠𝑠𝑖𝑖𝑝𝑝𝑟𝑟𝑖𝑖(𝑊𝑊) . 𝛿𝛿�𝑊𝑊 −  𝑊𝑊𝑗𝑗
𝑖𝑖𝑛𝑛𝑝𝑝𝑇𝑇𝑖𝑖 𝑠𝑠𝑝𝑝𝑖𝑖𝑖𝑖𝑖𝑖�          (18) 923 

 924 
Because there is more temporal summation in the Pprepost variable than in Ppostpre, since there are 925 
generally more input spikes than output CSs, we added a scaling constant b to fit the BTSP kernel on 926 
the post-before-pre side (see Validation of the BTSP model and Fig S8).  927 
 928 
To avoid making assumptions on the updating dynamics of synaptic weights after BTSP has been 929 
triggered (which are not well characterized), we kept the model simple and decided for an 930 
instantaneous weight update like for our baseline STDP model. This lack of realism does not impair 931 
our conclusions on PF dynamics: most changes due to BTSP are visible on the lap following a BTSP-932 
triggering event (Bittner et al., 2017; Milstein et al., 2021). So, in our simulations, even if the PF 933 
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activity may be perturbed after a CS on the lap the CS occurred, the PF activity and overall shift will 934 
be as expected on the next lap.  935 
 936 
Table 3 shows the optimized BTSP parameters used in Fig 3.  937 
 938 

Parameter Value 

Synaptic Plasticity 

τprepost 1.31 s 

τpostpre 0.69 s 

ABTSP 20 pA 

b 1.1 

W bounds no 

Synaptic 
Normalization yes 

Weight update instantaneous 

Table 3. Optimized BTSP parameters 939 
 940 
Validation of the BTSP model 941 
 942 
We optimized the BTSP-model parameters to account for the experimental findings from the Magee 943 
lab (Bittner et al., 2017; Milstein et al., 2021). BTSP time constants 𝜏𝜏𝑝𝑝𝑟𝑟𝑖𝑖𝑝𝑝𝑜𝑜𝑠𝑠𝑖𝑖  and 𝜏𝜏𝑝𝑝𝑜𝑜𝑠𝑠𝑖𝑖𝑝𝑝𝑟𝑟𝑖𝑖  were 944 
directly taken from Bittner et al. (2017) (based on the exponential fit of their in vitro dataset). The 945 
scaling constant b was adjusted by simulating in vitro experiments like in Bittner et al. (2017) so 946 
that the maximum potentiation due to BTSP (i.e. without synaptic normalization) would match for 947 
both the pre-before-post and post-before-pre part of the kernel and fit the data (Fig S8).  948 
 949 
For our homeostatic plasticity rule, we preferred a multiplicative scheme (rather than subtractive) 950 
because competition between synaptic resources has been shown to result in such rapid synaptic 951 
scaling (Triesch et al., 2018). By design, synaptic normalization operated on the same rapid 952 
timescale as BTSP, which is justified on theoretical grounds and has experimental support 953 
(Chistiakova et al., 2015).  954 
 955 
To optimize ABTSP and to verify that our modeling strategy of combining a BTSP potentiation rule 956 
with synaptic normalization yields bidirectional weight changes dependent on the initial weight 957 
like observed in vivo in Milstein et al. (2021), we simulated the same kind of experiments and 958 
analyzed our resulting dataset in the same way they reported (Fig S9-11). “Milstein-type” 959 
experiments (Fig S9-10) consisted in simulating a place cell for 21 laps, with a single CS occurring 960 
on lap 11 at a time tCS which was varied systematically to cover the length of the track (there was no 961 
relationship between output spikes and the CS in these experiments; tCS was hard-coded). Baseline 962 
parameters of our place cell model were used except for the track length (185 cm) and virtual 963 
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animal speed (25 cm/s) which were as in Milstein et al. (2021). Synaptic weights were updated 964 
following the combined BTSP and synaptic normalization rule. 965 
 966 
We analyzed subthreshold Vm ramps like in Milstein et al. (2021). First, the Vm output of the LIF 967 
neuron was low-pass filtered (<3Hz) with zero-phase lag (filtfilt Matlab function) using a FIR filter 968 
with a 2 s Hamming window and wrap-around padding of the Vm trace on each lap. For the Vm 969 
spatial profiles, the low-passed filtered Vm traces were binned using 1.85 cm regularly spaced bins 970 
and averaged across the 10 laps before or after the CS induction lap. These average traces were 971 
smoothed with a Savitzky-Golay filter of order 3 with a window size of 21 spatial bins and wrap-972 
around padding. Temporal profiles of the low-pass filtered Vm (Fig S10C) were binned using the 973 
same number of bins as for spatial profiles but not smoothed. The relative amplitude of Vm ramps 974 
(used in Fig S10G and S11G) was computed as the difference of the average Vm trace with the Vm 975 
baseline, i.e. Vrest = -70 mV.  976 
 977 
Because our goal was to develop a model accurately predicting PF shifting based on BTSP, the 978 
optimization objective was to match the high correlation observed by Milstein et al. (2021) 979 
between the ramp peak shift and the distance between initial peak and CS, while maintaining a low 980 
correlation between pre and post-CS Vm (Fig S10-11 and 3C). Our model reproduced key 981 
experimental findings, including an apparent weight-dependent bidirectional rule very similar to 982 
what Milstein et al. estimated (Fig S10). This rule was computed by linear interpolation of the 983 
simulated Vm temporal profiles and the corresponding relative amplitudes of the Vm ramps, using 984 
the MATLAB fit function. 985 
 986 
Our approach offers a good fit to the available data on BTSP but is different from past modeling 987 
approaches (Cone & Shouval, 2021; Milstein et al., 2021) and has potential shortcomings.  988 
First, in our model, only 1 CS is needed to reach a steady-state: adding more induction laps in our 989 
Milstein-type simulations does not significantly change the shape of the connectivity vector, which 990 
is why we used only 1 induction lap rather than 3 like in the calibration procedure used by Milstein 991 
and colleagues for their network model. Whether this one-shot reconfiguration of weights is 992 
supported or not by the data is not clear: Milstein and colleagues generally used multiple induction 993 
laps, but the number of artificially triggered CSs necessary to induce a new PF was variable (see Fig 994 
S1 in Milstein et al. (2021) and figure S7 in (Milstein et al., 2020)) and single spontaneous CSs are 995 
sufficient for a new PF to emerge in one-shot (Bittner et al., 2015; Milstein et al., 2021). Note that 996 
some of the variability could be due to artificial somatic inductions that may not always trigger 997 
calcium plateaus in every dendrite consistently, or not trigger the exact same molecular chain of 998 
events than spontaneous dendritic plateaus. More data is needed to clarify how the phenomenology 999 
of dendritic plateaus and BTSP co-vary. Similarly, more experiments and analysis are needed to 1000 
determine whether BTSP-induced depression of the initial PF is slower than emergence of a new 1001 
one, as predicted by previous models (Cone & Shouval, 2021; Milstein et al., 2021).  1002 
 1003 
The main limitation of our model is that, because synaptic normalization affects all synapses 1004 
irrespective of the recency of their activity, synaptic potentiation may be underestimated (and 1005 
depression overestimated) when the CS occurs far from the initial PF. This can result in a relative 1006 
flattening of the connectivity (Fig S9) and a dilution of the PF activity rather than its translocation, 1007 
which does not seem to match the Milstein dataset (the maximum increase in Vm was on average 1008 
larger than the maximum decrease, which was not the case in our simulations). Moreover, 1009 
connectivity flattening, and thus PF dilution, increase with animal speed (because more inputs are 1010 
potentiated), making it hard to study the effects of this parameter using our approach. However, 1011 
despite these limitations, our model fits the data well when CSs occur in-field (Fig S10), which was 1012 
always the case, by definition, in our in-silico experiments for the study of PF dynamics (Fig 3 and 1013 
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4): PF dilution did not occur in these simulations; our model is therefore well-suited to study the 1014 
effect of BTSP on PF dynamics.  1015 
 1016 
Statistics, software and hardware 1017 
 1018 
Analyses and simulations were performed using MATLAB (R2021b) on a Dell laptop (Mobile 1019 
Precision Workstation 3560, i7-1185G7 processor, 16GB RAM, NVIDIA T500 2GB GPU). Statistical 1020 
details can be found in the legends. In general, we aimed to use estimation statistics as our main 1021 
line of evidence, emphasizing the effect size and confidence intervals estimates over the 1022 
significance of p-values (Gardner & Altman, 1986; Ho et al., 2019). Resampling exact tests were 1023 
used when the sample size was too large for classic hypothesis testing to provide meaningful p-1024 
values (i.e. when doing statistics on individual PFs) (White et al., 2014). ANOVAs based on linear 1025 
mixed-effect models (fitlme function) were used for statistics at the level of individual mice, to 1026 
account for repeated measures (Z. Yu et al., 2022). Bootstrapped estimates and confidence intervals 1027 
were computed with the bootci function, with 1000 bootstrap samples and Bca method. The effect 1028 
on medians rather than means was evaluated when the sample distribution was not gaussian. 1029 
Pairwise comparison tests were two-tailed.  1030 
  1031 
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