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Abstract

Background

Oesophageal cancer has significant morbidity and mortality but late diagnosis is common

since early signs of disease are frequently misinterpreted. Project DELTA aims to enable

earlier detection and treatment through targeted screening using a novel risk prediction

algorithm for oesophageal cancer (incorporating risk factors of Barrett’s oesophagus includ-

ing prescriptions for acid-reducing medications (CanPredict)), together with a non-invasive,

low-cost sampling device (CytospongeTM). However, there are many barriers to implemen-

tation, and this paper identifies key ethical and legal challenges to implementing these per-

sonalised prevention strategies for Barrett’s oesophagus/oesophageal cancer.

Methods

To identify ethical and legal issues relevant to the deployment of a risk prediction tool for

oesophageal cancer into primary care, we adopted an interdisciplinary approach, incorpo-

rating targeted informal literature reviews, interviews with expert collaborators, a multidisci-

plinary workshop and ethical and legal analysis.

Results

Successful implementation raises many issues including ensuring transparency and effec-

tive risk communication; addressing bias and inequity; managing resources appropriately

and avoiding exceptionalism. Clinicians will need support and training to use cancer risk pre-

diction algorithms, ensuring that they understand how risk algorithms supplement rather

than replace medical decision-making. Workshop participants had concerns about liability

for harms arising from risk algorithms, including from potential bias and inequitable imple-

mentation. Determining strategies for risk communication enabling transparency but avoid-

ing exceptionalist approaches are a significant challenge. Future challenges include using

artificial intelligence to bolster risk assessment, incorporating genomics into risk tools, and
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deployment by non-health professional users. However, these strategies could improve

detection and outcomes.

Conclusions

Novel pathways incorporating risk prediction algorithms hold considerable promise, espe-

cially when combined with low-cost sampling. However immediate priorities should be to

develop risk communication strategies that take account of using validated risk algorithms,

and to ensure equitable implementation. Resolving questions about liability for harms arising

should be a longer-term objective.

1. Introduction

Over the last two decades, there has been a shift in healthcare from primarily operating as a

service treating and managing extant disease, to one which also aims to identify those at high-

est risk of developing disease and pre-emptively intervene to mitigate or prevent that disease

occurring [1]. This change from an opportunistic phenotype driven service focused on treat-

ment and cure, to a data driven service committed to prevention remains somewhat aspira-

tional. However, it has been facilitated by two significant developments–the burgeoning

knowledge of how genetic and genomic changes contribute to disease, and the use of statistical

mechanisms and tools to integrate and analyse data, both at the level of the individual and the

population [2, 3]. Risk stratification, through the use of a risk prediction algorithm, is one

means of ensuring that those at greatest risk of developing disease have earlier access to appro-

priate interventions and risk management [4]. One example is provided by the development of

a risk prediction algorithm for identifying patients at increased risk of oesophageal cancer, the

‘CanPredict oesophageal cancer algorithm’ (CanPredict) [5]. This risk algorithm has been

developed for application within a primary care pathway, using electronic health records

(EHRs) held within primary care to identify those at highest risk of developing oesophageal

cancer. By offering a non-invasive test (CytospongeTM) to those at highest risk, cellular oeso-

phageal samples could be obtained and analysed at scale using novel staining and digital

pathology to identify those with Barrett’s oesophagus, a precursor for the future development

of oesophageal cancer [6].

1.1 Barrett’s oesophagus: Novel opportunities for personalised prevention

Barrett’s oesophagus is characterised by intestinal metaplasia, a process in which the normal

cellular lining of the lower oesophagus made up of stratified squamous epithelial cells is

replaced by columnar epithelium [7, 8]. These cellular changes result from gastro-oesophageal

reflux disease (GORD) in which acid and bile from the stomach pass into the lower part of the

oesophagus causing symptoms of heartburn. This is a very common disorder, and the global

prevalence is estimated to be between 3–14%, with prevalence broadly resembling the inci-

dence of gastro-oesophageal reflux [9]. There is debate about the diagnostic criteria for Bar-

rett’s oesophagus and its pathogenesis [10]. Different patterns of Barrett’s oesophagus

progression have been observed, characterised by alternative forms of clonal expansion and

evolution. However, most cases of Barrett’s oesophagus will not progress to oesophageal ade-

nocarcinoma and of those with the lowest-risk (non-dysplastic Barrett’s oesophagus), only

0.3% per annum have a risk of progression to oesophageal adenocarcinoma [11, 12]. Due to its
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non-specific symptoms of heartburn, and difficulty swallowing, this cancer is often diagnosed

late, resulting in a poor five year survival rate (around 18% for women and 16% for men),

ranking in the worst four or five cancer sites in England [13]. Predicted 10-year net survival in

England is particularly low for men (12.5%) [14]. Therefore, the early detection of Barrett’s

oesophagus provides a significant opportunity for improving population health.

1.2 Cancer risk prediction tools

Cancer risk prediction tools are statistical formulae that calculate the probability that a patient

will develop a cancer within a specified period taking account of personal characteristics and

medical data. Cancer referral decision-making could be aided by the use of cancer risk algo-

rithms and used to support the primary care physician’s decisions about the significance of the

presenting symptoms, and onward referral for investigation or specialist assessment. This

potential is particularly relevant in England where, despite considerable investment being put

into improving early diagnosis, mortality figures are poor in relation to other developed coun-

tries [15, 16]. NICE guidance advises General Practitioners (GPs) to use the 2-week-wait refer-

ral pathway if they suspect cancer [17]; the patient is then seen by a specialist within a target of

two weeks. When patients present with symptoms to primary care, GPs must judge the indi-

vidual patient’s likelihood of cancer, however discriminating between patients who should be

referred on the 2-week-wait pathway from those who do not need to is difficult, especially

where early cancers present with vague, non-specific symptoms that could easily be attributed

to other conditions [18].

However, cancer risk prediction tools remain an underused resource within primary care

in England despite being integrated in the majority of primary care computer systems [19].

Qualitative studies have identified a number of barriers and facilitators to the implementation

of cancer risk calculators/prediction tools in clinical practice, ranging from GP preparedness

to use (and rely on) the risk tool, to more practical challenges around availability and integrat-

ing them into the clinical workflow [20, 21]. Integration into electronic health record systems

could facilitate their use and some cancer risk assessment tools, most notably QCancer1 and

Risk-Assessment Tools (RATs), have been integrated with the electronic health record in some

parts of UK primary care [20, 22].

1.3 Development of a risk algorithm for oesophageal cancer

Project DELTA aims to develop a novel risk prediction algorithm for oesophageal cancer

which could be utilised within primary care [5]. Primary care electronic records contain a rich

diversity of demographic, clinical and medication information which could be used for predic-

tion and prevention [23]. Professor Hippisley-Cox and her team have developed a range of

risk prediction algorithms, most notably QRISK for cardiovascular disease fifteen years ago,

which is recommended by NICE [24] and which is now integrated into the NHS Health Check

programme and regularly updated as data quality improves and requirements evolve [25]. Risk

prediction algorithms have also been developed more recently in the context of novel infec-

tious diseases, to identify vulnerable patients at greater risk of morbidity and mortality from

COVID-19 (QCovid) who were prioritised for interventions including early access to vaccina-

tion and advice and support for shielding [26].

However, there is no currently available tool which is able to collate relevant demographic,

clinical and medical factors derived from primary care electronic records to estimate the

10-year risk of developing oesophageal cancer. In order to develop this risk prediction algo-

rithm, the researchers used the QResearch methodology adopted for other risk algorithms.

They utilised a master anonymised dataset derived from a coalition of GP practices which
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form part of the QResearch network containing records from around 30 million patients. The

methods used for development of the novel risk prediction algorithm for oesophageal cancer

are described more fully in a recent publication [5]. A range of risk model variables were

selected comprising established risk factors and some novel risk factors. Established factors

derived from literature review and expert opinion included demographic and lifestyle factors

such as age, ethnicity, deprivation, body mass index (BMI) smoking, alcohol, family history

and a range of medical conditions including a medical history of Barrett’s oesophagus and/or

bowel cancer, prior lung or blood cancer and hiatus hernia. Deidentified individuals who have

a family history of relevant disease were excluded from the analysis and missing values

imputed using prespecified methods [5].

A novel element of this work was the inclusion of certain types of medication as relevant risk

factors, including prescriptions for proton pump inhibitors, and H2 blockers which both reduce

the amount of stomach acid made by glands lining the stomach in different ways. Proton pump

inhibitors (PPIs) prevent the parietal cells lining of the stomach from producing acid resulting

in less acid being produced to digest food [27]. H2 receptor blocker medications also work by

reducing the amount of stomach acid released by these glands. Both types of drug are used to

relieve the symptoms of gastroesophageal reflux disease and are commonly prescribed within

primary care [28]. However H2 receptor blocker medications such as famotidine and nizatidine

and PPIs such as omeprazole and esomeprazole are also available over the counter [29].

The predictors in the final algorithms were age, BMI, smoking, alcohol, ethnicity, Barrett’s

oesophagus, hiatus hernia,H. pylori infection, use of PPIs, anaemia, lung and blood cancer

(together with breast cancer in women) [5]. Since the disease manifests differently in men and

women, the final risk model was fitted separately in men and women and validated using two

separate sets of data. The final risk model shows good levels of calibration and discrimination

and explains over 57% of the variation in 10-year risk of oesophageal cancer with improved

sensitivity and specificity compared to existing risk prediction algorithms. If these algorithms

were fully implemented, Hippisley-Cox and colleagues estimate that using them would result

in improvements in cancer detection, since identifying the top 25% of patients at highest risk

would capture 76% of oesophageal cancers that would develop over the next 10 years [5].

Given these potential benefits to population health, and the current relatively low uptake of

cancer risk algorithms in England, we aimed to identify and evaluate the ethical and legal chal-

lenges and opportunities in implementing risk algorithms for early detection and screening of

oesophageal cancer in primary care. We identify a set of ethical, legal and associated practical

issues which we discuss in our Results. However, this is a rapidly developing and highly

dynamic space and it is likely that at least some novel or additional challenges will arise in the

near future as, for example, new AI-driven techniques are adopted or additional and complex

risk factors such as genomic risks are included in risk prediction. We discuss how key potential

developments may generate additional considerations and how they may addressed in our

Discussion below.

2. Materials and methods

We adopted an interdisciplinary approach to identifying ethical and legal challenges and

opportunities as part of a collaborative project which brought together academics, technology

developers, patient and disease groups, a policy think tank and an academic health sciences

network (Project DELTA). Our research involved several components: an informal, targeted

review of the literature; two expert interviews with DELTA collaborators; a multidisciplinary

workshop with key stakeholders; and a process of legal and ethical analysis to extrapolate key

themes and findings.
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The initial phase of research comprised a detailed but unstructured review of existing legal,

regulatory and philosophical sources using search engines including Ovid Medline/PubMed,

to understand the potential ethical and legal challenges raised by the use of algorithmic tools

for stratification. This was supplemented by searches for relevant policy and grey literature in

the public domain. Searches used combinations of free text terms including “Barrett’s Oesoph-

agus”, “Oesophageal cancer”, “cancer risk prediction algorithm”, “cancer risk assessment

tool”, “primary care”, “cancer decision support tool”, “risk stratification”, “ethics”, “implica-

tion”, and “risk communication”. The reference lists of literature identified through these

searches were also reviewed. Our aim was to evaluate how these ethical, legal and regulatory

considerations potentially impacted on the development of risk algorithms for oesophageal

cancer, to understand the challenges that might be encountered during the research phase,

and to explore the potential barriers to implementing a risk algorithm within primary care, to

identify those at greatest risk of developing Barrett’s oesophagus, and subsequent oesophageal

cancer.

To supplement this desk based research and as part of the workshop development process,

we interviewed an expert developing a risk tool for Barrett’s oesophagus, Professor Julia Hip-

pisley-Cox, to better understand the inputs for the model and the range of potential applica-

tions in healthcare. We also interviewed a key researcher working on the clinical

implementation of the CytospongeTM test, Professor Rebecca Fitzgerald, to clarify how those

identified at high risk by the risk tool might be referred for subsequent investigation using

CytospongeTM. These two experts were purposively recruited through having leadership roles

within the Project DELTA collaboration, namely the Principal Investigator and the senior

researcher leading the development of the risk algorithm for oesophageal cancer. Formal con-

sents were not sought for these interviews as the interviewees were existing collaborators in an

externally funded project, with closely aligned research objectives.

A second round of preparatory work was undertaken, using the information generated

from these expert interviews, together with the learning from unstructured literature searches,

to develop a comprehensive list of potential use cases for the risk-prediction algorithm. As part

of the workshop development process, we used these exemplars to develop a preliminary list of

potential ethical and legal/regulatory challenges that might arise. We then tested these prelimi-

nary findings with our two experts in order to formulate suitable research questions for further

exploration within a multidisciplinary workshop.

Using the exemplar of Barrett’s oesophagus, the workshop was designed to evaluate the eth-

ical and legal factors that might be generated by the use of a risk tool for risk stratification and

predictive prevention for two specific contexts: symptomatic referral of patients who present

with symptoms to their GP, and surveillance of those with a known diagnosis of Barrett’s

oesophagus. It also included consideration of more speculative uses. A briefing note was

drafted for workshop participants, describing the epidemiology of Barrett’s oesophagus, the

aims and phases of Project DELTA, the development of a novel risk-algorithm which could be

applied to electronic health records to identify those at increased risk of Barrett’s oesophagus,

and some potential ethical and legal factors that might be relevant.

Participants were recruited to this workshop on a purposive basis with the objective of

ensuring representation from key stakeholder groups including software/algorithm/risk tool

developers; ethical and legal experts; clinicians; patient representatives; collaborators from

Project DELTA and representatives from professional organisations. The aims of the work-

shop can be found below in Table 1.

The multidisciplinary half-day workshop was held via a virtual platform in September 2022,

attended by twenty one participants (including five researchers from PHG Foundation). After

presentations describing the context for, and process of, developing the risk algorithm for
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oesophageal cancer, and for developing nurse-led clinics to administer CytospongeTM, the

workshop took the form of semi-structured plenary discussion, divided into two sessions. The

focus of the first session was on exploring the ethical and legal considerations around the

implementation of the risk tool into existing pathways (e.g. for symptomatic referrals and Bar-

rett’s surveillance.) The questions put to participants were the following:

1. Are there are any particularly pertinent legal and ethical considerations that stand out to

you when thinking about the use of risk algorithms for symptomatic patients?

2. How do these differ when thinking about:

a. Deployment in person

b. Deployment without face-to-face contact

3. Turning to the surveillance pathway where patients already have a diagnosis of Barrett’s

oesophagus, are the proposed ethical and legal implications of using the risk algorithm sub-

stantially different?

The second session focused on future more speculative uses of the risk algorithm, the

potential for the involvement of AI for data mining, and the implications of these develop-

ments. Participants were asked to reflect upon the following scenarios:

1. Screening asymptomatic individuals through batch processing risk stratification. This

could take the form of:

• Stratification within primary care using GP records

• Stratification using centralised records as part of a wider screening programme, for exam-

ple under the auspices of the National Screening Committee

2. The possible direct-to consumer use of the risk tool, through an app or webpage, without

oversight from a healthcare professional

3. The potential use of AI in the future (either fully or partially) for data mining, and whether

this raises any new considerations

Written informal consent to take part in the workshop under Chatham House Rules was

obtained from each participant via email in response to their invitation. Participants also pro-

vided verbal consent to participate at the start of the workshop, where they were reminded of

the terms of reference for participation, including that all contributions would be de-identi-

fied, and that the outputs from the workshop would include an academic paper and workshop

report. A recording of the workshop was taken to supplement the notes drafted by PHG Foun-

dation researchers during the workshop. A more detailed report of this workshop is available

in S1 File.

Table 1. Stakeholder workshop aims and objectives.

Workshop aims and objectives

• To explore how a risk tool for risk stratification and predictive prevention might be incorporated together with

CytospongeTM in existing pathways for the early detection of Barrett’s oesophagus and oesophageal cancer;

• To identify and evaluate ethical and legal factors that may be generated by the use of the risk tool in each of these

contexts;

• To consider how these factors may impact design and implementation of the risk tool;

• To consider the implications of more speculative uses of the risk algorithm/risk tool, such as in asymptomatic

patients, and the impacts of automating the process of data mining using artificial intelligence.

https://doi.org/10.1371/journal.pone.0293576.t001
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The notes from the workshop were analysed by two researchers (TB and AH), who selected

and organised content in accordance with key themes. Text fragments were extracted from the

notes and iteratively coded to capture the key opportunities and challenges raised by the use of

risk prediction algorithms for oesophageal cancer. These were then analysed against the results

from the literature searches, and areas of convergence/divergence noted. Two researchers per-

formed each step, with discrepancies resolved through discussion.

3. Results

As a result of this analysis we have identified a range of ethical, legal and associated practical

challenges that arise in the implementation of risk algorithms for early detection and screening

of oesophageal cancer in primary care. We have grouped these challenges under five related

headings: supporting clinicians to use cancer risk prediction algorithms; bias, equity and fair-

ness; ensuring transparency and appropriate risk communication; managing resources; and

avoiding exceptionalism. We discuss the implications of these results, taking account of devel-

opments that may arise in stratification and screening, such as the adoption of AI driven tech-

nology in risk prediction, expansion of target screening and risk assessment beyond primary

care, and the inclusion of genomic risk factors, in the subsequent Discussion section.

3.1 Supporting clinicians to use cancer risk prediction algorithms

A primary theme of discussion in our workshop and arising through our scrutiny of relevant

literature, concerns the need to inform and train clinicians to adopt and use cancer risk predic-

tion algorithms, so that they are supportive of the adoption of the algorithm into practice, and

confident in using it.

"We talk a lot about patients buying into risk stratification tools and understanding it, but I
think clinicians need to buy into it as well. Clinicians need to understand the mechanisms
behind why we have made these decisions and what is factored into it.” (Clinician)

In this regard, ethical imperatives and practical issues are heavily entwined and it is clear

that GP preparedness to use a risk prediction algorithm is a key component of effective imple-

mentation for early detection of cancer. Studies report mixed results in terms of clinician sup-

port for the use of cancer risk algorithms. A recent review of risk stratification of population-

based cancer screening found that, in principle, it was acceptable to the majority of healthcare

professionals [30]. However, evidence about the use of cancer risk calculators is more mixed.

One study found moderately high awareness and a generally positive attitude towards cancer

risk calculators amongst participants at the start of the study [20]. Another, exploring imple-

mentation of cancer risk tools, showed that the majority of GPs found the RATs useful in con-

sultations and their use heightened GPs’ awareness of potential cancer symptoms, reminded

and alerted them to potential cancer risks and affected their referral thresholds [31]. On the

other hand, there is also evidence of reluctance amongst GPs to use cancer risk algorithms.

Reasons for this reluctance include difficulty introducing the tool into the workflow of the con-

sultation, or fear of alarming their patients if risk information is presented too explicitly [32].

Studies also found that clinical experience and belief in clinical intuition were determinants of

tool use [32]. Many of these barriers are likely to apply equally to the use of CanPredict. Ade-

quate training, evidence of clinical utility, and reassurances around liability could support cli-

nicians to use the risk tool appropriately.

3.1.1 Training and understanding. Workshop participants indicated that gaining sup-

port will, to some extent, depend upon ensuring that clinicians have a sufficient level of

PLOS ONE Ethical and legal implications of using risk algorithms for oesophageal cancer

PLOS ONE | https://doi.org/10.1371/journal.pone.0293576 October 30, 2023 7 / 23

https://doi.org/10.1371/journal.pone.0293576


understanding around the development of the algorithm, and how it should be deployed in

clinical practice.

“To be able to explain where the algorithm came from, how it was derived (from what data
and populations), what the main inputs are, and what the relative risks are of those inputs I
think fulfils the legal obligations of GDPR explicability, but also, I hope, gives clinicians and
interested patients enough information to be able make up their own minds about the quality
of the data and evidence and how much weight they should put on it.” (Humanities

researcher)

Explainability and interpretability should be prioritised for two purposes: first, this trans-

parency helps to foster trust in the algorithm amongst clinicians, and second, it equips them to

have confident and meaningful interactions with patients about their results. Studies have

shown that sharing the risk tool during consultation aided communication, helped GPs

explain to their patients why they would be referred, or not [31] and helped reassure anxious

patients and justify legitimate concerns [33]. However, it is unclear what degree of understand-

ing is sufficient to realise these benefits, particularly around how the risk estimates are derived.

Too much information could be overwhelming, but too little may hinder trust, understanding

and therefore adoption. A study investigating whether GPs change their referral decisions in

response to an unnamed algorithm found that providing information about the algorithm

(such as its derivation, validation and accuracy) does not have a discernible effect on decisions,

but results in a more positive GP disposition towards the algorithm [20]. Supportive activities

(such as training) that accompany the implementation process of the cancer risk tool are also

key to GPs’ acceptance and perhaps more crucially, accurate reading of the tools [31].

3.1.2 Demonstrating clinical utility. Lack of proven clinical utility of risk prediction

models may also act as a barrier to uptake. The data on predictive utility (discrimination and

calibration) of risk prediction models for cancer suggest that some have potential for clinical

application. However, the focus on implementation and impact is much more recent and there

remains considerable uncertainty about their clinical utility and how to implement them in

order to maximise benefits and minimise harms such as over-medicalisation, anxiety and false

reassurance [34]. Therefore, establishing effectiveness of the tool may be an important facilita-

tor of GP uptake, although not sufficient on its own [31]. In a study exploring service users’

(adults without a cancer) and primary care practitioners’ perspectives on the barriers and facil-

itators to implementing a cancer risk assessment tool, some service users felt that the use of the

QCancer1 tool in patient consultations should be further evaluated for effectiveness on rates

of referral, investigation, diagnosis or overdiagnosis, to enable a full comparison with current

practice [35].

3.1.3 Aiding cancer referral decision-making. One aim of incorporating an algorithm

into a disease pathway is to optimise referrals for interventions such as CytospongeTM testing

and endoscopies. However, whilst the use of a risk prediction tool might improve the consis-

tency of clinical decision-making, it does not guarantee a change in clinician’s referral behav-

iours. Qualitative research indicates that GPs take a cautionary approach to risk results

generated by an algorithm and might be more likely to adopt a risk estimate if it generates an

increased risk rather than a decreased risk. In a study where 157 GPs responded to a series of

clinical vignettes online so that investigators could see whether GPs change their referral deci-

sions in response to an unnamed algorithm, GP’s were reluctant to withhold referral if the

algorithm generated a low risk (e.g. less than the NICE guidance cut-off of 3%) [20]. It was

found that they were more likely to change a referral decision if they had initially underesti-

mated rather than overestimated risk. There may be circumstances where the clinical
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judgement of the health professional, and the recommendation from the risk tool for a particu-

lar patient, are not aligned, however the risk tool is intended to support (rather than override)

clinical decision-making [35]. This was also emphasised by participants in the workshop, who

commented that

“There is a distinction between [the algorithm acting as] additional information. . . and mak-
ing a decision just based on an algorithm.” (Researcher)

They added that GPs have the capacity to refer outside of the NICE NG12 suspected cancer

referral guidance and that the same flexibility would apply to any recommendations made by

the algorithm.

“GPs have the capacity to refer outside the NG12 and the algorithm-worked-out referral crite-
ria, and GPs will always have the ability to refer any patient that they are worried about
regardless of algorithms and other guidelines” (Clinician)

Other qualitative cohort studies reinforce that these tools should not supersede clinical

judgement and other guidance; rather they are an adjunct to the diagnostic process [33, 36]. A

review of the role of GP’s ‘gut feelings’ in primary care suggests that some GP’s act on gut feel-

ings (conceptualised as a rapid summing up of multiple verbal and non-verbal cues in the con-

text of their clinical knowledge and experience) in making referral decisions but they may be

associated with intuitions about patients being generally unwell rather than being at risk of

cancer. These intuitions are often excluded from referral guidance, and are therefore poorly

recorded and evidenced [37]. However some participants felt that more weight should be

given to these feelings if there was sufficient justification.

"We can have guidance and guidelines. I think there is a danger where they become so rigid
that they become restrictions on the ability to deliver individually tailored care where there
are risk factors and presentations, or indeed patient concerns, which are understandable and
legitimate, and give rise to a reason to deviate from guidance.” (Clinician)

In the context of oesophageal cancer, more work is needed to determine how, and to what

degree, estimates from tools like CanPredict differ from GP’s intuitive estimates made without

the support of the algorithm. It may be that GPs demonstrate a high degree of decision appro-

priateness without the use of an algorithm, although more research is needed to compare deci-

sion appropriateness pre and post algorithm, and to demonstrate the impact that CanPredict

will have on referrals.

3.1.4 Providing greater clarity around liability. Clinicians in the workshop expressed

concern about generating an increased volume of risk information that may require interven-

tion, which would inevitably lead to an increase in the number of referrals and more work for

already overstretched primary care professionals. Studies have identified this as a barrier to the

use of cancer decision tools more generally.

Although intended to support clinicians in their decision making, there was also concern

around the extent to which clinicians could in future be obligated to act on the results of the

risk tool, and that apprehension around liability may pose an additional barrier to clinical

uptake. Participants spoke of “the risk of not following up a risk” (Clinician) and the possible

disincentive this could pose to the adoption of the risk algorithm. Participants reflected on the

fact that if clinicians are not informed of a patient’s risk, then they do not have to act on it,

which may be perceived as a reason against implementation.
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“The potential liability which accrues to a physician or organisation which has the informa-
tion about increased risk but doesn’t act upon it, creating a potential future liability under
tort for negligence, and where that might sit, is important where we have an already over-
stretched primary care system.” (Clinician)

Uptake could be impeded if clinicians felt that there was a medicolegal threat to their deci-

sion from patients who were later diagnosed with cancer after a cancer risk tool had

highlighted an increased risk, but a decision had been made not to investigate or refer [33, 38].

Therefore, clear guidance and reassurance about how to manage conflicts between the risk

tool and professional judgement may be necessary for successful implementation.

3.1.5 Supporting clinician’s work processes. Although there are challenges to overcome,

the use of a risk tool might have significant benefits beyond more accurate stratification of

patients. It is possible that CanPredict will improve consistency in clinical decision-making,

assist with vaguer presentations, and may even have an educational effect [38]. One study

found that the use of cancer risk assessment tools gradually improved primary care clinicians’

decision-making over time [20] and another finding that they alerted GPs to the potential sig-

nificance of more opaque signs and symptoms of cancer [31]. Risk calculators may have a role

as training tools, enabling GPs to internalise the weighting of risk factors. Therefore the evi-

dence conducted on these tools to date suggests that incorporating CanPredict into primary

care clinical systems could prove valuable provided that it is designed and implemented in a

way that supports clinicians’ work processes, and that awareness and education surrounding

the tool is prioritised.

3.2 Bias, equity and fairness

As with all algorithms, it is crucial that the training dataset is representative of the population

to which it will be applied, in order to promote equitable care. If the data used to train the algo-

rithm are more representative of a subset of this population, the predictions from the model

may also be systematically worse for underrepresented groups. This was emphasised by work-

shop participants.

“With the modelling process you have to be aware of the limitations of the data, its coverage
and whether it is representative” (Researcher)

However, they highlighted that the QResearch dataset is comprehensive (as over 99% of the

general population are registered with a GP). It also links with hospital episode statistics and

cancer registration data so will capture the 22% of patients with oesophageal cancer that pres-

ent in emergency care, rather than through primary care referrals [39]. Opportunities for early

detection of risk may be reduced in the subset of individuals who self-medicate with over-the-

counter proton pump inhibitors (PPIs) as in some instances there would be no record of medi-

cation use on their EHR.

Some of the challenges around equitable access arise as a result of how the risk tool is imple-

mented, and whether it could have a knock-on effect on social inequalities. For example, one

participant expressed concern that if the risk tool is used during GP appointments initiated by

symptomatic patients (rather than applied to all EHR records held by the GP practice to iden-

tify those at high risk) then individuals who have not sought guidance or medication from

their GP will potentially be disadvantaged by being ineligible for targeted screening [40].

“There is a difference where the algorithm is being applied without talking to people [i.e. batch
processing at a GP practice level, as opposed to symptomatic patients presenting in primary
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care]. . . that may in a way be more equal.. but if you have a conversation about whether
someone’s happy to have an algorithm make a decision about them and their care, if they are
not happy then what happens?What happens to people who don’t want that risk assessment?”
(Humanities researcher)

Participants also noted that there are inequalities in how people access treatments, and if

the algorithm is trained on data solely derived from patients who have accessed treatment then

that bias could be replicated in future applications of the algorithm. Prioritising access for the

20% of the population in the lowest deprivation quintile will ensure that efforts are aligned

with NHS England’s Core20plus5 approach to reduce healthcare inequalities [41], for which

earlier diagnosis of cancer is one of the clinical areas of focus.

Perceptions of fairness and bias were raised as being a critical component for building

patient support:

“A big concern for public acceptability are notions of perceived fairness.Why is she getting the
test and not me?..Why am I not going straight to endoscopy?. . . Explainability is also impor-
tant for resolving those concerns, particularly to the extent that categories used for the risk pre-
diction tool relate to socially salient categories around sex, race, ethnicity, or anything where
there is a perceived, and perhaps real, issue of fairness. . . Everyone might understand what
the risks involved are but may still feel uncomfortable about the notion that they are being
excluded or other people are being excluded on these bases.” (Humanities researcher)

It was suggested that this perceived lack of fairness could be resolved through communica-

tion with the patient.

“When you explain to people about the test, you might want to explain “Is it good for you to
have the test or not?” Another question is “Why are you getting the test, not her?” Those are
two different questions.” (Humanities researcher)

Workshop participants highlighted that when stratifying the population to receive interven-

tions where resources are finite, prioritising some individuals for an intervention inevitably

leads to the deprioritisation of others for that intervention. Transparency around the risk fac-

tors used in a stratification process could help reassure people that this is done ‘fairly’ and

build trustworthiness in health systems more generally.

3.3 Transparency and risk communication

The format in which risk information is presented is a key aspect of implementing a risk algo-

rithm/tool, as it affects both clinicians’ use of the tool and patients’ understanding and percep-

tion of risk, which sits at the heart of any discussion about informed decision-making.

It is not clear, however, how to present this risk information to patients and literature on

this topic, emphasising that there is no single ‘correct’ approach to risk communication. We

know from the field of cardiovascular disease that an individual’s perception of their risk does

not always reflect their population level risk, and that patients may struggle to understand

absolute and relative risks [42] and this challenge was reinforced by workshop participants.

“It is a real challenge, very often, for people to understand the background risk, the relative
increased risk and the absolute increased risk when it comes to making an informed deci-
sion. . .So there are challenges about the public understanding of risk.. which has to sit at the
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heart of any informed decision-making with individual patients based on a risk algorithm”
(Clinician)

“When you’re explaining risk to people, it’s about what happens to a group of patients with
similar characteristics, which is different to saying “this is what’s going to happen to you”.
That framing and how it’s portrayed is crucially important.” (Researcher)

However, they remarked that there is a strong body of evidence to draw on regarding best

practice for explaining risk results and the uncertainties around them. This suggests that in

order to promote understanding, using a combination of strategies for communicating risk

may be most effective, including using descriptive terms (low, medium, high etc.), numerical

data and visual aids/graphics, enabling a more tailored approach. Additionally, a qualitative

study exploring the perspectives of service users and primary care practitioners found that

communication of cancer risk information could be enhanced in the following ways: personal-

ising risk information; involving patients when using the tools; being open and honest; and

providing time for listening, informing, explaining and reassuring patients in a professional

manner [43].

Participants felt that it is important to be able to explain not only the patient’s result but

also how it was calculated and why a recommendation has been made. Participants suggested

that one example of this is the PREDICT online tool for breast cancer, that helps patients and

clinicians see how different treatments for early invasive breast cancer might improve survival

rates after surgery [44]. It has different layers of explanation so that information provision can

be tailored to the preferences of the patient. On the webpage, patients are able to see what the

risk factors are, and should they wish to, the relative risks of each of those factors and even the

actual algorithm. This satisfies the legal requirement to provide information under the GDPR

in ways that facilitate patient understanding, thus meeting additional legal and ethical obliga-

tions for transparency.

In discussion, participants raised the challenge that effective risk communication is more

achievable (although remains challenging) in instances where symptomatic patients present to

primary care, and benefit from face-to-face risk communication in an environment where a

clinician can explain the reasons behind a risk result. An alternative scenario, however, may be

that the algorithm is applied to the GP practice database to identify high risk patients, who are

subsequently contacted by letter, inviting them to have a CytospongeTM test. One workshop

participant highlighted the difference between these scenarios.

“If you have sat down with your doctor. . . you are in a decision-making environment and the
doctor can explain ‘these are the inputs, this is why we are considering them and this is why
you are at higher (or lower) risk and these are the options that are available to you now.’ That
is a very different thing from suddenly being referred on the basis of an algorithm that you
don’t know is being applied. . . These are two different scenarios in terms of the amount of
information that you as a patient are having about what is happening to you and they have
different ethical and legal implications.” (Humanities researcher)

Additional challenges are raised where the healthcare system initiates contact with the

patient rather than vice versa. This potentially changes the nature of the activity from a consul-

tation initiated by a patient about the symptoms they are experiencing, to the unsolicited

screening of a ‘healthy’ patient. This is significant because the balance of risks and harms

might be different where a patient actively seeks advice compared to a screening context,

where the patient believes themselves to be healthy. At the point of receiving a letter, an
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accompanying information leaflet should explain why the patient is being contacted, the impli-

cations of testing/declining testing and acknowledge any uncertainties that may arise. Experi-

ence during the COVID-19 pandemic created a precedent for contacting at-risk adults about

their future risk of disease. At-risk adults were informed that they were at highest risk of catch-

ing the disease and of suffering serious complications or dying from COVID-19, but not that

the means of identification was through a risk algorithm [45].

Lastly, one participant raised the challenge that the act of inviting an individual signals that

this is of benefit to them, undermining the expectation that they can and will act autono-

mously. There is a question around the extent to which language of the letter/ information leaf-

let can be used to mitigate against this, and promote patient choice with the aim of

information provision rather than persuasion. After all, the fundamental purpose of risk com-

munication is to help patients understand the risks and benefits of the options they face so

they can make informed choices between them. That said, it is not unusual to invite individu-

als for screening on the basis of risk factors, and learnings relating to information provision,

language and framing can be drawn from existing screening and early detection programmes.

3.4 Managing resources

The introduction of a risk tool like CanPredict could have implications for clinicians’ work-

load, both in primary and secondary care. It has potential as a targeted screening tool to triage

symptomatic patients who are at higher risk of oesophageal cancer for further investigation,

potentially using CytospongeTM. Although oesophageal cancer is rare, the numbers of people

at risk of Barrett’s oesophagus are considerable in Western countries, since 10–15% of the

adult population are affected by gastroesophageal reflux disease [46]. Participants commented

that targeted screening of this group represents a considerable implementation challenge rais-

ing issues of scalability, and queried the impact that this will have on an already overstretched

health system. Delivering CytospongeTM at scale will require more healthcare professionals to

perform tests (as they cannot be self-administered), infrastructure to conduct analysis on the

samples, and may lead to more patients making contact with primary care. However, low-cost,

minimally invasive tests are not available for some of the rarer cancers, suggesting that popula-

tion wide approaches for early detection of Barrett’s oesophagus as a precursor to oesophageal

cancer may be more feasible than for other cancers.

Despite these concerns about the need for resources to support a new service or screening

programme, workshop participants also raised the opportunity costs of failing to implement

risk assessments and screening where the evidence indicates that it will lead to population level

benefit.

“If we have good data to support a screening programme and choose not to implement it, that
also raises ethical considerations. . .we need to think about the ethical dimension of not imple-
menting something that we think is of benefit at a population level where it is cost effective
within the existing screening scheme.” (Clinician)

It is possible that some GPs may also choose to use a predictive risk algorithm to supple-

ment their decision making when symptomatic patients seek advice from them on an opportu-

nistic basis. Evidence suggests that GPs may encounter a tension between limiting the

numbers of referrals for further investigation for economic reasons, whilst simultaneously

wishing to facilitate the earlier detection of cancer in at-risk patients.

Although GPs have been shown to make appropriate cancer referral decisions [20], it is

likely that the use of an oesophageal cancer risk tool for risk stratification will re-categorise
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some patients. Challenges arise in navigating instances where an individual’s risk management

recommendation changes as a result of the use of a risk tool, particularly where it leads to a

reduction in services/interventions rather than additional ones. However, this challenge may

be mitigated if GPs are likely to err on the side of caution and refer in line with their own

assessment, even if the risk tool indicates that referral is not required.

3.5 Avoiding exceptionalism

Workshop participants cautioned against any possible exceptionalism around the use of a risk

tool in this context.

”We probably shouldn’t get hung up on the fact that it’s an algorithm. We use algorithms all
the time.” (Researcher)

Risk tools to predict the current or future risk of disease are used as part of a variety of risk

assessments in primary care (albeit inconsistently), and NICE guidelines have recommended

the use of QRISK2 for cardiovascular disease risk assessments since 2015 [47]. This tool is suf-

ficiently similar to others, that those involved in its development and implementation have

opportunities to learn from the implementation of other algorithms in order to embed it into

routine practice.

“If we were thinking about a situation where you were running an algorithm on GP records
and then inviting people who hit those criteria to come in and have a Cytosponge, that is very
similar to existing screening programmes where the leaflet that they get explains that they are
being invited because we offer screening on the basis of gender and age. . . I don’t know
whether it is overcomplicating it to try and think of it as a totally different thing if you’re just
explaining to people that they are being invited on the basis of their sex, age, prescription his-
tory and whatever else is going into that model. . . The fact that the algorithm is transparent
and not a black box means that it ought to be possible to explain to people in much the same
way as we do with existing programmes. (Humanities researcher)

It was also questioned whether the use of an algorithm, in the context of early detection of

oesophageal cancer specifically, is a significant departure from existing practice.

“We have been using risk stratification techniques in our guidelines in secondary care for Bar-
rett’s surveillance for quite a long time. . . The use of an algorithm isn’t really new” (Clinician)

In secondary care, risk stratification techniques are already used for Barrett’s oesophagus

surveillance and the introduction of a risk tool applies a number to known risk factors and

automates a process that already takes place. Quantifying risk with an algorithm/risk tool

could even enhance the consistency of clinical decision-making, and although the use of a risk

algorithm to stratify patients into risk groups is not novel, the CytospongeTM sampling method

is, providing a level of actionability that has not previously been feasible.

4. Discussion and future considerations

The results of our research suggest that there are multiple ethical and legal/regulatory consid-

erations that should be taken into account when considering how targeted symptomatic

screening for Barrett’s oesophagus incorporating risk prediction algorithms should be imple-

mented. Many of these are generalisable to other settings and contexts, such as requirements
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for fairness, transparency, and equity. However, there are some specific challenges that need to

be addressed when stratifying the primary care patient population to identify those at most

risk of Barrett’s oesophagus using risk prediction algorithms. First, by relying on electronic

health records from primary care data, stratification using those records potentially replicates

gaps in coverage and potential biases in that data. For example, certain groups (non-white

ancestries, those with no fixed address) may find it more difficult to access primary care ser-

vices although professional guidance states that anybody, regardless of nationality and residen-

tial status, may register and consult with a GP without charge [48].

Second, since the risk algorithm is a stratification tool, typically applied to the at-risk popu-

lation as a whole, it may be less sensitive when applied to certain groups if there are small num-

bers involved, such as young people and rarer ancestral groups. Ethnicity was included as a

final predictor variable in Hippisley-Cox’s final model for oesophageal cancer (defined in

terms of a choice from nine different categories). They found that white men had a higher risk

than any other recorded ethnic group, and for women, Bangladeshi ancestry had a higher risk

[5]. Targeting these groups could help to resolve some of these uncertainties. However,

another way of mitigating these challenges might be to utilise artificial intelligence/machine

learning (AI/ML) to incorporate a greater range of risk factors for Barrett’s oesophagus, and

enable more nuanced pattern recognition, potentially resulting in greater diagnostic yield and

improved detection and disease prevention.

The adoption of AI methods to bolster risk assessment is one of potential developments

that foreseeably could have an impact on early detection and screening. In the rest of this sec-

tion, we consider the extent to which these methods might generate additional ethical, legal or

practical challenges which will need to be addressed.

4.1 Utilising artificial intelligence to bolster risk assessment

Artificial intelligence/machine learning (AI/ML) covers a multitude of different technologies

across many different applications. There are many claims made about how potentially trans-

formative AI/ML could be. But a lack of consensus about the nature of AI/ML given that many

technologies follow existing statistical methods, and the context of health where predictors of

disease are often imperfectly and partly measured and many of the causal mechanisms are

unknown, makes these claims difficult to assess.

In theory, AI/ML could provide a means of improving the accuracy of individual risk

assessments for oesophageal cancer, while safeguarding specificity and sensitivity. In a research

setting, Briggs et al developed five probabilistic machine learning classifiers each utilising basic

demographic variables, symptoms and laboratory test results with the aim of maximising recall

while minimising the proportion of unnecessary referrals. Compared to a current UK oeso-

phageal-gastric cancer risk-assessment tool (ogRAT), the authors claim that machine learning

identified 11% more cancer patients with negligible effect on false positives or up to 25% more

patients with a slight increase in false positives [49].

Moving beyond existing statistical methods, using black-box algorithms has potential to

streamline the risk assessment process and increase throughput, and even improve the consis-

tency of decision-making over physician only processes, but potentially raises a number of

additional challenges. It will be important for health professionals using these automated risk

tools for their patients to understand both the internal logic of the algorithm (what drives the

machine learning to make the decision it did for this particular patient), and the evidence on

which any decision was based (transparency about the nature of the risk factors and protective

factors selected for a particular outcome, and information about how they are combined and

weighted for individual risk prediction). Since black box algorithms are, by definition,
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dynamic and opaque, using artificial intelligence for risk assessment without sufficient trans-

parency and explanation could substantially undermine the trust of health professional users

and their patients. In the short term, one way of mitigating these potential shortcomings is to

ensure that there is the potential for human oversight of any decision made [50]. This will help

to ensure continued trust and confidence in these algorithms as they are introduced more

widely into practice. This will also help to mitigate the potential impact of artificial intelligence

applications being classified, for data protection purposes, as automated profiling [51] which

requires specific safeguards to be in place, such as the data processing to be authorised by con-

sent, or for restrictions to be placed on when such processing is lawful, such as when it is nec-

essary for the performance of a contract between the patient (the data subject) and the health

provider (the data controller) [52].

The potential for wholly automated risk assessment and referral processes in future, high-

lights the urgent need to determine the nature, volume and timing of information about the

risk tool provided to health professionals, and potentially to patients. If the ubiquity of risk

assessment within current medical practice suggests that it should be regarded as a necessary

part of clinical judgement, what impact might the automation of patient pathways have on

what patients and publics are told about the activity of risk profiling?

Although these are ethical questions about future professional practice, they also have regu-

latory ramifications, as regulatory agencies, such as the UK’s Medicines and Healthcare prod-

ucts Regulatory Agency (MHRA) grapple with the evidence, performance standards, and

surveillance that should apply to software being used for risk assessment [53]. Since the devel-

oper’s intended purpose of any risk tool is critical in framing the degree of regulatory oversight

required, key questions about the future users of risk tools, (e.g. whether these are ‘expert’

health professionals, or ‘lay’ patients/publics) and the reliance that they place on the tool as

part of any decision making process (i.e. whether it is used to ‘guide’ or to ‘drive’ decision mak-

ing) will likely be critical to future implementation policies.

4.2 Expanding targeted screening and risk assessment beyond primary care

The main focus of our research is on ‘targeted screening’ of patients registered with a GP. Argu-

ably however, developing a risk tool that could utilise additional sources of data, such as super-

market or pharmacist sales of antacids associated with loyalty card information, together with

self-reported symptoms of gastro-oesophageal reflux disease (GORD) which were not captured in

electronic primary care data, could have the potential to identify at risk individuals who are not

well represented in GP records. Proof of principle research adopting this approach has reported

higher rates of detection of ovarian cancer linked to non-steroidal anti-inflammatory use [54],

and it is feasible that similar methods could be used for early detection of Barrett’s oesophagus

provided that retailers and consumers are willing for their data to be shared in this way.

For example, as part of Project DELTA a mobile screening site administering Cytospon-

geTM was set up at three locations characterised by different levels of deprivation and popula-

tion density. At each site, it was possible for patients to refer themselves for CytospongeTM

provided they met certain criteria including symptoms of dyspepsia and medication use.

Although numbers of self-referred patients were relatively small at each site, a consistent pro-

portion of those went on to be eligible for follow-up by CytospongeTM or endoscopy. This sug-

gests that it might be theoretically possible to devise a pathway for patients who could be at

higher risk of oesophageal cancer, involving screening using a non-invasive diagnostic test

such as CytospongeTM, without prior referral from a GP.

However, there are a number of potential ethical, legal and practical barriers to the pathway

being extended to a lay user. For example, CanPredict is currently intended for use by health
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professionals working in primary care as a clinical support tool. If it is intended for medical

use, the predictive risk algorithms underpinning the risk tool, and the risk tool itself, could

qualify as a medical device either under European Medical Devices Regulations (as a transi-

tional measure) or UK Medical Devices Regulations [55]. If this is the case, the software will

have to be UKCA or CE marked, be safe and effective, and meet requirements for transpar-

ency, governance and quality assurance [56]. As discussed above, it will be more likely to be

classified as a device if the calculations involved are not easily verified by the health profes-

sional and/or it drives clinical action rather than informing it.

Making the risk tool publicly accessible as a web based calculator which can be accessed by

patients without professional oversight, potentially increases the possibility of it being relied

upon to determine future treatment and management by non-expert users. This potentially

changes the regulatory status of the predictive risk algorithm from a low risk (Class I) to a

medium risk (Class IIa) medical device, and requires more explanation and transparency

about how the risk predictor should be used, and the potential harms and benefits involved.

The current regulatory landscape for medical devices in the UK is highly dynamic and com-

plex while regulators and developers adapt to the changed regulatory landscape following

Brexit. While the MHRA has a road map for future reform of relevant regulations which prior-

itises developing a proportionate and effective regulatory regime which facilitates innovation

while ensuring safety and effectiveness [53], the details of post-Brexit software regulation in

the UK remain unclear. The uncertain and complex regulatory environment for risk predic-

tion algorithm development in the UK is a significant barrier to implementation [57].

Irrespective of these regulatory considerations, in the short to medium term, it seems likely

that health professionals will need to be involved in referring patients for downstream investi-

gations (endoscopy and/or CytospongeTM) for several reasons. Their role will include ensuring

that the harms associated with those tests are proportionate to their potential benefits, and in

authorising downstream tests if they are provided by the NHS. Potential downstream costs

include sample collection from the oesophagus using CytospongeTM or endoscopy, analysing

that sample for evidence of cellular changes indicative of disease, reporting results to health

professionals and their patients, and treatment of any affected areas of the oesophagus,

through endoscopic ablation or in the most severe cases, surgery. Understanding the economic

costs relating to these different elements of the patient pathway will be key in building trust

and influencing uptake, and work to generate evidence of cost-effectiveness within Project

DELTA is currently underway [58].

In their recent paper Hippisley-Cox et al envisage that risk prediction algorithms could be

integrated into national clinical computer systems to identify high risk patients, for prevention,

diagnostic triage and targeted screening provided that such pathways can be shown to be cost-

effective [5]. Although cost-effectiveness is important, the most decisive factor in driving

implementation of the novel pathway will be evidence of clear clinical validity and utility on

rates of oesophageal cancer. A forthcoming research trial (BEST4) is in progress, which

involves a large randomised trial to evaluate the effectiveness of an offer of CytospongeTM to

patients on medication for heartburn symptoms and whether this could improve oesophageal

adendocarcinoma- associated mortality, thus demonstrating clinical validity and utility for

early detection of Barrett’s oesophagus [59]. It is hoped that results from this study will under-

pin the implementation of a publicly funded screening programme in which those found to be

at highest risk are referred for CytospongeTM testing. Determining eligibility for such screen-

ing programmes will be critical. Extending eligibility beyond primary care might mitigate con-

cerns about targeted screening being potentially inequitable, but may have the potential to

increase the numbers of false positives and negatives from the pathway, reducing test sensitiv-

ity and specificity.
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Finally, the future provision of a direct-to-consumer service which provides a package of

risk stratification, sampling (where patients self-administer CytospongeTM) and remote analy-

sis and reporting is feasible. However, this would seem unlikely in the near-term as it would

result in increasing pressure on scarce NHS resources for timely and effective endoscopy and

treatment for the minority who screen positive and require confirmation of a positive diagno-

sis and treatment.

4.3 Refining predictive risk algorithms to include genomic risk factors

Another development which may significantly impact cancer risk prediction is the inclusion

of genomic factors as part of risk assessment. At present, the risk prediction algorithms which

have been developed for use in primary care do not include genetic or genomic markers asso-

ciated with oesophageal cancer because these are not yet routinely tested for or recorded in pri-

mary care [60–62]. However, understanding the evolution of oesophageal tumours over time,

and being able to integrate successive genomic, histological and clinical records may drive the

development of risk prediction algorithms for oesophageal cancer that incorporate genetic and

genomic risk factors [12].

Non-inherited somatic, acquired variants such as p53 have a role in cancer development

and have been implicated in most cases of Barrett’s oesophagus that progress. Immunohisto-

chemical staining for p53 is increasingly applied for evaluation of Barrett’s surveillance biop-

sies [12] and is routine in evaluation of CytospongeTM samples within Project DELTA [7].

More speculatively, there is increasing interest in how cumulative polygenic risks which are

weakly associated with a disorder can be used for stratification. Combining information from

thousands or millions of these small effects, which are present in at least 1% of the population,

can create a polygenic score. Since polygenic scores are normally distributed in a population,

identifying an individual’s score and where it lies along this normal distribution can inform

risk stratification [63]. At present, integrating polygenic risk scores into existing QCancer risk

prediction algorithms provides only modest improvements in risk prediction for those at high-

est risk of colorectal cancer, creating insufficient justification for the generation and use of

polygenic risk scores in the general population [64]. Polygenic risk scores for oesophageal can-

cer are currently in an early stage of development and there is no evidence to suggest that they

might be useful for stratification.

Even if they were theoretically useful, a significant barrier to implementation would be

the lack of routine accessibility to individual genetic and genomic data within primary care.

However, there are a number of research projects which are set to generate genomic infor-

mation at scale for certain cohorts of patients. One such project is the forthcoming Geno-

mics England Limited Newborn Genomes Project which aims to screen 100 thousand

newborns for a predefined set of rare, childhood onset, actionable genetic diseases [65].

Another, the Our Future Health research programme, has ambitious targets for generating

polygenic risk scores, and potentially some rare genetic variants for up to 5 million UK par-

ticipants. Together with programmes to deliver whole genome sequencing across clinical

care within the NHS [66] the routine incorporation of genetic and genomic data within pri-

mary care records seems foreseeable in the medium term, although this will require very

significant investment in digital infrastructure, data governance and training. These trends

could result in the evolution of risk prediction algorithms and tools for oesophageal cancer

that have the potential to detect subsets of individuals who have significant genetic risk fac-

tors and/or who are more likely to develop aggressive forms of the disease. These could be

supplemented by digital reports which integrate multiple data sources to provide more

detailed diagnosis and prognosis [67].
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Another potential use for polygenic scores, might be to identify those at lowest risk of devel-

oping cancer, to inform decisions for population wide screening including decisions about

who should be excluded from screening, or those who should receive screening more infre-

quently [68]. As we have already seen, withholding interventions from those at lowest risk is

not straightforward and may raise additional ethical challenges even if logistically feasible.

Given that there is currently no data on polygenic risk scores in Barrett’s oesophagus, the use

of polygenic risk scores for exclusion also seems unlikely in the short to medium term.

5. Conclusions

Risk prediction algorithms potentially play a key role in early detection and screening for can-

cer, in stratifying those patients who have most to gain from onward referral for further inves-

tigation. In the context of Barrett’s oesophagus and oesophageal cancer, the CanPredict

algorithm and CytospongeTM have been developed as complementary elements of a novel

patient pathway, which could be used to offer targeted screening at scale. Such approaches

could lead to improvements in population health, but our work suggests that there are a num-

ber of ethical and legal challenges that will need to be addressed for successful implementation.

These include challenges that apply to the use of risk tools broadly, such as the need to iden-

tify and mitigate against possible sources of bias, as well as others that are particularly exacer-

bated in the context of oesophageal cancer, such as the impact that scaling the use of the risk

tool might have on resources. Developing risk communication strategies that take account of

the use of risk algorithms has been shown to be particularly important for effective implemen-

tation, as is gaining support from clinicians. A number of strategies may be necessary to facili-

tate this support and promote uptake amongst primary health practitioners, including

prioritising awareness and education, sharing data demonstrating the predictive utility of the

risk tool and providing clear guidance and reassurance about how conflicts between clinical

support tools and professional judgement might be managed. Strategies to promote equitable

access should be prioritised, and could result in the adoption of batch processing where all at-

risk individuals are contacted by the health system, despite the additional challenges raised by

implementing risk tools for asymptomatic individuals.

This is a dynamic area and if we look to the future, it is feasible that such risk tools will be

enhanced through the incorporation of genomic information about inherited or acquired risk

or by using artificial intelligence to bolster risk assessment. This could further improve the

accuracy of the risk stratification, but raises additional legal and ethical considerations, includ-

ing around the degree of reliance that may be placed on the risk tool.
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