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ABSTRACT: Multireference calculations can provide accurate
information of systems with strong correlation, which have
increasing importance in the development of new molecules and
materials. However, selecting a suitable active space for multi-
reference calculations is nontrivial, and the selection of an
unsuitable active space can sometimes lead to results that are
not physically meaningful. Active space selection often requires
significant human input, and the selection that leads to reasonable
results often goes beyond chemical intuition. In this work, we have
developed and evaluated two protocols for automated selection of
the active space for multireference calculations based on a simple
physical observable, the dipole moment, for molecules with
nonzero ground-state dipole moments. One protocol is based on
the ground-state dipole moment, and the other is based on the excited-state dipole moments. To evaluate the protocols, we
constructed a dataset of 1275 active spaces from 25 molecules, each with 51 active space sizes considered, and have mapped out the
relationship between the active space, dipole moments, and vertical excitation energies. We have demonstrated that, within this
dataset, our protocols allow one to choose among a number of accessible active spaces one that is likely to give reasonable vertical
excitation energies, especially for the first three excitations, with no parameters manually decided by the user. We show that, with
large active spaces removed from consideration, the accuracy is similar and the time-to-solution can be reduced by more than 10
fold. We also show that the protocols can be applied to potential energy surface scans and determining the spin states of transition
metal oxides.

1. INTRODUCTION
Strong correlation is prevalent in many chemical systems of
modern importance. For example, accurate descriptions of the
electronically excited states in organic diradicals for applications
in organic electronics and the spin states of transition metal
complexes for catalysis require accurate treatment of strong
correlation. Multireference methods are usually necessary for
treating systems with strong correlation. However, commonly
used multireference methods, such as complete-active-space
(CAS) second-order perturbation theory (PT2),1 are active-
space-dependent, meaning that their reference wave function is
dependent on the selection of an active space, which has been a
challenge for the field. Traditionally, active space selection is a
complex and time-consuming procedure that relies on manual
selection based on chemical intuition, but chemical intuition
cannot always capture a suitable active space. Choosing to
correlate the unsuitable orbitals and/or number of electrons in a
multireference calculation can harm the accuracy of these
methods and, at worst, make the result physically meaningless.
Due to the limitations in the manual selection of the active space
and the increasing need of high-throughput multireference
calculations, several schemes of systematic and/or automated
active space selection schemes for specific classes of systems
have been proposed.2−14

When selecting the active space, it is important to balance the
computational cost and accuracy. An active space in the context
of the complete active space self-consistent field (CASSCF)
method,15−17 the most commonly used method to generate the
reference wave functions for multireference methods, is usually
written as (ne, no), where ne is the number of electrons and no is
the number of orbitals. This annotation describes the size of the
active space, but which orbitals are included in the active space
can also affect the accuracy. The most accurate configuration
space is always the full space of electrons and molecular orbitals,
but correlating this entire space via full configuration interaction
(FCI)18 is only practical for very small molecules and basis sets
and is not achievable for most practical calculations.19 For
molecules on the order of five or more atoms with triple-ζ basis
sets, complete active spaces with up to only 22 electrons and 22
orbitals are affordable and usually with special algorithmic
improvements.20 Based on chemical intuition, when active
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spaces are chosen manually, all electrons and orbitals from π
bonds and lone pairs, as well as any correlating antibonding
orbitals and bonds liable to break, are suggested for
inclusion;21−25 including all valence electrons and orbitals has
also been suggested.15,26 Unfortunately, choosing an active
space that falls within the (22, 22) boundary and follows these
rules of intuition will not necessarily result in accurate
calculations, and sometimes, the chemical intuition would result
in a larger active space that is not computationally affordable.
For example, even the first five electronic excited states for a
certain molecule may involve transitions to Rydberg orbitals and
require active spaces with orbitals beyond the valence,27,28 but
there is no systematic way to choose these orbitals.

For an automated selection scheme, one could start from a
less expensive level of theory, such as an unrestricted Hartree−
Fock29 or restricted active space self-consistent field
(RASSCF)30 calculation to determine which orbitals and how
many electrons should be included in the active space of the final
CASSCF calculation.2,3 Some other methods involve using
molecular fragments and orbital localization to adapt intuitive
rules to larger systems4 or calculating orbital entropy and

entanglement to determine which individual or pairs of orbitals
are most relevant to describe correlation.5,31 Machine learning
has also been applied to this problem, in particular to determine
the best active space to describe diatomic bond dissociations6

and for certain transition metal complexes.9 Finally, methods
based on the occupation numbers of orbitals have been used as
far back as 1988, when Pulay and Hamilton proposed including
orbitals with unrestricted Hartree−Fock natural orbital
occupation numbers far from 2 or 0 in the active space.12 The
use of occupation numbers for this purpose was expanded by
Khedkar and Roemelt,13,14 who use n-electron valence state
second-order perturbation theory (NEVPT2)33−36 occupation
numbers to expand the active space from an initial guess, and
King andGagliardi,10 who use a ranked orbital approach to build
an active space that does not exceed a certain threshold in size.

In this work, we propose an alternative strategy to select the
active space, which is to identify and use physical observables
that can reflect the quality of the reference wave function. The
use of certain physical observables allows one to have a selection
criterion whose values can in principle be obtained or verified
experimentally. Here, we construct and evaluate protocols that

Figure 1.Molecules in NAQ, withM06-2X/ANO-RCC-VTZP-optimized geometries. Gray: carbon, blue: nitrogen, red: oxygen, yellow: sulfur, bright
green: chlorine, yellowish green: fluorine, orange: phosphorus, white: hydrogen. Coordinates of all molecules are presented in the SI Section
“Cartesian Coordinates”. Structures are visualized with Avogadro2.32
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use a simple physical observable, namely, the dipole moment, to
select the active space. Previously, some of the authors found
that dipole moments from time-dependent density functional
theory (TDDFT)37,38 can be used to guide the selection of the
active space for the retinal Schiff base39 for calculating vertical
excitation energies with multiconfiguration pair-density func-
tional theory (MC-PDFT).40,41 MC-PDFT is a multireference
method whose reference wave function can be from multi-
configurational methods such as CASSCF or density matrix
renormalization group (DMRG)42−44 and whose dynamic
correlation is calculated based on the pair-density functional
theory with an on-top density functional. This previous work
focused on the version of MC-PDFT that uses CASSCF
reference wave functions, which is called complete active space
pair-density functional theory (CAS-PDFT).40,41 This finding is
not only useful but logical as the PDFT calculation in MC-
PDFT depends on electron densities computed from the
reference wave function, and the dipole moment is the first
moment of the electron density. An accurate dipole moment
suggests an accurate electron density and potentially an accurate
wave function.

In the current work, we use the finding discussed above39 as
the basis for our hypothesis that an active space that describes
the dipole moment well for any molecule, at the CASSCF level
of theory, should give reasonably accurate excitation energies
with CAS-PDFT and CASPT2. From this hypothesis, we design
two protocols using the accuracy of the dipole moment as a
guide to select one active space from two or more possible
choices, such as a set of small active spaces with various sizes.
This removes the need of manual selection of orbitals while
allowing for a suitable active space not unnecessarily large to be
chosen, and it is applicable, in principle, to any system with a
nonzero dipole moment. It also provides a certain level of
guarantee that the active space selected is reasonable, which
addresses the issue that one may not know whether the results of
their active-space-dependent multireference calculation are
physically meaningful when experimental excitation energy
data are unavailable. Although this method does require one to
carry out multiple CASSCF calculations, these calculations can
be done fully in parallel and the time-to-solution of using this
method can be much lower than using the largest active space
possible. It is particularly suitable for cases where chemical
intuition cannot result in reasonable active spaces. We focus on
the performance of our protocols for CAS-PDFT and CASPT2
in this work, but in principle, the protocols can be directly

applied to other active-space-dependent multireference meth-
ods to select the active space.

2. METHODS
2.1. Molecular Dataset. To evaluate our active space

selection protocols, we constructed a dataset of 25 molecules, as
shown in Figure 1. To ensure consistency and to allow the
systematic testing of multiple molecules and active spaces, we
impose the following constraints in the selection of the
molecules:

• The experimental ground-state dipole moment can be
found in the NIST database.45

• At least one reference excitation energy is available in the
QUEST database (QUESTDB).27,46,47

• The ground state is singlet.
• The molecule is charge neutral.
• Total ground-state dipole moment must be nonzero.
The final dataset consists of those molecules conforming to

the above rules, where complete data for dipole moments and
excitation energies up to S5 (if the reference values are available)
were obtained. For convenience, we also refer to this dataset as
the NAQ (NIST and QUEST) set.

The protocols that we test here are, in principle, applicable to
molecules outside of these constraints. However, species with
other multiplicities require a different set of active spaces to test,
while charged molecules require one to establish a center of
charge consistent with experiment, or betweenmultiple software
packages. The constraints were imposed to ease the mass-testing
of active spaces and establish the potential usefulness of the
protocols with automated tools. Finally, we developed the
protocols for molecules that have nonzero ground-state dipole
moments.

Prior to any multireference calculation, a ground-state
geometry optimization of each molecule was performed using
Kohn−Sham density functional theory (KS-DFT)48 at theM06-
2X/ANO-RCC-VTZP level of theory with Gaussian 16.49 We
perform these optimizations instead of using QUESTDB’s
provided geometries to ensure that the protocols can be
extended to systems outside the dataset, where the ground-state
geometry may be experimental or predicted with a different
computational method. M06-2X50 was selected for its well-
rounded high performance for both ground-state and excited-
state properties,46,50 and it is one of a set of density functionals
that give more accurate excited-state dipole moments, given that
excited-state dipole moments are always more inaccurate than
ground-state ones.51 The ANO-RCC-VTZP52 basis set was also

Table 1. Active Spaces Tested in Our Multireference Calculations on Molecules from QUESTDBa

aActive spaces marked with a check symbol are in PASS and PASS+. Active spaces marked with a plus symbol are in PASS+ but not PASS.
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used for its high accuracy in ground- and excited-state
calculations. For calculations in Gaussian, ANO-RCC-VTZP
was obtained through the Basis Set Exchange.53 We confirmed
that molecules were optimized to a local minimum by frequency
analysis, except for aniline, which was minimized with the
constraint that C2v symmetry must be maintained (a first-order
transition state) for ease of comparison with QUESTDB, which
also uses this symmetry. For all minimizations, the maximum
symmetry was detected and preserved so that the symmetry
constraints are the same as those used in QUESTDB.

Multireference calculations were carried out using Open-
Molcas 22.02.54 The second-order Douglas−Kroll−Hess
Hamiltonian55−57 was used. The initial orbitals of CASSCF
calculations were generated using KS-DFT at the level of M06-
2X/ANO-RCC-VTZP. An ultrafine two-electron integral grid
was used. An example input file is provided in the Supporting
Information (SI) Section “Example OpenMolcas Input File”.

For each molecule, we carried out state-averaged (SA)-
CASSCF calculations over six states on an array of active spaces
given in Table 1. We refer to this set of active spaces as the PASS

Figure 2. Flowchart representation of the GDM-AS protocol.

Figure 3. Flowchart representation of the EDM-AS protocol.
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+ (parallel active space scan plus) set. Furthermore, we define a
set of active spaces as PASS (parallel active space scan) where
active spaces with only four electrons or two virtual orbitals are
removed, as shown in Table 1. In Section 3.1, we discuss our
motivation for constructing PASS.

Dynamic correlation is computed in CAS-PDFT and
CASPT2 based on CASSCF reference wave functions. For
CAS-PDFT, the translated functional of choice was tPBE.40,58

For CASPT2 calculations, an IPEA shift of 0.25 a.u. was
used.59,60

2.2. Automated Active Space Selection Protocols.
Computing dipole moments is central to the evaluation of both
of our protocols. Here, we use the total dipole moment for each
electronic state, which is given by = + +x y z

2 2 2 ,

where each of ⟨μn⟩ is the expectation value of the dipole moment
along each Cartesian axis for the electronic state of interest. We
have also tested the use of the dipole moment as a vector, μ⃗ = [μx
μy μz].

We construct two protocols for automated active space
selection based on dipole moments. We name them “ground-
state dipole moment” active-space selection (GDM-AS) and
“excited-state dipole moment” active-space selection (EDM-
AS). In each case, the minimum error in dipole moment was
used as a criterion for selection. The workflows of GDM-AS,
EDM-AS, and their variations that consider the directions of
dipole moments, vGDM-AS and vEDM-AS, are described in
detail below. Flowchart schematics of GDM-AS and EDM-AS
are provided in Figures 2 and 3, respectively.
2.2.1. GDM-AS. To select an active space according to GDM-

AS, the following steps are taken:

(1) Identify a set of candidate active spaces, here labeled An.
This need not be all of the active spaces that we have
discussed in this paper.

(2) Conduct a CASSCF calculation, which includes comput-
ing the dipole moments for the ground state, S0, on each
of An. We label the computed dipole moments μ(S0,An).
Determine the reference ground-state dipole moment
values to be used as a point of comparison. We label the
reference dipole moments μ(S0,ref.). In this work, we
have tested the use of experimental dipole moment values
as well as those computed using DFT with a variety of
density functionals.

(3) Take the absolute difference in the dipole moment values
between the CASSCF-calculated ones for each active
space and the reference values. We define them as Dn =
|μ(S0,An) − μ(S0,ref.)|.

(4) Identify the active space that gives the smallestDn. IfDm =
min(Dn), then Am is the active space chosen by GDM-AS.

In GDM-AS, the ground state (S0) dipole moment is
calculated with CASSCF at each active space one might want
to test and is compared to a reference dipole moment value�a
known accurate ground-state dipole moment either from
experimental measurements or from simulations. In this work,
we test using experimental dipole moments provided by the
NIST database, as well as calculated dipole moments with a
series of density functionals, those being CAM-B3LYP,61 ωB97-
xD,62 PBE0,58,63,64 HSE06,65−71 LC-ωHPBE,72,73 M06-HF,64

and M06-2X itself. The active space selected is the one that has
the lowest absolute error between the CASSCF-calculated and
the reference dipole moments.

2.2.2. vGDM-AS. The procedure for vGDM-AS is the same as
that of GDM-AS, but we compute the dipole moment error Dn
according to = ·D (S , ref. )n

(S , A ) (S , ref .)
(S , ref .) 0

n0 0

0
.

2.2.3. EDM-AS. To select an active space according to EDM-
AS, the following steps are taken:
(1) Identify a set of candidate active spaces, here labeled An.

This need not be all of the active spaces that we have
discussed in this paper.

(2) Conduct a CASSCF calculation, which includes comput-
ing the dipole moments for each state, Si, on each of An.
We label the computed dipole moments μ(Si,An).
Compute the dipole moment values for each excited
state up to the excited state of interest with TDDFT. We
label them as μ(Si,TD). We have tested the use of
reference excited-state dipole moments provided by
TDDFT with a variety of density functionals, but the
user only needs to choose one density functional.

(3) For each active space An and excited state Si, take the
absolute difference in the dipole moment calculated by
CASSCF and that calculated by TDDFT. Here, these
differences are labeled Dni. We define Dni = |μ(Si,An) −
μ(Si,TD)|.

(4) For each active space An, record the largest dipole
moment difference Dni for any of the excited states. We
define Dn = max(Dni).

(5) Identify the active space that gives the smallestDn. IfDm =
min(Dn), then Am is the active space chosen by EDM-AS.

As shown in the algorithm, EDM-AS selects the active space
with the “minimum maximum” dipole moment error. In other
words, the largest dipole moment error among all excited states
of the selected active space is smaller than the largest dipole
moment error of every other active space. We have included a
movie in the SI to demonstrate how an excited state error vs
dipole moment error plot would change during this process until
an active space is selected. In the TDDFT calculations of
excited-state dipole moments in this work, we test the density
functionals also tested for GDM-AS.
2.2.4. vEDM-AS. The procedure for vEDM-AS is the same as

that of EDM-AS, but we compute the dipole moment error Dni
according to = ·D (S , ref. )n ii

(S , A ) (S , ref .)
(S , ref .)

i n i

i
.

2.2.5. Multireference Calculations with the Selected Active
Space. Each protocol above would select one active space
among a set of active spaces of interest. Then, the reference wave
function from the CASSCF calculation with only the selected
active space can be used in any subsequent multireference
calculations that account for dynamic correlation.

In this work, for benchmarking purposes, CAS-PDFT (and
CASPT2) vertical excitation energies were calculated at all
available active spaces described in Section 2.1 above. These
excitation energies were used to map out the relationship
between dipole moment errors and excitation energy errors and
to determine how well the active spaces selected by the protocol
performed relative to others. Sometimes CASSCF and CAS-
PDFT or CASPT2 give different orderings of the electronic
states. We have ordered the excitation energies based on CAS-
PDFT or CASPT2 energetics, depending on whether we are
testing the protocols for CAS-PDFT or for CASPT2.
2.3. Comparisonwith Intuitive or Large Active Spaces.

It was necessary to determine the performance of the active
spaces chosen by the protocols discussed in Section 2.2 over
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active spaces that a researcher may choose without them.
Among the 25 molecules in our dataset, for 18 molecules, there
existed an active space that could be chosen by chemical
intuition (detailed below) that is also within our set of tested
active spaces. To compare between the active space chosen by
GDM-AS, the active space chosen by EDM-AS, the (14,14)
active space, and the active space chosen by chemical intuition,
for each method, the excitation energy errors for each excited
state were averaged over all 18 molecules. Four average
excitation energies were calculated, using the following:

• The active space chosen by GDM-AS for each molecule
• The active space chosen by EDM-AS for each molecule
• (14, 14), the largest active space tested, for each molecule
• The active space chosen by chemical intuition for each

molecule
Note that in sections that do not focus on the comparison

between GDM-AS or EDM-AS and the intuition active space, all
25 molecules are used in the analysis; not every molecule has
data for every excited state because the reference data for some
states are not available.

The chemically intuitive active space for each molecule was
chosen according to the following procedure, which attempts to
account for all rules typically used to decide active spaces
discussed prior and accounts for the importance of Rydberg
orbitals:
(1) Count the number of electrons and orbitals in the full

valence and then double the number of orbitals (full
valence + one Rydberg orbital per valence orbital to
accommodate more excitations)

(2) If the resulting active space is not in PASS, remove the
Rydberg orbitals (full valence only)

(3) If the resulting active space is still not in PASS, count all σ
and π bonds not involving hydrogen, adding two electrons
and two orbitals each, and then add two electrons and one
orbital per lone pair (most useful for strained compounds
as they are likely to have labile σ bonds)

(4) If the resulting active space is still not in PASS, only add
two electrons and orbitals per π bond and two electrons
and one orbital per lone pair

(5) If the resulting active space is still not in PASS, do not
include this molecule in the performance test that
compares GDM-AS and EDM-AS with intuitive active
space selection

Molecules with an intuitive active space in PASS are denoted
by the set name “INAQ” (intuitive NAQ) when applicable. The
complete list of molecules in INAQ is given in the SI Table S1.

These steps are ordered such that the largest valid intuitive
active space smaller than or equal to (14,14) would be chosen.
No largest intuitive active space is smaller than (8,7). Note that
this was only used to decide the size of the intuitive active space,
and the aforementioned orbitals are not enforced to be included
in the active space.

3. RESULTS AND DISCUSSION
To evaluate the performance of each of GDM-AS and EDM-AS
in its ability to select the active space that can give reasonable
excitation energies, we applied each one of them to our dataset
of molecules. We focus our analysis on the use of experimental
reference dipole moments in GDM-AS and excited-state dipole
moments calculated with TDDFT with the M06-2X functional
in EDM-AS; however, we have tested the use of reference dipole
moments from other density functionals to show the flexibility of
the protocol and the results are discussed in Sections 3.2 and 3.3.
Unless otherwise specified, all dipole moment errors are
absolute differences between CASSCF and NIST (for S0) or
CASSCF and TD-M06-2X (for S1 and up) dipole moments, and
all excitation energy errors are absolute differences between
CAS-PDFT (or CASPT2) and QUESTDB excitation energies.
A complete discussion on the methods used to find the highly
accurate reference excitation energies in QUESTDB and a list of
excitation energies used as reference is provided in the SI Section
“QUESTDB Reference Excitation Energies” and Table S2.
3.1. Range of Active Spaces. We have computed the

average excitation energy error for all active spaces in PASS+,
and the results are shown in Figure 4. We have made two
observations based on Figure 4. First, we find that for all active
spaces, excitation energy errors do not monotonically decrease
when more electrons or more orbitals are added. To better
understand the relationship between excitation energy errors
and the active space size, we plotted the average excitation
energy errors vs the number of determinants in each active space
in Figure S1 in the SI. This shows that, as the number of
determinants increases, the excitation energy errors roughly first
decrease and then plateau as the number of determinants
increases beyond 10,000, and it is not monotonic if every active
space in the set is considered. This bolsters the importance of
developing a systematic method to select the active space as
simply choosing the largest affordable active space does not

Figure 4. Average excitation energy error, per active space, for all excitations in our dataset (PASS+) as calculated using CAS-PDFT and CASPT2.
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guarantee the best results and smaller active spaces may give
similar or better results while requiring much less computing
time. Second, the average excitation energy errors for some
active spaces (ne,no) in PASS+, when ne = 4 and no is any allowed
value in PASS+, denoted (4,m), or when ne is even and no = ne/2
+ 2, denoted (2n,n + 2), are notably greater than those for all
other active spaces. This suggests that, to reduce the number of
active spaces to screen in applying our protocols, it may be cost-
effective if these active spaces are not considered. Therefore, we
construct PASS by removing (4,m) and (2n,n + 2) from PASS+.

To evaluate the performance of PASS compared to PASS+,
we apply GDM-AS using reference dipole moments from NIST
to all molecules in the dataset (i.e., the NAQ set). We find that
the overall performance of the protocol is about the same for
PASS and PASS+, within the first three excitations, as illustrated
in Figure 5. Therefore, we focus on using PASS in our analysis in
this work.
3.2. Evaluation of GDM-AS and vGDM-AS. To establish

the usefulness of GDM-AS as described here, we evaluate the
excitation energy errors for all excitations available for molecules
in theNAQ set calculated with the active space chosen byGDM-
AS for each molecule. We see in Figure 6 that the average
excitation energy error for the first three excitations, whether
CAS-PDFT or CASPT2 excitation energies are sought, is
“satisfactory” (within 0.3 eV). This holds true when
experimental dipole moments are used to provide the reference
values and also when any of the density functionals tested are
used instead. Although using ωB97-xD to provide reference S0
dipole moments to GDM-AS gives the best overall performance,

we also emphasize that all reference S0 dipole moments
considered in this work allow GDM-AS to perform well (within
the first three excitations).

It can be seen in the SI Table S3 that individual excitation
energy errors for active spaces chosen by GDM-AS using
experimental dipole moments tend to fall below or near 0.3 eV,
and the first three average excitation energy errors across all
molecules is always below 0.3 eV. Excitation energy errors far
above this threshold tend to be isolated incidents, i.e., molecules
with some highly erroneous excitation energy for a certain state
have more accurate excitation energies for other states.
Difluorocarbene stands out as having large excitation energy
error even for S1, but this is known to be an inherently
challenging case for calculating CAS-PDFT excitation energies,
as demonstrated in the previous literature.74 These results
suggest that the ground-state dipole moment is a good
indication of the quality of the wave function for the first four
electronic states (S0−S3) but not higher-lying excited states.

GDM-AS tends to find an active space in PASS that gives
useful excitation energies, regardless of the overall correlation
between dipole moment error and excitation energy error for
individual molecules. The plots of excitation energy error with
respect to dipole moment error for all molecules in the dataset
are provided in Figures S2−S51 in the SI; the active space
chosen by GDM-AS with experimental reference dipole
moments is labeled with a green cross. Only a few cases, like
hydrogen chloride (CAS-PDFT excitation energies) and aniline
(both CAS-PDFT and CASPT2 excitation energies) show a
clear positive correlation between the dipole moment error and

Figure 5.Average excitation energy error for all molecules in our dataset, with active spaces chosen byGDM-AS, when PASS is allowed vs when PASS+
is allowed. (a) gives CAS-PDFT excitation energy errors, while (b) gives CASPT2 excitation energy errors.

Figure 6. Average (a) CAS-PDFT and (b) CASPT2 excitation energy errors for active spaces chosen by GDM-AS using experimental reference dipole
moments as well as those provided by a series of density functionals. The ANO-RCC-VTZP basis set is always used.
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excitation energy error. However, there exist cases like hydrogen
cyaphide and acetaldehyde (CAS-PDFT excitation energies) or
nitrosyl hydride and cyclopropene (CASPT2 excitation
energies) where there is no obvious correlation between errors
in dipole moment and excitation energy error, but the active
space chosen still performs well relative to others.

In addition to the numerical values of the excitation energy,
the active spaces selected by GDM-AS are capable of giving
excitations that have characters matching those in QUESTDB.
Examples are shown in Tables S4 and S5 in the SI. They are
analyses of the first three excitations of nitrosyl hydride and the
first for methanimine from using active spaces identified by
GDM-AS.

vGDM-AS achieves similar performance to GDM-AS and is a
valid protocol to use. One does need to ensure that the
orientation of the molecule remains the same when the
CASSCF-computed dipole moments are compared with the
reference. A schematic of this procedure is given in Figure S52 in
the SI. Results are given in Figures S53 and S54, and test
molecules with different active spaces chosen in GDM-AS and
vGDM-AS are given in Table S6.
3.3. Evaluation of EDM-AS and vEDM-AS. Observations

for EDM-AS are largely the same as those for GDM-AS. When
any density functional is used to provide reference dipole
moments (in this case, excited-state dipole moments as opposed
to ground-state ones), the average CAS-PDFT excitation energy
error for the first three excitations is satisfactory for our entire
dataset. Average CAS-PDFT and CASPT2 excitation energy
errors for the entire dataset are provided in Figure 7, and
individual excitation energy errors are provided in the SI Table
S7. The primary difference with respect to observations for
GDM-AS is that the average CASPT2 excitation energy error is
generally larger for active spaces selected by using any functional
tested in this work and is less than 0.3 eV only for M06-2X and
M06-HF. Therefore, we recommend M06-2X of M06-HF for
EDM-AS. In any case, the protocol is adaptable to a variety of
density functionals when finding the first three CAS-PDFT
excitation energies or the first two CASPT2 excitation energies.

The plots of dipole moment error with respect to excitation
energy error for the entire dataset are provided in the SI Figures
S55−S104. High dipole moment errors were typically seenmore
often with higher excitation energies, even when the absolute
error of the excitation energy is low. However, removing the
dipole moment errors for the S4 and S5 from consideration in
EDM-AS would give active spaces that have higher excitation
energy errors than the original EDM-AS protocol, as seen in

Figures S105 and S106 in the SI. This suggests that there may be
a systematic error in the dipole moment difference between
CASSCF (with active space from EDM-AS) and TDDFT.
Because this is a systematic error, it does not adversely affect the
performance of EDM-AS.

Since there are concerns on TDDFT’s ability to model double
excitations, we test EDM-AS’s performance on choosing active
spaces that can describe double excitations. The quality of the
active space chosen is unlikely to be negatively affected as EDM-
AS uses dipole moment information from all excitations to find
the active space best suited to describe the system and would
only be more likely to be problematic in the rare case that the
majority of low-lying excitations are double excitations. We have
found that for the only two systems in our dataset with low-lying
double excitations, namely, nitrosyl hydride and nitroso-
methane, EDM-AS gives reasonable active spaces whether or
not the states involved in the double excitation is considered in
computing dipole moment errors, as shown in Table S8 of the
SI. Note that the performance of GDM-AS is completely
unaffected by the ability of TDDFT to model double excitations
since only ground-state dipole moment information is used as
the input.

vEDM-AS performs similar to EDM-AS but does improve
CASPT2 S3 excitation energies when ωB97-xD and LC-ωHPBE
are used to provide reference dipole moments. Average
excitation energy errors for active spaces chosen by vEDM-AS
when different density functionals are used are given in Figures
S107 and S108 of the SI, and the molecules with different active
spaces chosen between EDM-AS and vEDM-AS are given in
Table S9 of the SI.
3.4. Comparison between GDM-AS and EDM-AS.

GDM-AS recommends, on average, 10.08 electrons and 11.44
orbitals when experimental dipole moments are used as
reference for our dataset of molecules that on average have
20.88 valence electrons. EDM-AS recommends, on average,
10.72 electrons and 11.20 orbitals when TD-M06-2X dipole
moments are used as the reference. Active spaces chosen by
EDM-AS tend to include more or the same number of orbitals of
Rydberg-type than the active space chosen by GDM-AS,
regardless of the number of virtual orbitals in the active space
recommended by each protocol. The specific orbitals involved in
the active spaces is highly individual. As demonstrated in Figures
S109 and S110 of the SI, two active spaces that ostensibly differ
by only a single orbital have more subtle differences. Orbital
shapes can change significantly, and removing an orbital from an
active space does not necessarily mean that the intuitively high-

Figure 7. Average (a) CAS-PDFT and (b) CASPT2 excitation energy errors for active spaces chosen by EDM-AS using reference dipole moments
provided by a series of density functionals. The ANO-RCC-VTZP basis set is always used.
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energy Rydberg orbitals will be deleted. Valence orbitals may be
removed instead. This only affirms the importance of using an
automated selection scheme guided by means beyond the
chemical intuition to choose a suitable active space.
3.5. Comparison with the (14,14) Active Space. When

comparing the active space selected by GDM-AS and EDM-AS
to the largest active space that we have evaluated, (14,14),
excitation energy errors change minimally, but the speed
improves significantly due to their use of smaller active spaces.
A (14,14) active space corresponds to about 1.18 × 107 Slater
determinants, while a (10,12) active space corresponds to only
6.27 × 105 Slater determinants, 1/19 of those for (14,14). The
median of the number of Slater determinants corresponding to
the active space from GDM-AS is only 213,444, and the median
of the number of Slater determinants corresponding to the active
space from EDM-AS is only 81,796. This means that GDM-AS
and EDM-AS have a much shorter time-to-solution and are
particularly useful in scenarios where a large number of
multireference calculations need to be done for the same types
of molecules, such as in the case of nonadiabatic molecular
dynamics simulations, or when (14,14) is not affordable.

In our experience of organic molecules with tens of atoms,
(14,14) is the largest practical active space affordable for
multireference calculations. With molecules up to 10 non-
hydrogen atoms in size, CASSCF calculations with the (14,14)
alone approach 10 h of wall time, and CASPT2 or CAS-PDFT

calculations will add up to 4 h or half an hour, respectively.
Reducing the number of electrons and orbitals in the active
space reduces the number of determinants needed to represent it
factorially,75 resulting in sharp reductions in computational
time. Although our protocols require multiconfigurational
calculations (e.g., CASSCF) on more than one active space,
these calculations can be done simultaneously with overall
shorter computing time (capped by the largest active space
considered) and relatively low memory requirement, while a
single (14,14) CASSCF calculation would require computing
nodes that meet specific memory requirements and would need
longer computing time than any of the smaller active space.

Since scanning all active spaces up to (14,14) in size would
need at least the same amount of time as using (14,14) alone, we
have evaluated the performance of our protocols when large
active spaces are removed. We demonstrate in Table S10 and
Figure S111 of the SI that average excitation energy errors do not
significantly suffer when the large active spaces (10,13), (10,14),
(12,13), (12,14), (14,13), and (14,14) are removed from the set
of active spaces to scan, while the time-to-solution needed is
only 1/16 of that if these large active spaces were included.
Figure 8 further illustrates the potential time savings for
trimming the largest active spaces from scanning, leaving
(8,14) and (12,12) as the largest active spaces (if (10,13),
(10,14), (12,13), (12,14), (14,13), and (14,14) are all removed)

Figure 8. Number of determinants (bars) and average run time for the RASSCF module in OpenMolcas (line) for the largest active spaces in PASS.
The run time is normalized relative to the fastest active space for each molecule. A logarithmic scale is used on the y axis.

Figure 9. Average (a) CAS-PDFT and (b) CASPT2 excitation energy errors for all molecules in INAQ with active spaces in PASS as chosen by, from
left to right, GDM-AS, EDM-AS, and intuitive rules. Experimental reference dipole moments are used in GDM-AS, and TD-M06-2X reference dipole
moments are used in EDM-AS.
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or (12,13) and (14,13) as the largest active spaces (if only
(10,14), (12,14), and (14,14) are removed).
3.6. Comparison with Active Spaces Selected by

Chemical Intuition. Both GDM-AS and EDM-AS, on average,
improve on the excitation energies over the intuitive active space
selection for S1 through S3. For CAS-PDFT, deterioration is only
seen for S4 fromGDM-AS and both S4 and S5 from EDM-AS; for
CASPT2, deterioration is seen for S4 and S5 from GDM-AS and
only S5 from EDM-AS.

Figure 9 shows the average excitation energy error for all
molecules in INAQ. Table S1 in the SI shows the active spaces
chosen by intuition for each molecule in INAQ and the resulting
CAS-PDFT and CASPT2 excitation energy errors, respectively.
The intuitive active spaces are worse than GDM-AS and EDM-
AS for the first three excited states and only outperform GDM-
AS and EDM-AS at finding S4 and S5 excitation energies as
described above. There are few data available at these excitations
(only five data points for S4 and four data points for S5), and the
excitation energies found by the intuitive active spaces for these
excitations are still usually unsatisfactory, with errors signifi-
cantly higher than S1−S3, so this may reflect an inherent
difficulty in finding excitation energies for these higher roots as
opposed to a strength in using the intuitive active spaces.

As mentioned previously, intuitive rules were used to decide
the size of the active space, but the actual molecular orbitals
specified in the intuitive rules were not enforced into the active
space when we started the CASSCF calculations. As a test, for a
subset of molecules in our dataset, we included specific orbitals
in the intuitive active spaces using symmetry restrictions to
ensure the same orbitals remain in the active space. As shown in
Table S11 in the SI, this leads to drastically high excitation
energy errors. The differences in the active orbitals that may
contribute to the large error for the example in Table S11 are
shown in Figures S112 and S113 in the SI.

Often, chemical intuition used to decide the active space
revolve around the valence orbitals. So far, we are not aware of a
chemical-intuition-based rule to follow for choosing Rydberg

orbitals to include into the active space. However, many low-
lying excitations can be Rydberg-type, as shown in
QUESTDB.27 Including the necessary number of Rydberg
orbitals is not straightforward as including all Rydberg orbitals
corresponding to a valence orbital tends to make active spaces
too large; usually, including the proper number of these orbitals
requires knowing the character of the excitations that one desires
to study in the first place.76 GDM-AS and EDM-AS free users
from this dilemma, by providing guidance for choosing the
active space when the characters of the excitations are not
known. They can choose a balanced active space that includes
the necessary Rydberg orbitals, possibly at the expense of some
unnecessary valence orbitals, so the relevant excitations can be
described. Even when multiple valence orbitals are available, the
active spaces chosen by GDM-AS and EDM-AS tend to include
some orbitals with Rydberg characters instead of purely valence
orbitals, as illustrated with the case of methanimine in Figure 10.
3.7. Anomalies. Figure 6 and Figure 7 show the average

excitation energy error of all molecules in NAQ for each
excitation and active space selection method. Figure 9 shows
how these excitation energies compare to using intuition to
select the active space size for INAQ. They all suggest that
GDM-AS and EDM-AS are useful for finding up to the first three
excitation energies. The errors for S4 and S5 are larger not only
for active spaces selected by GDM-AS and EDM-AS, but also for
(14,14) and active spaces selected by chemical intuition, as
shown in Tables S1 and S10 in the SI. This is true for both CAS-
PDFT and CASPT2. The large errors for S4 and S5 from GDM-
AS and EDM-AS can be due to CASSCF predicting higher-lying
excited states to become S4 and S5, resulting in the dipole
moment errors to be computed between different states. CAS-
PDFT and CASPT2 will include energy corrections from
dynamic correlation and correct for the ordering of the states,
but they do not necessarily give low excitation energy errors for
higher-lying excitations. The anomaly of S4 and S5 may also be a
result of the lack of S4 and S5 data in QUESTDB. For example,

Figure 10. Molecular orbitals in the active space from the methanimine SA6-CAS(8,9)SCF calculations. The active space is selected by GDM-AS.
Three of the orbitals here have a strong Rydberg character despite 11 valence orbitals being available. Visualized with Luscus77 at isovalue 0.04.
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out of the 18 molecules considered in Figure 9, only five has S4
data and only four has S5 data.

In the dataset, two molecules give overall high CAS-PDFT
excitation energy errors for most active spaces, including ones
selected by GDM-AS or EDM-AS. Difluorocarbene was
previously discussed as an inherently difficult case for excited-
state calculations with CAS-PDFT. Carbonmonoxide is another
example of a molecule with high CAS-PDFT excitation energy
errors. However, the active spaces selected by GDM-AS and
EDM-AS give more accurate CASPT2 excitation energies
(Tables S3 and S7 of the SI). This again suggests that the
unsatisfactory excitation energies seen in thesemolecules are not
indicative of a failure in the protocol, but a reflection of the
accuracy of CAS-PDFT.
3.8. Use Cases for the Protocols. As discussed in the

previous sections, we envision our protocols to be useful to find
the low-lying excitation energies of molecules with nonzero
dipole moments when we do not have much chemical insights in
terms of which active space to choose, when the active space that
would lead to good results would go beyond a human’s chemical
insights, or chemical insights lead to active spaces that are too
large to be affordable. The user would screen a set of active
spaces of interest using only CASSCF and would choose a single
active space to use in follow-up calculations using CAS-PDFT,
CASPT2, or some other level of theory to account for dynamic
correlation. While the user would, of course, be required to scan
a set of candidate active spaces at the CASSCF level of theory,
these calculations can be done completely in parallel, and the
time-to-solution is limited only by the largest active space in the
set. No visualization or selection of specific orbitals is needed. In
addition, the user would only be required to apply CAS-PDFT
or CASPT2 corrections to the active space chosen by the
protocols.

Another potential use for the protocol is to choose a single
active space for performing a potential energy scan or dynamics.
As often done in other existing protocols, one could choose a
geometry in the range of the geometries one might want to scan,
such as the equilibrium geometry of the ground state, and use
the active space chosen for this geometry for all geometries in
the potential energy scan. Similarly, we can apply GDM-AS or
EDM-AS on or around the equilibrium geometry of the
molecule to choose an active space and then apply this same
active space to other geometries in the potential energy scan.
This would allow a user to choose an active space that is
reasonably accurate and smaller than the maximally affordable

active space without having to run GDM-AS or EDM-AS at
every point and would significantly increase the cost−benefit of
applying our protocols. If a user encounters the case where a
discontinuity is found at a certain geometry, they may rerun
GDM-AS or EDM-AS at that point and potentially obtain a new
active space. One could then test whether this new active space
gives a smooth curve, and this process can be repeated.
Alternatively, one may compare the original active space and the
new active space and identify their common orbitals and
different orbitals and rationally construct a third active space to
be applied on all geometries. Another possibility would be to use
our protocols with iCAS,4 which could potentially ensure the
same active space during a potential energy scan.

Here, we demonstrate this application by applying GDM-AS
to choose the active space to scan the potential energy surface of
the bond dissociation of carbonmonoxide. The true equilibrium
bond length of carbon monoxide is 1.128 Å;6 the active spaces
chosen by GDM-AS at the nearest points in the potential energy
scan, 1.0 and 1.5 Å, are (14,14) and (10,13), respectively. As
seen in Figure 11, the potential energy curves for carbon
monoxide bond dissociation solved with both of these active
spaces, with CAS-PDFT and CASPT2 corrections, are smooth
and qualitatively agree with the Hulburt−Hirschfelder curve,6,78

a reliable potential energy curve that depends only on
parameters that are physical observables. The CASPT2 curves
slightly outperform the CAS-PDFT curve in terms of smooth-
ness. We note that we took additional care in ensuring the
smoothness of the curves by using the final CASSCF orbitals
from each step in the scan as the initial orbitals for the next step,
using M06-2X to generate orbitals at the first step, and we advise
users to do the same if GDM-AS is used for this purpose.

Although we have demonstrated that it is not necessary to run
GDM-AS for every geometry of the potential energy scan, we
have tested running GDM-AS for every geometry and the results
show that, along with the obvious drawback in efficiency,
choosing a different active space at each point of the potential
energy curve results in a decrease in smoothness and qualitative
correctness, as seen in the SI Figure S114.

Other than organic molecules, our protocols can also be
applied on transition metal systems. We demonstrate that
GDM-AS could theoretically be applied to finding the ground-
state spin state of transition metal oxides in Table S12 of the SI.
3.9. Automation. To aid users in applying these protocols

and truly fulfill our goal of automating their application, we
provide a set of open-source Python scripts, hosted at https://

Figure 11. Potential energy curves of CO bond dissociation as calculated by the active spaces chosen by GDM-AS with (a) CAS-PDFT and (b)
CASPT2, as compared to that calculated by the Hulburt−Hirschfelder equation. The curves from CAS-PDFT and CASPT2 have been scaled and
shifted so that they can be compared directly to the Hulburt−Hirschfelder curve.
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github.com/sdonglab/DM-AS-Chooser. The code makes use of
MolExtract,79 a modular parser for computational chemistry
output files, which allows straightforward adaptation of the code
for software packages beyond those used in this work.

4. CONCLUSIONS
We have designed two protocols, GDM-AS and EDM-AS, to
automate the selection of appropriate active spaces for
multireference calculations for molecules with nonzero dipole
moments. They use the dipole moments of the system of interest
as a guidance of the quality of the reference wave function. We
have demonstrated that they are effective on a set of test
molecules for finding the first three excitation energies using
CAS-PDFT and CASPT2. In particular, our protocols find
active spaces that give good excitation energies and are small and
accessible, with significantly reduced time-to-solution and
memory requirement than directly using a large active space
such as (14,14), and without the need of manual selection or any
iterative selection process as one usually faces in selecting the
active space using chemical intuition.

We have demonstrated that a user can use the protocols
designed in this work to efficiently find a useful active space with
a size greater than (4,4) and smaller than (14,14). In addition,
we have demonstrated that certain large active spaces from the
set can be removed from consideration when these protocols are
used, thus reducing the number of active spaces one needs to do
CASSCF calculations with and reducing the time-to-solution
needed to obtain reasonable results.

Although our evaluation of the protocols was done using
CAS-PDFT and CASPT2, the protocol can in principle be used
with any multireference method, including those whose
reference wave functions are not from CASSCF, such as from
RASSCF or DMRG.

A prominent advantage to using GDM-AS or EDM-AS is their
highly automatic nature. Many existing protocols depend on
manual analysis and setup of parameters. This can be beneficial if
the focus is a few specific molecules at a few specific geometries,
but it is detrimental to high-throughput applications where
individual results cannot be practically analyzed. GDM-AS and
EDM-AS do require a set of multiconfigurational calculations to
be carried out, but the set of calculations can be done fully in
parallel, and the protocols require no manual analysis beyond
that required to properly interpret a single multireference
calculation. All preceding calculations can be set up automati-
cally with a workflow, and data processing is straightforward. We
have provided the scripts for this automation. As such, these
protocols can be applied to large datasets to select accurate and
efficient active spaces tailored to each input system without user
intervention.

In summary, we have demonstrated that one may use an easily
obtainable physical observable, the dipole moment, to infer the
quality of the wave function and to guide the selection of the
active space for multireference methods. We anticipate this to
expand the class of methods for automated active space selection
and to lead to exciting science enabled by high-throughput
multireference calculations.
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