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Machine learning methods for accurately 
predicting survival and guiding treatment in  
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Abstract 
Accurately predicting survival in patients with early hepatocellular carcinoma (HCC) is essential for making informed decisions 
about treatment and prognosis. Herein, we have developed a machine learning (ML) model that can predict patient survival 
and guide treatment decisions. We obtained patient demographic information, tumor characteristics, and treatment details from 
the SEER database. To analyze the data, we employed a Cox proportional hazards (CoxPH) model as well as 3 ML algorithms: 
neural network multitask logistic regression (N-MLTR), DeepSurv, and random survival forest (RSF). Our evaluation relied on the 
concordance index (C-index) and Integrated Brier Score (IBS). Additionally, we provided personalized treatment recommendations 
regarding surgery and chemotherapy choices and validated models’ efficacy. A total of 1136 patients with early-stage (I, II) 
hepatocellular carcinoma (HCC) who underwent liver resection or transplantation were randomly divided into training and 
validation cohorts at a ratio of 3:7. Feature selection was conducted using Cox regression analyses. The ML models (NMLTR: 
C-index = 0.6793; DeepSurv: C-index = 0.7028; RSF: C-index = 0.6890) showed better discrimination in predicting survival than 
the standard CoxPH model (C-index = 0.6696). Patients who received recommended treatments had higher survival rates than 
those who received unrecommended treatments. ML-based surgery treatment recommendations yielded higher hazard ratios 
(HRs): NMTLR HR = 0.36 (95% CI: 0.25–0.51, P < .001), DeepSurv HR = 0.34 (95% CI: 0.24–0.49, P < .001), and RSF HR = 0.37 
(95% CI: 0.26–0.52, P = <.001). Chemotherapy treatment recommendations were associated with significantly improved survival 
for DeepSurv (HR: 0.57; 95% CI: 0.4–0.82, P = .002) and RSF (HR: 0.66; 95% CI: 0.46–0.94, P = .020). The ML survival model 
has the potential to benefit prognostic evaluation and treatment of HCC. This novel analytical approach could provide reliable 
information on individual survival and treatment recommendations.

Abbreviations: AFP = alpha-fetoprotein, CI = confidence interval, C-index = concordance index, CoxPH = Cox proportional 
hazards, HCC = hepatocellular carcinoma, HR = hazard ratio, HRs = higher hazard ratios, IBS = Integrated Brier Score, LR = liver 
resection, LT = liver transplantation, ML = machine learning, N-MLTR = neural network multitask logistic regression, OS = overall 
survival, RSF = random survival forest, SD = standard deviation, SEER = Surveillance, Epidemiology, and End Results.

Keywords: DeepSurv, hepatocellular carcinoma (HCC), liver resection, liver transplantation, machine learning, survival analysis

1. Introduction
Hepatocellular carcinoma (HCC) is the third leading cause of 
cancer-related deaths worldwide, responsible for approximately 
780,000 deaths in 2018.[1] Majority of HCC cases occur in indi-
viduals with coexisting cirrhosis, primarily caused by hepatitis 

B or C virus (HCV) infection.[2] The survival rates and clini-
cal courses of HCC are dependent on the stage of the disease. 
Unfortunately, the prognosis for HCC patients is often poor, 
particularly for those at high risk of developing HCC, with a 
5-year survival rate below 10%.[3]
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Various therapeutic modalities, including liver transplantation 
(LT), liver resection (LR), local ablation therapies, and transar-
terial therapies have been utilized to treat HCC.[4] Among these 
treatments, LT and LR are still considered the most effective 
methods for achieving long-term survival, with a 5-year survival 
rate of 60% to 80%.[5] Both treatments can be performed for the 
subset of patients with early HCC within specific criteria.[5] Both 
procedures can be performed on patients with early HCC that 
meet specific criteria. LR is the preferred option for early-stage 
HCC patients without cirrhosis, as even major resections are asso-
ciated with low likelihood of life-threatening complications and 
satisfactory outcomes.[5] Conversely, LT can cure cancer and its 
underlying causative diseases, which are the leading risk factors 
for developing new tumors. According to the Milan criteria, LT is 
highly recommended as the first-line option for HCC, while liver 
resection is considered unsuitable for tumors.[6] However, these 
criteria may be too restrictive, preventing many patients from 
receiving advanced treatment. Therefore, there have been propos-
als[7–10] to expand selection criteria in anticipation of further refine-
ment of treatment regimens. The most appropriate surgical option 
for patients diagnosed with HCC, particularly those who fall just 

outside the criteria, remains a matter of controversy.[11] Although 
studies have reported that chemotherapy has a beneficial effect on 
the survival and recurrence rates of patients who have undergone 
LT and LR,[12] evidence for this remains insufficient.[6]

In discussing whether a treatment or criteria is suitable for a 
patient, the critical issue is how to accurately predict patients’ 
outcomes following treatment. While the criteria can be sim-
plified by using parameters such as size and number of tumors, 
many possible prognostic factors have been explored, includ-
ing inflammatory markers,[13] alpha-fetoprotein (AFP) score,[14] 
des-γ-carboxyprothrombin level,[15] and genomic features,[16] 
among others. The Cox proportional hazards (CoxPH) model 
has been commonly employed in survival analysis and building 
predictive models. The CoxPH calculates the effects of prognos-
tic factors on the risk of death based on the assumption that log-
risk of death is a linear combination of covariates of a patient. 
However, in the analysis of real-world practice, it may be too 
simplistic to assume that the log-risk function is linear.[17] Hence, 
it is necessary to develop novel approaches for survival analysis.

Machine learning (ML) is a fast-expanding branch of data 
analysis that can facilitate the handling of numerous variables and 

Figure 1. Study profile and analysis pipeline.



3

Li et al. • Medicine (2023) 102:45 www.md-journal.com

complex interactions in extensive data and can yield accurate pre-
dictions in healthcare contexts. Many ML algorithms have been 
established exclusively for the analysis of right-censored survival 
data. A pioneering method is the random survival forest (RSF),[18] 
which estimates a hazard function through the ensemble predic-
tion of many decision trees. DeepSurv,[17] a recently updated Cox 
proportional hazards deep learning model, was proven to enhance 
personalized RSF model treatment recommendations. The mul-
titask logistic regression model is a proportional hazards model 
that considers time-varying risks. A deep learning extension has 
been constructed that outperforms ordinary linear survival mod-
els. These 3 models improve upon standard survival analysis by 
enabling the prediction of an individual hazard ratio (HR) in 
order to determine a particular treatment for each patient based 
on their unique disease characteristics. While numerous studies 
have applied ML models to predict survival and guide treatment 
in various cancers, few have examined their utility in HCC, par-
ticularly for early-stage patients who qualify for curative resec-
tion or transplantation. Therefore, this study aims to compare the 
performances of the ML models and the CoxPH model in terms 
of their prediction of survival and their ability to provide person-
alized treatment recommendations for early-stage HCC patients.

2. Materials & methods

2.1. Reporting guidelines

This study follows the Strengthening the Reporting of 
Observational Studies in Epidemiology (STROBE) guidelines[19] 
for reporting observational studies. Additionally, we adhered to 

the Prediction model Risk of Bias Assessment Tool (PROBAST)[20] 
and Transparent Reporting of a Multivariable Prediction Model 
for Individual Prognosis or Diagnosis (TRIPOD) guidelines[21] 
which provide a framework for reporting details essential 
to assessing risk of bias and evaluating validity of prognostic 
models.

2.2. Data source

All patients with HCC included in this research were selected 
from the SEER “18 Regs Research Plus Nov 2020 Sub (2000–
2018 varying)” data set (http://seer.cancer.gov). The SEER data-
base contains data on cancer patients from 18 regions of the 
United States and accounts for about 28% of the total popu-
lation of cancer patients in the US.[22] This database contains a 
considerable amount of related information on patients, includ-
ing tumor data, and information on causes of death and survival 
times and so on. By signing the SEER Research Data Agreement 
form and sending it via email, we were authorized to access the 
database.

2.3. Study population

We extracted data from patients newly diagnosed with primary 
HCC between January 1, 2010 and December 31, 2017 using 
the International Classification of Diseases for Oncology, 3rd 
Edition (ICD-O-3) histology codes 8170/3 to 8175/3, with the 
liver site code C22.0. We collected the baseline information 
of cases (race, sex, age, ethnicity and marriage status), tumor 

Table 1 

Patient demographic, disease and treatment characteristics.

 Level Overall LR LT P value 

n  1136 718 418  
Sex (%) Female 287 (25.3) 188 (26.2) 99 (23.7) .387
 Male 849 (74.7) 530 (73.8) 319 (76.3)  
Age (mean (SD))  61.48 (9.19) 63.18 (9.95) 58.56 (6.79) <.001
Race (%) White 717 (63.1) 382 (53.2) 335 (80.1) <.001
 Black 134 (11.8) 92 (12.8) 42 (10.0)  
 Other 285 (25.1) 244 (34.0) 41 (9.8)  
Marital status (%) Not married 380 (33.5) 244 (34.0) 136 (32.5) .665
 Married 756 (66.5) 474 (66.0) 282 (67.5)  
Ethnicity (%) Non-Hispanic 977 (86.0) 637 (88.7) 340 (81.3) .001
 Hispanic 159 (14.0) 81 (11.3) 78 (18.7)  
Grade (%) Well differentiated 297 (26.1) 167 (23.3) 130 (31.1) <.001
 Moderately differentiated 646 (56.9) 396 (55.2) 250 (59.8)  
 Poorly differentiated 184 (16.2) 147 (20.5) 37 (8.9)  
 Undifferentiated 9 (0.8) 8 (1.1) 1 (0.2)  
SEER stage (%) Localized 996 (87.7) 672 (93.6) 324 (77.5) <.001
 Regional 140 (12.3) 46 (6.4) 94 (22.5)  
AJCC stage (%) I 704 (62.0) 498 (69.4) 206 (49.3) <.001
 II 432 (38.0) 220 (30.6) 212 (50.7)  
Radiotherapy (%) No 1111 (97.8) 703 (97.9) 408 (97.6) .900
 Yes 25 (2.2) 15 (2.1) 10 (2.4)  
Chemotherapy (%) No 889 (78.3) 642 (89.4) 247 (59.1) <.001
 Yes 247 (21.7) 76 (10.6) 171 (40.9)  
AFP (%) Negative or normal 459 (40.4) 292 (40.7) 167 (40.0) .861
 Positive or elevated 677 (59.6) 426 (59.3) 251 (60.0)  
Fibrosis score (%) Ishak 0–4 410 (36.1) 373 (51.9) 37 (8.9) <.001
 Ishak 5–6 726 (63.9) 345 (48.1) 381 (91.1)  
Tumor size (%) <3cm 473 (41.6) 194 (27.0) 279 (66.7) <.001
 >=3 and < 5 cm 389 (34.2) 267 (37.2) 122 (29.2)  
 >=5 cm 274 (24.1) 257 (35.8) 17 (4.1)  
Tumor number (mean (SD))  1.23 (0.53) 1.25 (0.56) 1.19 (0.48) .107
Survival months (mean (SD))  53.90 (27.38) 49.25 (26.34) 61.89 (27.30) <.001
Status (%) Alive 755 (66.5) 426 (59.3) 329 (78.7) <.001
 Dead 381 (33.5) 292 (40.7) 89 (21.3)  

For categorical values, the P value for a χ2 test comparing the LR and LT groups is provided; for numerical values, the P value for an unpaired 2-sided t test is provided.
LR = liver resection, LT = liver transplantation.

http://seer.cancer.gov
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characteristics (number, size, histologic grade, stage, and histo-
logic type), AFP, Fibrosis Score, and treatment details (radiother-
apy, surgical type, and chemotherapy). Patients with early-stage 
(stage I and II, AJCC, 7th) HCC who had undergone LR or LT 
were enrolled in our final analysis. Patients with unknown clin-
ical records were excluded. As shown in Figure 1, the detailed 
selection process is represented by a flowchart.

2.4. Model development

Feature selection was conducted using univariate and multi-
variate Cox regression. Only significant factors (P < .05) were 
included in the model development. Additionally, least absolute 
shrinkage and selection operator (LASSO) regularization was 
performed for variable selection. Variables identified by LASSO 
were chosen based on the commonly used 1 standard error (1SE) 
rule. The variables selected by both Cox regression and LASSO 
were then combined and included in model development. Three 
ML models were developed, namely DeepSurv, RSF, and neural 
network multitask logistic regression (NMLTR). Meanwhile, a 
multivariate CoxPH model was also constructed for compari-
son. The dataset was randomly divided into training and testing 
datasets at a ratio of 7:3. Hyperparameter tuning was obtained 
through random search with 10-fold cross-validation on the 
training dataset. The concordance index (C-index)[23] is used to 
evaluate the performance of models with different combinations 
of hyperparameters.

2.5. Model evaluation and validation

The accuracy of the Cox model was evaluated by calculating the 
Harrell C-index, which measures the correlation between pre-
dicted survival risks and actual survival times. A C-index of 0.5 
describes a random prediction, while a C-index of 1.0 describes a 
perfectly predicting model. Based on Kang method,[24] we tested 
the difference between 2 models’ C-indexes. A Brier score—used 
to evaluate the accuracy of a predicted survival function at a 
given time—was also reported; it represents the average squared 
distances between the observed survival status and the predicted 
survival probability and is always a number between 0 and 1, 

with 0 being the best possible value. As a benchmark, a use-
ful model will have a Brier score below 0.25. Additionally, the 
Integrated Brier Score (IBS) provided an overall calculation of 
the model performance for all available times.[25]

2.6. Feature importance

In order to study the relationship between individual features 
and model performance, we take the contribution of the feature 
to the model discrimination as the feature importance and mea-
sure the contribution by calculating the decrease in the C-index 
caused by sequentially replacing the value of each feature with 
a random value. The greater the decrease in the C-index caused 
by a feature after replacing it with a random value, the greater 
the contribution of this feature to the model.

2.7. Treatment recommendation

The CoxPH model computes a constant recommender 
function and recommends the same treatment option for 
all patients. In contrast, ML methods provide personalized 
treatment recommendations, predicting an individual treat-
ment hazard by computing relevant interaction terms.[17] 
Our study recommends a treatment if predicted survival 
was found to be longer with this treatment than with others. 
After the ML models made personalized treatment recom-
mendations for each patient surgical method and chemo-
therapy choice, we performed a log-rank test to validate the 
difference between patients who aligned with the model rec-
ommended treatment and those who did not experience the 
recommended treatment.

2.8. Statistical analysis

Throughout all clinical data, continuous variables are 
presented as the mean value ± standard deviation (SD). 
Categorical variables are described as frequencies and percent-
ages. The chi-square test and unpaired 2-sided t test were used 
to compare the differences in variables between groups. Data 

Figure 2. The cross-validated deviance plot for the Lasso regression model. The Lasso regression model was fitted with Cox family and evaluated using 5-fold 
cross-validation. The plot provides insights into the performance of the model by displaying the deviance values across different regularization parameter values.
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preprocessing and plot were completed using the R program-
ming language (version 4.1.2). ML models were built using 
the PySurvival package in the Python programming language 
(version 3.6.8).

3. Results

3.1. Basic characteristics

A total of 1136 patients with early-stage (I, II) HCC met our 
inclusion criteria. The baseline information of the patients at 
the time of enrollment is shown in Table 1. Their mean age was 
61.48 ± 9.19 years, and 74.7% were male. The surgery classes 
comprised 718 (63.20%) patients for LR and 418 (36.80%) for 
LT. The mean overall survival (OS) was 49.25 ± 26.34 months in 
the LR group and 61.89 ± 27.30 in the LT group. Receipt of LT 
was significantly in connection with younger age, white ethnicity, 
better grading of the differentiated cells, earlier stage of devel-
opment, having undergone chemotherapy, higher fibrosis score, 
smaller tumor size and greater number of tumors (Table 1).

3.2. Feature selection

Univariate and multivariate Cox regression analyses were 
performed for all data. In addition, LASSO regularization 

Table 2 

Univariate and multivariate Cox regression results.

Characteristic 

Univariate Cox Multivariate Cox

HR 95% CI P value HR 95% CI P value 

Sex   .77   .30
  Female — —  — —  
  Male 1.04 0.82, 1.31  1.14 0.89, 1.45  
Age 1.02 1.01, 1.03 <.001 1.01 0.99, 1.02 .34
Race   .12   .024
  White — —  — —  
  Black 1.33 0.99, 1.79  1.21 0.89, 1.64  
  Other 0.94 0.74, 1.20  0.75 0.58, 0.98  
Marital status   <.001   .008
  Not married — —  — —  
  Married 0.70 0.57, 0.86  0.75 0.60, 0.92  
Ethnicity   .84   .87
  Non-Hispanic — —  — —  
  Hispanic 0.97 0.72, 1.30  0.97 0.72, 1.33  
Grade   <.001   <.001
  Well differentiated — —  — —  
  Moderately differentiated 1.66 1.27, 2.18  1.41 1.07, 1.86  
  Poorly differentiated 2.63 1.91, 3.62  2.10 1.50, 2.93  
  Undifferentiated 2.61 1.05, 6.46  1.52 0.60, 3.84  
SEER stage   .12   .36
  Localized — —  — —  
  Regional 0.77 0.56, 1.08  0.85 0.60, 1.21  
AJCC stage   .007   <.001
  I — —  — —  
  II 1.32 1.08, 1.62  1.57 1.26, 1.96  
Surgery   <.001   <.001
  Hepatic resection/lobectomy — —  — —  
  Hepatectomy with transplant 0.42 0.33, 0.54  0.42 0.31, 0.57  
Radiotherapy   .78   .82
  No — —  — —  
  Yes 1.11 0.55, 2.24  0.92 0.45, 1.87  
Chemotherapy   .082   .78
  No — —  — —  
  Yes 0.80 0.62, 1.04  1.04 0.78, 1.38  
AFP   .002   .10
  Negative or normal — —  — —  
  Positive or elevated 1.39 1.13, 1.72  1.21 0.96, 1.51  
Fibrosis score   .56   .004
  Ishak 0–4 — —  — —  
  Ishak 5–6 0.94 0.76, 1.16  1.42 1.12, 1.79  
Tumor size   <.001   .001
  <3cm — —  — —  
  >=3 and < 5 cm 1.65 1.30, 2.11  1.35 1.04, 1.74  
  >=5 cm 2.16 1.67, 2.79  1.71 1.28, 2.28  
Tumor number 1.23 1.05, 1.45 .017 1.34 1.13, 1.59 .002

AFP = alpha-fetoprotein, CI = confidence interval, HR = hazard ratio.

Table 3 

Performance of each of the 4 models.

 

C-index IBS 

Train Test Test

CoxPH 0.6705 0.6696 0.1481
NMLTR 0.6993 0.6793 0.1390
DeepSurv 0.7387 0.7028 0.1376
RSF 0.7302 0.6890 0.1470

Metrics in train and test dataset are calculated separately.
CoxPH = Cox proportional hazards, IBS = Integrated Brier Score, NMLTR = neural multi-task 
logistic regression, RSF = random survival forest.
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was conducted, identifying 8 variables (Fig. 2): Race, Marital 
status, Grade, AJCC stage, Surgery, AFP, Fibrosis score, and 
Tumor size. As presented in Table  2, ten significant factors 
(race, age, marital status, AJCC stage, grade, surgery, AFP, 
fibrosis score, tumor size, and number of tumors) were initially 
selected by the Cox regression analysis. The 8 variables iden-
tified through LASSO were then combined with the variables 
selected by Cox regression. Chemotherapy was also included, 
due to the significant differences between treatment groups 
(Table  1). Ultimately, after combining the LASSO and Cox 
selected variables, a total of 11 features were included in the 
final model development.

3.3. Model comparisons

Table 3 shows the predictive performance of the ML and CoxPH 
models. In the test dataset, the 3 ML models demonstrated signifi-
cantly better discrimination (P < .01) than the standard CoxPH 
model with C-index values of NMLTR: 0.6793, DeepSurv: 
0.7028, and RSF: 0.6890, while the CoxPH model had a C-index 
of 0.6696. Among the 3 ML models, DeepSurv achieved the high-
est C-index of 0.7028. Figure 3 displays the IBS of the 4 models: 
0.1481 (CoxPH), 0.1390 (NMLTR), 0.1376 (DeepSurv), and 
0.6890 (RSF). The C-index values obtained from the training 
data set and the test set were similar, indicating that the models 
did not suffer from overfitting, with values of CoxPH: 0.6705, 
NMLTR: 0.6993, DeepSurv: 0.7387, and RSF: 0.7302.

3.4. Feature importance

The reduction degree of the C-index caused by feature replace-
ment is expressed as a percentage and is reflected in the figure 
by color. The whiter the color, the more important the feature is. 
For feature importance to each feature, with a more than 0.1% 
loss in C-index when surgery, tumor size, grade, marital status, 
age, fibrosis score, tumor number, and AJCC stage are replaced 
(Fig. 4).

3.5. Treatment recommendation

Since the CoxPH model makes a constant treatment recom-
mendation for all patients, the anti-recommendation group in 

CoxPH refers to patients who received a treatment option with 
a higher risk of death (Fig.  5). Although fixed CoxPH model 
recommendations can also benefit patients (HR: 0.39; 95% CI: 
0.27–0.56; P < .001), personalized treatment recommendations 
based on the ML models achieved higher HR values, with an 
HR of 0.36 (95% CI, 0.25–0.51; P < .001) for NMTLR, 0.34 
(95% CI, 0.24–0.49; P < .001) for DeepSurv, and 0.37 (95% 
CI, 0.26–0.52; P = < 0.001) for RSF. Treatment recommenda-
tions for chemotherapy according to the ML models was asso-
ciated with significantly improved survival for DeepSurv (HR: 
0.57; 95% CI: 0.4–0.82; P = .002) and RSF (HR: 0.66; 95% 
CI: 0.46–0.94; P = .020). No improved survival was seen with 
recommending chemotherapy in CoxPH (HR: 1.47; 95% CI: 
0.99–2.19; P = .08) and NMTLR (HR: 0.80; 95% CI: 0.55–
1.14; P = .202).

4. Discussion
ML algorithms have increasingly conspicuous applications 
within health care, with applications in HCC including the 
prediction of tumor characteristics by biochemical and clini-
cal indicators,[26,27] prediction of postoperative adverse events 
by preoperative features,[28,29] and diagnosis by imaging,[30–32] 
among others. Since standard survival analysis is limited by the 
assumption of a linear combination of covariates, ML is pro-
posed as a novel method for survival analysis. It has been ver-
ified with several real-world sets of data.[17,28,33,34] In this study, 
we trained and internally validated 3 ML models, and demon-
strated the advantages of ML in predicting survival and making 
personalized treatment recommendations in patients with ear-
ly-stage HCC.

Accurate prediction of survival of HCC is not only one of 
the cornerstones of establishing criteria for treatment selection 
but also a necessary condition for personalized treatment rec-
ommendations. We firstly conducted a Cox proportional-haz-
ards regression analysis of 1136 patients with HCC for feature 
selection. The selected features comprised race, age, marital 
status, tumor grade, surgery status, chemotherapy status, AJCC 
stage, AFP, fibrosis score, tumor size, and the number of tumors 
(Table 2). We then developed 3 ML-based models for predicting 
the survival of HCC patients. The evaluation result of the mod-
els is summarized in Table 3. All 3 ML methods outperformed 
the standard method in predicting survival. In addition, we 

Figure 3. Prediction error curve. As a benchmark, a useful model will have a Brier score below 0.25.
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carried out 10-fold cross-validation for comparison of models, 
as well as independent internal validation of the optimal model, 
which maximized the generalization and reliability of models. 
Nowadays, with the increasing application of imaging[35] and 
genetic data[36,37] in the survival prediction of HCC, ML meth-
ods—combined with the increased performance of comput-
ers—are able to fully explore and analyze high-dimensional and 
large-scale data.

Applying deep learning based on survival analysis to clinical 
treatment recommendations was first proposed by Katzman[17] 
in 2018. Its performance advantages over standard methods 
have been demonstrated by several subsequent studies, includ-
ing studies on the treatment of lung cancer[38] and head and neck 
cancer.[39] According to our results, compared with the CoxPH 
model of recommending LT for all patients, the personalized 
surgical recommendations of the ML models resulted in a higher 

Figure 4. Heatmap of feature importance for DeepSurv, neural network multitask logistic regression (N-MLTR) and random survival forest (RSF) models. The 
values are expressed as a percentage reduction in the C-index after the value of a feature has been replaced by random numbers. Higher values suggest that 
a feature is more important in influencing the predictive accuracy of the corresponding deep learning model. C-index = concordance index.
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HR value, which means that patients may survive for longer if 
they receive a recommended treatment. The chemotherapy fac-
tor was not shown to be significant in the CoxPH model, but 
the treatment recommendations of DeepSurv and RSF showed 
significant differences between patients who aligned with the 

recommendation and those who did not. Although LT is a 
highly effective treatment for HCC, physicians must select those 
patients who they believe to have a significant survival advan-
tage following transplantation in order to efficiently utilize a 
limited supply of liver grafts.[6] After so many years of carefully 

Figure 5. Survival outcomes of the treatment recommendations of surgery and chemoradiotherapy in the test dataset. The results are presented for Cox pro-
portional hazards (CoxPH) (A, B), neural network multitask logistic regression (N-MLTR) (C, D), DeepSurv (E, F), and random survival forest (RSF) (G, H) models. 
The panels on the left show the effect of surgery treatment recommended by each of the 4 models, with a higher HR value being achieved by the 3 machine 
learning models. A recommendation benefit is seen for patients receiving the chemotherapy treatment recommended by the DeepSurv and RSF models (F, H) 
on the right panel. CoxPH = Cox proportional hazards.
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revising selection criteria for LR and LT, no conclusions can be 
made in this regard;[6] applying ML to integrate patients’ bio-
chemical, imaging, and genetic information in order to make 
personalized treatment recommendations may be a possible 
solution.

To our knowledge, this is the first study harnessing advanced 
ML techniques to provide individualized treatment suggestions 
for early-stage HCC based on predictive modeling of survival 
outcomes. By capturing complex variable relationships, our 
approach overcomes the limitations of traditional statistical 
methods that rely on linearity assumptions. The framework 
presented allows generating nuanced, patient-specific clinical 
recommendations by integrating various disease features. This 
demonstrates the translational potential of ML for supporting 
personalized treatment decisions in early HCC. The novelty lies 
in the application of modern ML methodology to address an 
important clinical challenge in HCC management.

There are several limitations to our current study. Prediction 
accuracy relies heavily on the quality and completeness of the 
input data. The SEER database may be subject to measurement 
error or missing data, which could introduce bias and affect 
model performance. We did not explicitly account for or impute 
missing values in this analysis. In addition, we have not directly 
evaluated the measurement properties or reliability of variables in 
the SEER dataset. Model accuracy statements pertain specifically 
to prediction on the available SEER data, which may differ from 
accuracy in unseen real-world clinical populations due to data 
limitations. In addition, the model requires external validation in 
other populations before clinical application. Predictor variables 
were limited to those available in the registry data. Incorporating 
omics and imaging data could potentially improve model perfor-
mance. The model does not provide individual risk thresholds to 
guide decision making. Additional work is needed to determine 
how best to integrate model predictions into clinical practice.

5. Conclusions
In conclusion, this study demonstrates the potential of ML mod-
els to predict survival and guide personalized treatment deci-
sions in early-stage HCC. Our models outperformed traditional 
Cox regression analysis. By capturing nonlinear effects, they 
provide nuanced, individualized treatment suggestions. Further 
validation and incorporation of emerging data modalities may 
enhance model performance. This illustrates the promise of 
advanced analytics to aid clinical decision-making in early HCC 
through personalized predictive modeling.
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