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Abstract
Applying machine-based learning and synthetic cognition, commonly referred to as artificial intelli-
gence (AI), to medicine intimates prescient knowledge. The ability of these algorithms to potentially
unlock secrets held within vast data sets makes them invaluable to healthcare. Complex computer
algorithms are routinely used to enhance diagnoses in fields like oncology, cardiology, and neurology.
These algorithmshave foundutility inmaking healthcare decisions that areoften complicatedby seem-
ingly endless relationships between exogenous and endogenous variables. They have also found utility
in the allocation of limited healthcare resources and the management of end-of-life issues. With the
increase in computing power and the ability to test a virtually unlimited number of relationships, sci-
entists andengineers have theunprecedentedability to increase theprognostic confidence that comes
from complex data analysis.While these systems present exciting opportunities for the democratiza-
tion and precision of healthcare, their use raises important moral and ethical considerations around
Christian conceptsof autonomyandhope.Thepurposeof this essay is toexplore someof thepractical
limitations associated with AI in medicine and discuss some of the potential theological implications
that machine-generated diagnoses may present. Specifically, this article examines how these systems
may disrupt the patient and healthcare provider relationship emblematic of Christ’s healing mission.
Finally, this article seeks to offer insights that might help in the development of a more robust ethical
framework for the application of these systems in the future.
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Introduction

The use of artificially intelligent systems to
generate diagnostic data within healthcare is
accelerating at a rate commensurate with the
global technological revolution. While these
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systems present exciting opportunities for the
democratization and precision of healthcare,
their use raises important moral and ethical
considerations around Christian ideas of
autonomy and hope. This essay considers
some of the basic concepts behind the use of
artificial intelligence (AI) in medicine and
how reliance on machines to make our most
fundamental decisions about life and death
may conflict with Christian virtues.
Specifically, this essay will consider whether
machine-based diagnoses have the potential
to interfere with the virtue of hope that is
both central to the Christian faith and is asso-
ciated with positive clinical outcomes.

Christians understand that hope ismore than
a coping mechanism. It is a motive force,
empowered by grace, which leads us to the
physical presence of God. The humble medie-
val monk and principal architect of modern
Catholic theology, St. ThomasAquinas, under-
stood the tangibility of hope by connecting it to
a future good (Aquinas 1966, II-II Q17, a1).
That is, hope becomes revelatory by leading
us to new realities. It is the basis of prayer
and central to the fulfillment of Christ’s
promise. It is in this regard that Christians
understand that divine intercession ismost pro-
foundly recognized in the physical altering of
our realities.

The confrontation with one’s mortality in
times of illness brings hope into sharp focus.
Difficult diagnoses depend on hope to cope
with uncertainty by replacing despair with
the possibility of a future good. In this
regard, hope uniquely attaches itself to crea-
tion by opening the door to the agency of the
Holy Spirit. Healthcare must always be con-
cerned with preserving the gift of hope and
its power to alter spiritual and physical out-
comes. In this regard, the inexorability of
modern medicine places a burden on the mag-
isterium to ensure that technologies like AI do
not abrogate the foundations of hope and limit
God’s participation in the outcome.

To illustrate this point, we can consider the
hypothetical situation of an eighty-five-year-old
grandfather who is rushed to the emergency
department for chest pain. After a diagnostic

workup that only included an electrocardiogram,
the family meets with the attending physician.
She tells them that their grandfather is resting
comfortably and should be able to go home
later in the day. She also tells the family that
their grandfather is extremely sick and has a
high probability of dying within the next two
years and that this prognosis limits further inter-
vention. The doctor recommends palliative care
and at some point, when the symptoms become
worse, the family should consider hospice care.
This news stuns the family because until this
event their grandfather was the epitome of
health. He exercised regularly, ate a healthy
diet, and was free of bad behavioral habits. As
the family struggles to process the news, they
also wonder how the physician can be so sure
of the prognosis.

When the grandfather presented to the
emergency department, his age and health
history, demographic profile, socioeconomic
status, and other related data were accessed
by the hospital’s electronic health record
(EHR) system. A computer algorithm com-
bined these data with the recent diagnostic
data related to the patient’s complaint of
chest pain to create a synthetic prognosis
based on a statistical comparison to others
who are similarly matched. Based on these
data, the healthcare system made a decision
that additional therapies would neither sig-
nificantly enhance nor prolong the patient’s
life.

While this scenario may seem futuristic,
complex computer algorithms are routinely
used to enhance diagnoses in fields like oncol-
ogy, cardiology, and neurology. These algo-
rithms have found utility in making healthcare
decisions that are often complicated by seem-
ingly endless relationships between exogenous
and endogenous variables. They have also
found utility in the allocation of limited health-
care resources and the management of
end-of-life issues. Like other healthcare technol-
ogies such as genetic sequencing, complex com-
puter algorithms present difficult moral
dilemmas including the potential for the
removal of hope which has been associated
with poor outcomes.
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The purpose of this essay is to first explore
the limitations associated with AI in medicine
and some of the ethical and moral implications
these systems can present. Second, the essay
will consider how these technologies can neg-
atively affect patient autonomy and hope and
compromise Christian concepts of the missio-
logical significance of caring for the sick.
Finally, I will consider a few guiding princi-
ples that may help us to develop a more
robust ethical framework for the application
of these systems in the future.

A Brief Background on
Machine-Based Learning

Machine-based learning belongs to a form of
computer architecture termed artificial intelli-
gence (AI) and encompasses everything from
relational computing to neural networks
(Ngiam and Khor 2019, 262–73). AI is often
poorly defined and frequently casually
applied to any computer program that is
capable of aggregating large amounts of data
and is programmed to examine complex and
often imperceptible relationships within dispa-
rate data sets to implicate an outcome (Wang
2019, 1–37). Terms such as “machine learn-
ing”, “synthetic cognition”, “robotics”, “aug-
mented reality”, and “expert systems” are
frequently amalgamated into the broader defi-
nition of AI and often used as synonyms
(Monett and Lewis 2018, 212–14). The differ-
ence between conventional computing, such
as adding rows of numbers in a spreadsheet,
and AI algorithms is that the latter retains a
“knowledge” of past relationships and
applies that knowledge to subsequent data
analyses. For example, an observed analysis
might assume that a Tanzanian zebra popula-
tion is generally equally distributed between
males and females, yet year over year that
ratio varies slightly. A deep learning algorithm
(DLA) might reveal the relationship between
zebra gender ratios and the total amount of
snowfall on Mount Kilimanjaro which is
affected by atmospheric carbon dioxide. The
yearly run-off causes slight alterations in the

phytoestrogen levels in the local grasses.
Therefore, a heavier snowfall than normal on
Kilimanjaro favors female fouls. An analysis
and predictive conclusion that might
consume the entire career of a field biologist
can be greatly accelerated using multitudinous
simulations at speeds and accuracy that signif-
icantly exceed human capabilities to do the
same.

Can machines really think? There are many
types of machine-based learning systems that
range from semi-autonomous systems that
“learn” by applying identified relationships
to new data—all stoplights are red, therefore
a red light may be a stoplight—to completely
autonomous systems that can seek out data
independently (p. 214). This essay will focus
on a form of AI called a deep learning algo-
rithm (DLA). These systems, also sometimes
called neural networks, are intended to, at
one level, mimic the way the human brain
looks for relationships within a given set of
data (observations) by applying experience
to the analysis of new and additional data
sets (prediction). Complex abstractions
follow a series of simpler abstractions result-
ing in a hierarchical set of relationships that
can be applied to new and expanding data
sets (Najafabadi et al. 2015, 1–21). For sim-
plicity, I will refer to this process as “synthetic
cognition”; a system that attempts to replicate
the way the human mind relies on relatedness
within a body of learned experience to create
an inference. As the machine stores a greater
body of experience it can more confidently
predict an outcome. What separates a DLA
from conventional computational algorithms
is that these systems do not necessarily
require the data to be structured like the rows
and columns found in a spreadsheet. DLAs
can process very large, seemingly unrelated,
and nonlinear data sets to examine potential
relationships (p. 6). Moreover, these systems
are highly scalable and are only limited in
their ability to test relationships by available
computing power.

In their simplest form computers are
machines that automate complex computa-
tional tasks. They perform these tasks in a
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similar way that humans perform tasks. A
complex set of numbers in a spreadsheet, for
example, can be quickly reduced to means,
medians, standard deviations, and other distri-
butions far faster than doing the same calcula-
tions manually although the logic is the same.
Tasks that might take humans hours or even
days to complete depending on the number
of entries can be done in seconds by the com-
puter. Even the most inexpensive laptop is a
marvel of computer processing power, but
the conventional computer is not “aware”
when data may be suspicious. A table listing
the ages of children in kindergarten shows 5,
5, 6, 5, 5, 6, 5, 15, and 5. The computer
would not immediately recognize the entry
“15” as potentially incorrect without addi-
tional programming, whereas the teacher, or
any human reviewer of the data, would imme-
diately see that the entry requires further
analysis.

DLAs take computational tasks a step
further by repeatedly testing the data for rela-
tionships. In the example above, a DLA
could be programmed to examine the age of
every kindergarten student in the United
States. Based on this acquired knowledge,
the computer would likely reject the entry of
fifteen years because 15 lies too far from the
mean. However, some human minds might
still create an imaginary situation of a
fifteen-year-old kindergarten student thus
illustrating the central difference between syn-
thetic cognition and the human mind: human
cognition begins and ends with imagination.

The strength of the relationships is mea-
sured (outcomes) and weighted (probability)
and applied to subsequent analyses.
Consequently, the more data that is available
the more thoroughly the strength of the rela-
tionship can be tested and assessed.
Relationships are established based on an
assigned probability that within similar condi-
tions the relationship will be repeated. In a
standard coin flip scenario, for example, it is
understood that each flip has the same proba-
bility of landing heads or tails. However,
when the coin can be virtually flipped a
billion or more times using simulated

conditions such as the metallurgical composi-
tion of the coin, the minute differences in the
weight distribution or density of the coin, aero-
dynamics, humidity, and other factors that
influence the coin’s behavior as it flies in the
air and bounces to a landing, the model may
be able to predict how the coin will land
with greater precision. The greatly expanded
set of data and analysis provides the opportu-
nity to test for relationships that go far
beyond what is assumed and well beyond
what could be tested in a conventional labora-
tory setting. If enough data on the relation-
ships that precondition an event can be
captured, then it would be possible to predict
the outcome of the coin flip with reasonable
certainty. This is of course because a coin
flip is not a random event but is governed by
the laws of physics (Mukherjee 2020).

The veracity of machine-based analyses is
determined by their statistical significance.
There are many ways to measure the strength
of the relationship between events. The “cer-
tainty” that comes from the relationship
between the predictive factors and the
outcome is a statistical probability. One
main difference between the classical statisti-
cal analysis and the statistical analyses used
in DLAs is the first is inferential and the
latter implicative (Azzolina et al. 2019, 1–
14). That is, classical statistical analysis is
rule-based and descriptive of data including
distributions, means, standard deviations,
etc. Deep learning statistical models are not
rule-based per se and can adjust the rules
by applying prior relationships to new prob-
lems. For example, a DLA can help the der-
matologist to identify the nature of a
suspicious mole by aggregating the learned
experience from a global database of mela-
nomas and their associated outcomes
(Rajula et al. 2020, 1–10).

This essay is not intended to be an exhaus-
tive examination of the statistics used in
medical research. There are too many statisti-
cal tools that cannot be adequately discussed
in such a brief summary. However, a couple
of concepts are used to briefly illustrate how
machines can arrive at conclusions and how
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healthcare providers may rely on that informa-
tion to make certain medical decisions.

When approaching the challenge of deter-
mining the strength of a relationship between
events, statistics can describe the probability
of an outcome, which is the difference
between the expectation and the occurrence.
Going back to the coin flip example, we
accept that the probability of a single coin
flip is fifty-fifty. The expectation is half the
time the coin will land tails down and is condi-
tioned upon experience. Consequently, the
distribution curve or what is commonly
referred to as a bell curve for the probability
of a coin flipped one hundred times is
sharply delineated. In contrast, a dart thrown
at the bullseye on a dartboard will have a
wider distribution. The shape of the bell
curve defines the probability of an outcome.
A narrow bell curve suggests that most
events will occur at or near the mean; action
A will almost always produce result B. A
wide bell curve indicates a greater distribution
and therefore results in less confidence in the
mean; action A may result in B some percent-
age of the time.

Another frequently used statistical tool is
the receiver operating characteristic (ROC)
curve (Polo and Miot 2020, 1–4). A ROC
curve is a form of statistical prediction that is
based on a known result. ROC curves were
originally developed by British radar operators
during the Second World War as a means of
increasing confidence in reflected radar
signals by statistically eliminating false posi-
tives (Green and Swets 1966). If the radar oper-
ator knowsgenerallywhere the plane is coming
from, then they could compare the strength and
duration of the predicted radar signal with the
actual signal. For example, a plane over the
English Channel would exhibit a certain rela-
tionship to radar intensity as it approached the
coastline. Similarly, a weaker signal from the
Hebrides could be disregarded as an artifact
from a large albatross. The closer the “blip”
was to its calculated values, the greater the con-
fidence a radar operator could have in the
signal. With more data collected an artifact
blip that turned out to be a real threat or vice

versa, operators could adjust their assumptions
to achieve greater confidence (sensitivity) in
the relationship between predicted and actual
values (specificity). When enough data (expe-
rience) has been compiled, the ROC curve
can be used to establish a cut-off point that
can discriminate between a false positive and
false negative.

ROC curves are particularly useful in med-
icine in distinguishing between true and false
outcomes. Medical science relies on the sensi-
tivity and specificity of data to establish cutoff
points for a variety of tests. Pregnancy test
strips, for example, assess the presence and
concentration of human chorionic gonadotro-
pin (hCG) in themother’s urine by discriminat-
ing between the upper and lower ranges during
pregnancy (Kariman et al. 2011, 415–19).
Oncological radiology can benefit from ROC
curves by evaluating the radiographic appear-
ance of a tumor to assess its malignancy
(Rajula et al. 2020, 1–10). Vaccines can be
titrated for seropositive results in large and
diverse populations to measure efficacy
sooner than what would be possible in large
longitudinal studies (Yu et al. 2018, 2692–
700). As the cutoff criteria narrow, the sensitiv-
ity increases while the specificity decreases,
and vice versa (Polo and Miot 2020, 2).
Going back to the radar example above, the
greater the confidence in the quality of the
blip, less needs to be known about the condi-
tions that caused it.

Many statistical tools can be used to esti-
mate the conditions (relationships) that lead
to disease (events) while at the same time
predicting which therapies are most likely
to be effective (outcomes). DLAs exponen-
tially expand the utility of predictive statis-
tics by looking for relationships within
massively diverse data sets that would be
difficult to manage using traditional compu-
tational tools. DLAs can be used to effi-
ciently test the strength of relationships in
the data against outcomes and repeat the
process ad infinitum in search of medical
certainty.

For these reasons,DLAshave beenmetwith
wide enthusiasm because of their ability to
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unlock secrets held within complex data sets.
Moreover, these systems are accepted by the
general population because they can address
the 4Ps of medicine, predictive, preventive,
personalized, and participatory (Briganti and
Le Moine 2020, 1–6).

With the increase in computing power and
the ability to test a virtually unlimited number
of relationships, scientists and engineers have
the unprecedented ability to increase the prog-
nostic confidence that comes from complex
data analysis (Choi et al. 2020, 1–10). DLAs
are transforming healthcare in multiple ways
including accelerating the diagnosis, enhanc-
ing the precision of the diagnosis, and increas-
ing the reliability of the diagnosis (p. 5). DLAs
have also been used to ration healthcare
resources and improve healthcare economics
in end-of-life and palliative care situations
(Avati et al. 2018, 56–64). Each of these appli-
cations can positively enhance the delivery of
healthcare, but they also present certain moral
and ethical considerations.

Three principal characteristics of DLA
systems applied to healthcare decision
making will be considered. These include the
so-called “black-box” conundrum, program-
ming bias, and “complacency syndrome.”

The term “black-box” refers to a computer
system that provides output without the knowl-
edge of how the output was derived (Price
2018). Healthcare providers may understand
the data supplied to and processed by the
DLA but may not be able to assess the validity
of the decision-making process because of a
lack of understanding of how the algorithm
operates. DLAs benefit from massive
amounts of data that allow machines to make
a prediction, but because of the amount of
data that is typically processed, and the
methods employed to test relationships within
the data, physicians and healthcare providers
are often unable to reasonably explain how
certain relationships and dependencies were
adjudicated by the DLA. These issues lead to
a layered problem for healthcare delivery.
Doctors or other healthcare providers may not
understand why an algorithm made a certain
decision yet stillmust explain it to their patients

or colleagues (Woodcock et al. 2021, 1–20).
The second, and more pernicious conflict
arises when certain DLA outcomes are at
odds with a healthcare provider’s intuition
and experience putting a DLA in conflict with
the conscious mind (Vogel 2018, 998–99).

Many people rely comfortably on data
outputs from systems they do not understand.
An indicator on the dashboard informs the
driver the air pressure is low in one of the car’s
tires.Amobile phone indicates that rain is immi-
nent, and so on. In one sense, an argumentmight
bemade that likemostofus,healthcareproviders
do not need to understand the inner workings of
complex algorithms provided the output is reli-
able. However, unlike algorithms that automate
daily tasks, the physician is often required to
act in proxy (Fridman et al. 2019, 1335–43). A
DLA-derived decision suggesting that the
biopsy of a solid tumor is not necessary is
based on a comparison to thousands of similar
images, may be at odds with a physician who
has seen far fewer imagesbut intuitivelyhas con-
cerns about its appearance based on a single bad
experience (Vogel 2018, 998). Moreover, if it
were a lesion on the physician’s body, might
he or she biopsy it just to be sure?

In 2015, researchers at Mount Sinai
Hospital applied a highly complex algorithm
to seventy thousand EHRs to establish a corre-
lation between sleep disorders and schizophre-
nia. The authors found a significant correlation
in a notoriously difficult disease to diagnose,
yet one of the principal authors was unable
to explain why the algorithm was successful
(Miotto et al. 2016, 1–10). How can a doctor
inform a patient about the onset of a devastat-
ing disease when they do not understand how
the diagnosis was determined?

While society is beginning to encounter the
opacity of synthetic cognition such as the way
credit scores are assessed (Rice and Swesnik
2013, 950), or how IRS looks for tax cheats
(Rubin 2020), it is clear that these systems
are prone to error and misidentification based
on incorrect data or assumptions. While
errors in credit scores and taxes can be remedi-
ated—albeit often painfully—errors in medi-
cine may not be so easily addressed.
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Having considered some of the implica-
tions of “black-box” algorithms, attention
must turn to their programming. The potential
for statistical and social bias remains one of the
significant limitations to the use of synthetic
cognition in medicine (Norori et al. 2021, 1–
9). Statistical bias occurs when a data set
does not represent the true distribution of a
population causing the algorithm to produce
a result that differs from the true estimate.
There have been numerous reports of algo-
rithms that discriminate against vulnerable
groups in the same fields in which DLAs
have shown promising results in other popula-
tions (Norori et al. 2021, 1–9).

DLAs rely on existing data sets. They
cannot make their own data per se. Data
accessed by these systems may come from
large clinical trials, epidemiological studies,
results from morbidity and mortality commit-
tees, hospital and network outcomes, case
reports, etc. Each source of data is weighted
according to the method by which it was col-
lected and analyzed. Data sets are frequently
developed with a set of rules called a protocol.
DLAs can neither assess the process by which
the data were collected, nor can they indepen-
dently assess the relative strength of the data
that may influence its veracity (Wang,
Casalino and Khullar 2018, 293–94).

Biases can be introduced in a variety of
ways (Parikh, Teeple and Navathe 2019,
2377–378). Under sampling of data is a
common form of biasing and can skew distri-
butions. Minority populations are often under-
represented in clinical trials. For example, the
study of genomics is compromised when data
from African American women and other
minorities are underrepresented (McCarthy
et al. 2016, 2610–8). The Framingham Heart
Study collected data from a predominantly
white, non-Hispanic population. When results
are applied to other ethnic groups the outcomes
are less reliable due to genomic and social dif-
ferences not accounted for in the study
(Gijsberts et al. 2015, 1–13). Sex and gender
bias remains a problem in medical research.
Women are often underrepresented in clinical
studies, and their different physiologies are

often confounding to data developed in pre-
dominantly male populations (Tower 2017,
735–47). These differences can, for example,
confound the understanding of differing drug
interactions between male and female patients
(Simon 2005, 1557). Similarly, harmful vari-
ants in the BReast CAncer (BRCA) 1 and 2
genes can be an indicator of early onset breast
cancer in bothwomen andmen, yet the prepon-
derance of data on the BRCA genes has come
from large longitudinal studies conducted on
women (Cancer Treatment Centers of
America 2017). Consequently, the role of var-
iants in BRCA genes in men is not as well
understood (Liede, Karlan and Narod 2004,
735–42). This potential for bias undermines
the utility of DLAs in predictive medicine
and can often mislead physicians on establish-
ing causative relationships (Maddox,
Rumsfeld and Payne 2018, 31–32).

Retrospective inference is the process
human beings go through to understand and
apply existing data to a new problem. The col-
lective experience of the past leads to fixed
beliefs about the future. Smoking leads to
lung disease and cancer ergo a patient who
develops a new habit of smoking is likely to
die from related causes. A high-fat diet ele-
vates cholesterol and leads to coronary artery
disease, and so on. The problem is that these
rules do not always apply. There will be
some smokers who escape lung disease and
some fast-food aficionados who dodge heart
disease. Consequently, the ongoing relevancy
of these relationships needs to be constantly
updated with new data. In this instance, one
might argue that machine-based algorithms
are perfect for this task. They can look at
exceptional data and find new relationships
that might explain the unpredicted result
such as a genetic or environmental compo-
nent, yet these machines remain at the mercy
of available data and, despite some arguments
to the contrary (Johnson-Laird 1993, 14), are
unable to think prospectively in the way a
human ideates (Awad et al. 2018, 59–64).
Finally, a derivative challenge of retrospective
inference is the potential for new data that may
confound the starting assumption. To use the
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smoker example above, if the chemical com-
position of a cigarette today is different than
it was twenty years ago, then the algorithm
must have the ability to account for these
types of changes for the output to be reliable.
Consequently, for a DLA to behave adap-
tively, it must constantly be updated with
new data (FitzGerald et al. 2020, 2).

Finally, it must be understood that DLAs
and other machine-based systems are often
employed not just as diagnostic tools but are
used in the context of managing resource allo-
cation in large healthcare networks. What
cannot be known to the physician or patient is
whether the system has been programmed for
purposes other than diagnostic reasons.
Certain algorithms may be developed as a risk-
based decisionmodel that includes a secondary
analysis of the financial impact on the system.
A healthcare system may want to understand
the financial implications if a patient remains
in-network when more aggressive therapy is
necessary (Goodarzian et al. 2021, 761–825).

One of the promises of synthetic cognition in
healthcare is the avoidance of biases. Yet, the
algorithms that establish the backbone of these
systems are only as good as the humans that pro-
grammed them and the intent for which they are
built. Once the algorithm is running, it has few
options to self-adjust for bias on its own
(Gianfrancesco et al. 2018, 1544–47).

The increasing reliance on machines that
utilize complex algorithmic calculations of
varying opacity can lead to an even more peril-
ous problem of complacency. This comes from
habits and behaviors that are formed from situ-
ations that exhibit reliable patterns. We antici-
pate the shower water to be the same
temperature each morning and are surprised
when it is not hot. The sense of security that
comes from complacency can delay responses
to pandemics (Kotsimbos and McCormack
2007, 432–35) or delay definitive therapy
(Baird 2014, 7–10). Machines and computers,
whose logic is often opaque to the human
mind, are particularly susceptible to compla-
cency syndrome (Parasuraman and Manzey
2010, 381–410). Automation complacency syn-
drome occurs when physicians or other

healthcare providers become dependent on pre-
dictive algorithms and has been linked to fatal
errors (Merritt et al. 2019).

In a study that evaluated the inter-operator
variability of cardiologists and non-
cardiologists to assess the validity of an electro-
cardiogramwhen the automated diagnosis was
purposely in error, interpretation accuracies
achieved by both readers dropped by 43
percent and 59 percent, respectively (p <
0.001) meaning that half the time the operator
accepted the automated diagnosis without
question (Bond et al. 2018, 6–11). Healthcare
providers are bombarded with data in increas-
ingly busypractices.Machine-based diagnoses
can interfere with human intuition and experi-
ence and may lead to suboptimal outcomes
(Challen et al. 2019, 231–37).

It is human nature to accept what the com-
puter tells us. Humans become dependent on
the data andmay rely on a set of interpretations
without questioning its merits. The light on the
dashboard indicates a problemwith the car, the
mobile phone indicates the food is on the way,
and so on. We do not question the car’s sensor
any more than we question the location of the
scooter on which our food is carried. The reli-
ance on complex, black-box-derived diagnos-
tic data can lead to medical errors and raises
important questions about patient safety as
these systems become more ubiquitous in
medicine (Challen et al. 2019, 231–37).

These limitations are not to suggest that
machines and DLAs should not have a role
in medicine nor should it be suggested that
these technologies have not greatly contrib-
uted to the collective understanding of effec-
tively diagnosing and treating disease. The
use of complex computing algorithms to
granularize large data sets to a point where
disease can be understood at a molecular
level represents an important development in
healthcare. The ability to understand the
genetic and environmental origins of disease
and the potential to correct disease according
to the same fundamentals represents a
quantum leap in the precision and democra-
tization of healthcare. The next breakthroughs
in medicine are believed to be a direct result of
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complex data analysis facilitated by AI
(Noorbakhsh-Sabet et al. 2019, 795–801).
Machine-based learning impacts the practice
of medicine in three ways. Clinicians have
access to faster and more complete diagnoses
including increased accuracy of image inter-
pretation and genomic data. Health systems
benefit by improving workflow, reducing
medical errors, and costs. Patients are increas-
ingly able to access and evaluate personal data
to promote personal health. The societal bene-
fits of these systems are less clear, but there is
broad anticipation that these systems will ulti-
mately reduce the overall cost of healthcare
while improving access and quality
(Accenture 2020).

Preserving Patient Autonomy
and Hope with Machine-Based
Diagnoses

With these exciting breakthroughs come
important ethical considerations about the
use of machine-based learning systems in the
delivery of healthcare. Of the many concerns
is the impact the use of synthetic cognition
may have on the course of the disease
through the mitigation of human inference.
Specifically, machine-based diagnoses and
data-driven prognoses absent of human
emotion, intuition, or compassion may
adversely affect a patient’s physical and psy-
chological health by mitigating patient auton-
omy and hope.

In their landmark book, Principles of
Biomedical Ethics, Beauchamp and Childress
identify four imperatives to guide ethical deci-
sion making in healthcare (Beauchamp and
Childress 2013). Among these is the principle
of autonomy (p. 101). Is the patient, or their
duly authorized agent, able to exercise their
free will in a medical directive? It is reasonable
to ask if DLA-driven healthcare directives
work for or against patient autonomy. Asked
a different way, can DLAs act in the best inter-
ests of patient autonomy?

It can be argued that the principle of auton-
omy is the single most important consideration

in healthcare, yet what constitutes autonomy is
more difficult to define. The clarion call “my
body, my choice” has been loudly chanted at
both pro-choice and anti-vaccination rallies.
In this sense, autonomy might be construed
to mean the individual gets to decide what is
the best course of action based on a particular
moral framework or life view. A Jehovah’s
Witness forgoes a blood transfusion knowing
that without donor blood there is an increased
risk of death. A cancer patient may choose not
to have chemotherapy to stay the course of the
disease. A patient may elect to defer definitive
therapy until the disease or symptoms become
worse. In western cultures like the United
States, which put autonomy above all else, it
is tempting to view autonomous decision
making as sacrosanct yet seemingly isolated
decisions can reverberate through the frame-
work of biomedical ethics. Abortion and
euthanasia are two primary examples.1

The risk to patient autonomy when diag-
noses are made wholly or partially by a com-
puter algorithm is not well understood. Take,
for example, the application of DLAs to
mental health screening (Xie et al. 2020, 1–
10). At what point does the machine-based
diagnosis override the patient’s preference?
Are the keys to the automobile taken from
grandpa long before he loses the ability to
safely operate his vehicle because of a predic-
tive algorithm? A DLA-driven diagnosis sug-
gests that a coronary intervention will be
most efficacious at a predetermined point in
the course of the disease, but the patient
elects to delay treatment. Waiting will increase
the risk–benefit calculation. At what point is
the patient denied intervention because they
elected to wait? Decisions that have been tradi-
tionally left to the individual, their families, and
healthcare providers are now being encroached
on by machines that can presumably provide a
more certain prognosis. In the future, DLAs
may be used to assess whether a salvageable
patient in an ICU can be sacrificed because of
an influx of infectious disease patients antici-
pated from a recent pandemic (Arabi et al.
2021, 282–91). DLAs not only have the poten-
tial to diminish autonomy, but potentially
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dehumanize medicine altogether by excluding
the healthcare provider from difficult moral
decisions by placing the burden on the
machine.

The potential of machines to dehumanize
medicine not only threatens patient autonomy
but they can disrupt hope when it is needed
most. Medical science uniquely reveals the
spiritual and physical realities of hope not
just as a prayerful abstraction, but its presence
or loss can profoundly affect physical and
mental health (Morey et al. 2015, 13–17).
Depressive disorders have been linked to ele-
vated biomarkers for inflammatory disease
(Gałecki and Talarowska 2018, 437–47).
Increased mental stress levels have been impli-
cated in the onset and progression of myocar-
dial disease (Hammadah et al. 2018, 90–97;
Vaccarino et al. 2021, 74–82). Indeed, the
abject loss of hope in the acute hospital
setting is an independent predictor of mortality
(Gruber and Schwanda 2021, 53; Reichardt
et al. 2019, 477–85). These studies and many
others make an important connection
between loss of hope leading to despair as
being positively correlated with inflammation,
morbidity, and mortality.

What about the opposite; can health be pos-
itively influenced by the presence of hope such
as through the attenuation of inflammatory
processes? Many studies suggest that the emo-
tional holdfast of hope can improve a patient’s
quality of life even in terminal disease pro-
cesses. A few studies even suggest that a pos-
itive mental attitude which is derivative of
hope can reverse inflammation and attenuate
biomarkers associated with stress (DuBois
et al. 2012, 303–18). Researchers from the
United Kingdom conducted a systematic
review of the literature and concluded, with
some reservations, that spirituality and reli-
gious identity is positively correlated with sur-
vival (Chida, Steptoe and Powell 2009, 81–
90). More recent studies have shown a positive
correlation between attenuation of biomarkers
for inflammation and religiosity (Shattuck and
Muehlenbein 2018, 1035–54).

A cautionary step must be taken at this
juncture. There is no direct evidence that a

positive mental framework and the hopeful-
ness that follows through prayer and other
spiritual exercises are necessarily curative,
but it is interesting to ponder the idea that
some diseases may be overcome with a
certain mindset. Christians may view these
as miracles. Nevertheless, the evidence
seems compelling that reducing stress, provid-
ing hope, with or without spiritual interven-
tions, can reduce certain inflammatory
responses and improve overall health suggest-
ing that hopefulness is integral to health. In
this regard, it might be possible to think of
some miracles as self-actualizing.

Of equal importance is the recognition that
despair may come from any diagnosis, syn-
thetic or not, leaving one to ask the question
about the importance of how such information
is communicated? There have been several
studies on the way physicians deliver news
to their patients can affect the psychological
profile and the degree of hopefulness for
relief and recovery (Choe et al. 2019, 1–19;
Newell and Jordan 2015, 76–87). In this, we
understand that physicians and healthcare pro-
viders can play a crucial role in how the patient
will confront disease and the associated
therapy. Positive encouragement during treat-
ment can enhance patient health and well-
being. A powerful mediator of hope in the
healthcare system comes from the patient-
physician interface which raises an important
moral question, is it right for the physician to
offer false hope if the intention is to improve
the patient’s outlook? Could false optimism
have a beneficial placebo effect? While the
answers to these questions may be beyond
the scope of this essay, a more topical question
is whether black-box diagnoses restrict the
ability of the physician to offer hope? If it is
believed that a machine-based diagnosis is
less ambiguous how does that change the obli-
gations of the physician to the patient?

This question has less to do with what infor-
mation is communicated, and more to do with
the compassion that must accompany the diag-
nosis. A doctor rarely begins a conversation
with an elderly patient who recently suffered a
hip fracture that they have a 10 percent chance
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of dying from a fatal blood clot or starts a con-
versation with a cancer patient by telling them
they only have months to live. Hope becomes
the figurative glue that holds the physician-
patient relationship together. Nicholas
Christakis offers that even in the light of
certain prognoses, physicians often rely on the
uncertainty of the future as a means of preserv-
ing the relationship (Christakis 1999, 130).

Offering a devastating diagnosis is an
incredibly difficult task, but compassion
must always be offered as a part of the
healing mission. Catholic physicians and phy-
sicians of faith may find ways to offer hope
that go beyond the physical situation.
Christians and other faithful that find power
and consolation in prayer are likely to have a
positive impact on the course of their disease
(Shattuck and Muehlenbein 2018, 1035–54).
Unfortunately, too often it is becoming an
occurrence that the physician will deliver the
bad news to the patient and leave the hospital
chaplain or others to pick up the pieces.
Training often fails physicians in their skills
to deliver bad news to their patients
(Monden, Gentry and Cox 2016, 101–102).
Moreover, many of the protocols used to
deliver bad news such as SPIKES,2 pay little
attention to the gift of hope. “[P]hysicians
should be prepared, find out what the patient
already knows, convey some measure of
hope, allow for emotional expression and
questions” (p. 102). The source of the diagnos-
tic information, even one believed to be unim-
peachable, does not relieve the physician from
the obligation of offering compassion in the
form of hope.

A further deepening of the importance of
maintaining hope in medicine is evidenced in
the nature of the patient-physician relationship
which is more than transactional. In his book,
Birth of a Clinic, Michael Foucault intimates a
metaphysical component to medicine that
moves the relationship beyond individual
gain or loss.

For us, the human body defines, by natural
right, the space of origin and of distribution of
disease: a space whose lines, volumes, surfaces,

and routes are laid down, in accordance with a
now familiar geometry, by the anatomical atlas.
But this order of the solid, visible body is only
one way—in all likelihood neither the first, nor
the most fundamental—in which one spatializes
disease. (Foucault 1973, 3)

The human spirit brings a dimension to
healthcare that machines cannot. Moreover,
the metaphysical concepts of life and death,
loss of hope, and eternal life do not belong
exclusively to the religious. Secular ideas of
the relationship between the sacred and the
profane articulated by Taylor (2007),
Somerville (2006), and others argue that a
part of the human condition is an innate
desire to transcend the obvious and ordinary
and may be thought of as hope in the abstract.
Despite our increasingly mechanistic ways—
or what Taylor calls the “loss of enchant-
ment”—humanity possesses an eternally opti-
mistic bond with forces unseen. For some, this
kind of relationship with the unknown is a
form of Pascal’s Wager,3 exercising a latent
transcendent connection that often causes non-
believers to turn to prayer in times of crisis as a
part of a “no-lose” strategy (Siegler 1975,
853–57). In the end, conceptualities of immor-
tality become a powerful coping mechanism
for many facing death including atheists
(Heflick and Goldenberg 2012, 385–92).

For Christians, the concept of hope and
immortality is more tangible. The basis for
Christian hope is found in God’s promise of
life (Benedict XVI 2007, 4). It is a personal
promise that portends to a better future in com-
panionship with the Creator. Along with the
other virtues of faith and charity (love), hope
offered in the promise of the risen Christ is
the bedrock of faith (Jn 3:15). It offers
succor in times of despair by connecting us
with the future good through prayer and
intercession.

Indeed, the core of Christ’s earthly ministry
was the demonstration and restoration of hope,
not just hope in an afterlife but in the hope that
Christ would bring relief and comfort to our
immediate circumstances (Mk 5:34). One
cannot read the Gospel without understanding
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the importance and centrality of Jesus’ healing
mission potentiated by hope. From the
example of Christ comes the Church’s under-
standing of medicine (Love 2008, 225–38).
Although the inner compulsion to relieve suf-
fering and bring healing predates Christ’s
actions, Christians understand these actions,
modeled by Christ, as outward signs of
Christian virtue, but can these actions carried
out by human hands be viewed as a manifesta-
tion of a creative agency that comes from
shared divinity? Asked differently, can
human actions alter a medical outcome in
ways similar to Christ?

Christian theologians understand hope as a
contingent component of creation. Aquinas
offers that hope is a tangible extension of our
created endowment. “[It] is a movement of
the appetitive faculty, since its object is a
good” (Aquinas 1966 II-II Q18 a1). In this,
Aquinas animates the concept of hope as a
force that propels the soul toward God and
away from despair. In contrast, despair, the
opposite of hope, draws us away from the
good by placing limits on our desires (Miller
2012, 387–396). Limits can be self-imposed
as in “I am not worthy”, or they can be institu-
tionally imposed as in “you are not welcome.”
In the image of Christ, Christians can tran-
scend these limitations by substituting sub-
stantive hope for despair.

Aquinas further sharpens the point by sug-
gesting that the motive force behind hope is
empowered by the incarnate Christ and the
resurrection in a way that physically coopts
one into God’s salvific plan. He articulates
that our will to contribute to creation is
neither passive nor undirected; this will exist
as a “natural appetite” that brings us to a like-
ness of God (Aquinas 1966, I, Q80, a1). In this
sense, Aquinas gives the Aristotelian view that
humankind’s creative endowment includes the
ability to make decisions that we can innately
recognize to be oriented toward truth and light
greater weight when, as Aquinas suggests, we
exercise our will in the capacity of co-creators
in the furtherance of God’s kingdom (Schoot
2020, 33–46). Solely within the human con-
sciousness lies the ability to offer hope. In

effect, we act as Christ’s proxy by replacing
despair with hope, and with hope comes the
possibility of divine intervention.

Confronted by a devastating diagnosis
bring many to the precipice of despair and
quicken the desire for a miracle. It is in these
trying times that the patient-physician rela-
tionship modeled in Christ uniquely opens
the door to the possibility of divine interven-
tion. One way a physician can offer authentic
hope is the reliance on an intuition that
comes from a vastly more capacious under-
standing of the human condition that stems
from imagination (Vogel 2018, 998).
Through the human imagination, what some
have called the “moral imagination” (Scott
1997, 45–50), physicians and healthcare pro-
viders can integrate the science of medicine
with the hopes and fears of the patient. In
Rebirth of the Clinic (Sulmasy 2006, 24),
Sulmasy suggests that the shared vulnerability
that develops between the patient and physi-
cian leads to an emotional connection—what
he calls a “radical equality” between the two
—that transcends the transactional practice
of medicine and moves the relationship to a
spiritual domain not unlike the way Jesus
touches the leper (Mt. 8:3).

“I have a feeling you might beat this” is not
just a gratuitous statement, such statements
come from the active agency of hope that
informs the imagination leading to new possibil-
ities. In this light, we understand that the
Aquinian connection between hope and a tangi-
ble good is a present reality and an opportunity
for divine intervention. Edward Schillebeeckx,
a Belgium Catholic theologian and member of
the Dominican Order argued that the ability of
human reason to interpret reality goes beyond
texts and their literal meaning through the expe-
rience that comes from the “living relationship”
with Christ (de Jong 2020, 216). Applying
Shcillebeeckx’s concept of metaphysical
knowledge that includes the imaginative
domain alluded to by Foucault and Sulmasy,
to Aquinas’ concept of a fraternal economy to
which we are bound through an incarnate
Christ, we find a greater opportunity for hope
embedded in the mystery of the Trinity and
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enter into far more capacious reality with God
that opens the possibility for divine intervention
that can come from our individual agency.

These realities lead us to an understanding
that hope is an extent manifestation of the
Trinitarian mystery and bestows a divine
approbation on the Aristotelian concept of
the common good. It is through this extraordi-
nary relationship the human conscience gains
insight into God’s heavenly plans through
which we may understand that unanticipated
clinical outcomes are more than accidental.

The ability to participate in these divine real-
ities comes from being transformed in the Holy
Spirit. In Peter’s second letter we read: “Thus he
has given us, through these things, his precious
and very great promises, so that through them
you may escape from the corruption that is in
the world because of lust, and may become par-
ticipants (emphasis added) of the divine nature”
(2 Pt 1:4). The word participate used in this
epistle and elsewhere in scripture is translated
from the word “κοινωνός” which portents to a
change in nature. Biblical commentators have
interpreted κοινωνός to mean a transformation
that allows us to share in God’s immortal sub-
stance (Hafemann 2013, 95). The distinction is
important. While contemporary translations
use the word participate, which is typically
defined in the English language as an opportu-
nity to share with, the apostles’ use of the
word κοινωνός was intended to signify a
change in identity or state through one’s incor-
poration into the Holy Spirit. In this sense, the
verb becomes the noun as in I can sing verses,
I am a singer. Similarly, other gospels use the
word κοινωνός to convey the idea of a change
in identity facilitated through the Holy Spirit.
The first letter to Corinth is adamant that
members of the Church participate (emphasis
added) in the body of Christ and enter (empha-
sis added) the presence of heavenly realities
(Barber and Kincaid 2015, 239). Once again,
theword κοινωνός is used to describe a transfor-
mation that comes from being subsumed into
the Holy Spirit (1Cor 1:16).

Taken in sum, we may view the physical
manifestations of hope as prima facie evi-
dence that its virtues are tangible marks of

creation and reinforce the belief that God not
only enters the world but remains active in it
through human intervention. Therefore,
removing the human conscience from the
care of others by transferring it to the auspices
of a machine may place limits on God’s crea-
tive agency.

Future Directions

Within the last ten years, there have been
several initiatives undertaken to examine the
ethical and moral framework underlying the
use of AI in medicine (Baric-Parker and
Anderson 2020, 471–81). Among these is a
recent effort sponsored by the Pontifical
Academy for Life to consider the utility and
ethical boundaries associated with AI. In
their symposium Rome Call for AI Ethics,
chaired by Msgr. Vincenzo Paglia, President
of the Pontifical Academy for Life and
sponsor of the initiative, the committee
which included the private sector proposed
an initial framework for the ethical consider-
ations underlying AI.

The six ethical principles include:
Transparency, AI must be understandable to
all; Inclusion, systems must not discriminate
against anyone because every human being
has equal dignity; Accountability, there must
always be someone who takes responsibility
for what a machine does; Impartiality,
systems must not follow or create biases;
Reliability, systems must be reliable; and
Security and privacy, systems must be secure
and respect the privacy of users.

We can compare these to the four ethical
pillars proposed by Beauchamp and
Childress which are considered the standard
theoretical framework for bioethics in medi-
cine (Beauchamp and Childress 2013). These
include: Autonomy, right for an individual to
make his or her own choice; Beneficence;
principle of acting with the best interest of
the other in mind; Non-maleficence, “above
all, do no harm,” as stated in the Hippocratic
Oath; and Justice, fairness, and equality
among individuals.
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It is interesting to consider that of the six
principles proposed by the Pontifical
Academy for Life, all of them, Inclusion,
Accountability, Transparency, Impartiality,
Reliability, Security, and Privacy, speak to
the concept of social justice but offer little
guidance on Autonomy, Benefice, and
Non-maleficence as they relate to healthcare.
While credit is to be given to the Catholic
Church for tackling issues like AI, the lack
of commentary on these other principles
suggest that the Church has not waded into
the issue of AI in medicine in a sufficiently
material way.

Indeed, Francis’ encyclical, Laudato si,
expresses critical concern for unchecked use
of technology in contemporary society, but
stops short of establishing an ethical frame-
work for how these technologies should be
considered in the context of healthcare
(Francis 2015). The Pontifical Academy for
Life’s Global Bioethics Working Group, fol-
lowing the guidance of Laudato Si appears to
be primarily concerned with social justice
and the sanctity of life including such issues
as the poor and destitute, the abandoned and
underprivileged, and the vulnerable classes,
juxtaposing these concerns against the era of
modern consumerism. While these are impor-
tant and laudable efforts, neither effort directly
addresses a Catholic theological framework
for the use of machine-based learning and AI
in medicine.

We can arrive at an important starting point
for this discussion in Evangelium Vitae which
emphasizes the Christian obligation to care for
the poor and sick. In it, we are reminded that
we must always be concerned with awakening
hope in others as a principle of new life.
“Where life is involved, the service of
charity must be profoundly consistent. It
cannot tolerate bias and discrimination, for
human life is sacred and inviolable at every
stage and in every situation” (John Paul II
1995, 87).

In the above essay, we can understand that
AI and DLAs are far from perfect, and work is
needed to improve their reliability by reducing
bias and standardizing rubrics for

transparency. On these issues, the Pontifical
Academy for Life’s efforts should bear fruit.
Equally, society can expect that these
systems will only grow more capable and
will exacerbate issues like “black-box” diag-
noses and complacency syndrome. How the
Catholic Church will receive and integrate
the theological and moral implications of
AI-enabled medicine is less clear.

To summarize, synthetic cognition has the
potential to enhance the delivery of medicine
by offering greater accuracy in the diagnoses
and prognoses of disease. Both patient and
physician benefit from reliable and actional
information. At the same time, machine-
derived diagnoses may have the unintended
effect of altering or removing beneficial
hope. As these systems gain greater traction
in the delivery of healthcare, extreme caution
must be taken to ensure that they do not inter-
fere with the patient/physician relationship or
infringe on the virtue of hope that is so founda-
tional to the Christian faith and is clearly
implicated in better outcomes. Of the numer-
ous challenges to deploying artificially intelli-
gent systems into the practice and delivery of
healthcare, their lack of humanness is the
most problematic. The human mind is capti-
vated by the imagination, the power of inten-
tional prayer, and the possibility of change.

For Christians, the power of hope comes
from our innermost imaginations and longings
promised by the Abrahamic covenant and
renewed through the incarnate Christ. We par-
ticipate in a fraternal economy that is enabled
by the mystery of the Trinity. Our participation
in this holy order opens us to the mysteries of
God through his Son. The promise of creation
and everlasting life is not just a powerful
means of coping with uncertainty on a spiritual
level but makes hope tangible in ways that
contribute to physical and emotional well-
being. Like Aquinas who held that we are
called to be active participants in salvation,
there may be no greater example of our partic-
ipation in the divine nature than the helping of
others to find the firmament of hope during
times of despair. In this, medicine can be
viewed as being uniquely participative in
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creation through the understanding of how
Christ’s example of healing is more than
eternal hope offered in the desiderata found
at the end of time but becomes a vivid
example of God dwelling among us. Care for
others and the nurturing of hope are the mani-
festation of God’s creative power in the active
fulfillment of his earthly kingdom.

The Catholic Church must continue to seek
ways to ensure that Christ’s healing mission
facilitated by human hands and minds
remains central to the precepts of medical
care and guard against the threat that machines
will interfere with the patient/physician rela-
tionship and the ability of hope, faith, and
charity to alter clinical outcomes.
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Notes

1. The author acknowledges that the Christian
concept of autonomy is far more complex than
what can be covered in this essay. The intention
of this essay is to convey the concept that in the
Christian tradition, the patient’s will is of para-
mount consideration in the construction of a bio-
medical ethic framework. However, we also
acknowledge that the concept of autonomy
exists within a more capacious moral framework
that implicates actions and consequences within
a community. It is not construed as a choice to do
with one’s life as one pleases (Pellegrino 1999,
70–78).

2. S, setting up the interview; P, assessing the
patient’s perception; I, obtaining the patient’s

invitation; K, giving knowledge and information
to the patient; E, addressing the patient’s emo-
tions with empathic responses; and S, strategy
and summary (Baile et al. 2000, 305).

3. Blaise Pascal (1623–1662) posited that in the
absence of irrefutable proof of God’s existence,
it is prudent to accept that God exists. A wager
for God offers an infinite gain if God exists,
while a wager is against God brings infinite
loss. If God does not exist, then there is neither
gain nor loss.
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