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ChatGPT, GPT-4, and Bard are highly advanced natural language process–based computer programs (chatbots) that simulate and 
process human conversation in written or spoken form. Recently released by the company OpenAI, ChatGPT was trained on 
billions of unknown text elements (tokens) and rapidly gained wide attention for its ability to respond to questions in an 
articulate manner across a wide range of knowledge domains. These potentially disruptive large language model (LLM) 
technologies have a broad range of conceivable applications in medicine and medical microbiology. In this opinion article, I 
describe how chatbot technologies work and discuss the strengths and weaknesses of ChatGPT, GPT-4, and other LLMs for 
applications in the routine diagnostic laboratory, focusing on various use cases for the pre- to post-analytical process.
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In our information-centered age, large amounts of healthcare 
data are produced and interpreted by human experts. 
However, a lot of the data collected routinely in laboratories 
are not accessible or are underused, even though they may con
tain information of value to clinicians for patient management. 
Rather than wasting this information, how can we best use rou
tine data to improve diagnostics and the advice provided by 
physicians? Improving the efficiency of data management 
and developing artificial intelligence (AI) tools capable of ex
tracting maximum value from the extensive datasets now avail
able will be vital for us to move into a knowledge-centered 
world [1].

OpenAI was founded with the goal of developing general AI 
to benefit society and be an “extension of human wills and, in 
the spirit of liberty, as broadly and evenly distributed as possi
ble…”. OpenAI recently released a series of groundbreaking 
tools. Headlines were generated in mid-2022 with DALL•E 2, a 
revolutionary image generator, but without any obvious scien
tific application. Since then, even more powerful image 
generators with improved image quality have been released by 
smaller companies such as Midjourney and Stable Diffusion. 
Eventually, such technology could be used to generate images 
for medical training. However, at this stage, most science-related 
content is low quality. More recently, OpenAI launched 

ChatGPT (GPT-3.5) [2] and the newer GPT-4 [3], both “large 
language models” (LLMs) that show far greater potential for 
healthcare and laboratory applications (see Supplementary 
Table 1 for a list of recently launched LLM tools).

ChatGPT, GPT-4, Bard, and Claude are advanced chatbots 
that allow users to ask questions on an interactive level. 
Since launching, ChatGPT has garnered intense media cover
age and amassed millions of subscribers. ChatGPT’s language 
models were trained on billions of diverse Internet text files, 
including articles, forums, and websites, and fine-tuned on other 
datasets, including books and articles. This enabled ChatGPT to 
score 60.2% on a set of multiple-choice questions based on the 
US Medical License Exams, while Google’s Med-PaLM 2 scored 
up to 86.5% [4]. Conceivably, in a few years, the introduction of 
ChatGPT may be regarded as the dawn of a new technological 
age for knowledge sharing [5], potentially as revolutionary as 
Gutenberg’s printing press. It should also stimulate debate on 
the technology’s profound impact on society, its potential to cause 
harm, the effects on job security and social inequity, and the prob
lem of fake content generation in science and healthcare [3].

Technological revolutions often encounter resistance in their 
infancy, even among the scientifically literate. But what are the 
opportunities and threats from these technologies for clinical 
microbiologists? How will they affect routine practice in diag
nostics? In this Opinion article, I explore the functionalities of 
chatbots, address technical requirements, provide use cases, 
and discuss applications in the pre- to post-analytical workflow.

HOW DO CHATBOTS WORK?

Chatbots are computer programs designed to simulate human 
conversation to answer questions, provide customer service, 
and complete tasks [6, 7]. They are often integrated into mes
saging services, smartphone apps, and websites. There are 
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several different approaches to building a chatbot, including 
rule-based systems, decision tree models, and machine learning 
[8, 9]. Rule-based systems rely on a predetermined set of rules 
to respond to user input [10, 11]. Decision tree models use a tree- 
like structure (eg, random forest) to determine the appropriate 
response based on user input [12]. Machine learning–based 
models use algorithms to learn from data and make decisions 
based on that learning experience [9]. Natural language process
ing (NLP) techniques are common for building machine learn
ing–based chatbots [13, 14]. NLP models can analyze and 
understand human language to generate human-like responses 
[15, 16]. Supplementary Table 2 and Supplementary Text 1 ex
plain how NLPs and LLMs work. NLP algorithms can be com
bined with reinforcement learning [17] to train them to take 
actions to maximize a reward [18]. As seen with ChatGPT and 
GPT-4, in some instances, an NLP model is trained to generate 
responses to user inputs, and a reinforcement learning algorithm 
is used to adjust the model to maximize the likelihood of gener
ating appropriate and coherent responses. NLP-based chatbots 
can adjust their responses in real time based on the user’s feed
back and interactions.

Chatbots have the potential to interact with and assist clinical 
microbiologists, infectious diseases experts, and nurses in deci
sions regarding diagnostic tests and improving user interactions 
with medical microbiology laboratories. Autonomous AI agents 
such as AutoGPT and Baby-AGI can already interact with each 
other for problem-solving and could potentially be trained to in
dependently access the literature to understand medical prob
lems. Graph AI techniques that integrate diverse modalities 
and exploit cross-modal dependencies through geometric rela
tionships are used to navigate multimodal, complex healthcare 
data, creating a “map” of interconnected data points that reveal 
how different types of data relate to and influence each other. 
This holistic view of a dataset allows more robust predictions 
and decision-making [19]. In medical microbiology, graph AI 
techniques could be leveraged to integrate patient data, including 
medical histories, current symptomatology, laboratory test re
sults, and medical imaging data. By creating a network of hetero
geneous data points, graph AI can discern patterns and 
correlations between seemingly disparate pieces of information, 
potentially leading to more accurate diagnoses and targeted 
treatment plans. This approach has already been applied to coro
navirus disease 2019 (COVID-19) [20], tuberculosis, and antimi
crobial resistance [21]. In a graph AI environment, LLMs 
provide the necessary help to access and interact with graph AI.

WHAT MEDICAL CHATBOTS ARE AVAILABLE?

Where applied in medicine, chatbots provide healthcare- 
related information and support to users on topics such as 
COVID-19, weight loss, smoking cessation, and mental health 
(see Supplementary Table 3).

Performance

While there is a range of applications in healthcare, they gener
ally lack independent validation, and few randomized con
trolled trials (RCTs) using medical chatbots have been 
performed. Of the RCTs that have been conducted, most tested 
chatbot capacity to diagnose or treat mental health disorders. 
For example, patients using Woebot, a US Food and Drug 
Administration (FDA)–approved class II medical device, ex
hibited significantly reduced symptoms of depression over 
the study period compared with a control group [22].

Symptom checkers use machine learning algorithms to pro
vide personalized health recommendations based on symptoms 
and other user information provided [23]. For infectious dis
eases, studies that use symptom checkers have focused on triag
ing COVID-19 [14, 24]. Ada Health is a symptom checker with 
class II certification under the EU medical device regulation. 
Ada’s diagnostic accuracy for inflammatory rheumatic diseases 
and abdominal pain was significantly higher than physicians’ 
(70% vs 54%) and comparable to the gold standard discharge 
rheumatologists’ diagnosis [25, 26]. In another study, patients 
self-assessed abdominal pain symptoms using Ada and were 
subsequently assessed by physicians. Ada suggested the final 
discharge diagnosis in 52% of cases, which was significantly 
lower than the diagnosis based on doctor–patient interaction 
(81%). However, when used together, Ada significantly in
creased the accuracy rate (87%) compared with the physician 
alone [26]. Despite their promise, only 2 studies have compared 
the performance of symptom trackers against each other, with 
both studies finding that the superior app was from the compa
ny that funded the study [24, 27].

Recently, ChatGPT has been assessed for its ability to pro
vide quality and empathetic responses to patient questions. 
Chatbot responses were not only significantly longer than phy
sician responses (211 words [interquartile range, 168–245] vs 
52 words [interquartile range, 17–62]) but were also rated as 
higher quality and more empathetic [28].

Regulations

The FDA and the European Union have complex regulatory 
frameworks for digital health technologies, including chatbots 
and symptom checkers [29, 30]. Supplementary Text 2 provides 
an overview of current regulatory elements that use this tech
nology in medical applications (Supplementary Text 2). 
There are limited guidelines on how to evaluate, benchmark, 
and quality control the use of chatbots for medical purposes 
[31]. Most chatbot and symptom checkers remain a black 
box, with limited or no technical details available on which ma
chine learning models are used and on how they were trained 
and validated. Validation by independent clinical researchers 
is also lacking, which may reflect concerns about their reliabil
ity or a reluctance to engage with tools that might reduce inter
action with patients.
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WHAT MAKES CHATGPT AND GPT-4 UNIQUE?

The current version of ChatGPT is based on generative pre
trained transformer 3 (GPT-3). OpenAI trained the model us
ing reinforcement learning from human feedback, adapting a 
similar but smaller language model called InstructGPT [32]. 
The process by which the model was trained and fine-tuned 
was recently outlined [33]. Details for GPT-4 are lacking.

More than 175 billion text fragments (tokens) were integrat
ed into the initial version of ChatGPT, although details of 
which sources were used for training are not publicly available 
(see Figure 1). ChatGPT has not been trained specifically as a 
medical chatbot, and it is unclear what scientific literature 
was accessed. That said, LLMs can cover a wide range of infec
tious disease and medical microbiology topics. Supplementary 
Table 4 provides examples of medical microbiology output and 
shows how answer and reference functions have evolved over 
the past 5 months (Supplementary Table 4).

Detailed assessment of the impact of different versions is 
lacking. For diagnostics, digital control questions (ie, internal 
controls) may help to benchmark and quality control outputs 
over time. Overall, the content of replies has changed in quality, 
and the output can be rapidly reformulated, expanded, and 
summarized with specific instructions. The chatbot also per
forms well in simplifying complex topics for lay audiences. 
Although reference functions have improved since launch, fur
ther work is required; ChatGPT provides entirely fabricated 
references and, even when asked for specific PubMed links, ref
erences completely different topics.

When using search engines for health-related questions, 
people are served information as a ranked index of websites 
rather than as processed knowledge that provides a clear, com
prehensive answer to a question. Interactive NLP-based models 
may thus rapidly replace much of the work we rely on search 
engines to perform. Thanks to its application programming in
terface (API) and plugin function, which supports easy integra
tion into software, we can expect LLMs to become widely 
adopted and integrated into a range of healthcare devices.

REQUIREMENTS FOR INTEGRATING CHATBOTS INTO 
THE LABORATORY

Digital technologies are applied to a range of data types to im
prove the automation, efficiency, accuracy, and effectiveness of 
laboratory processes [1]. In a clinical microbiology laboratory, 
the primary source of information comes from diagnostic devic
es (eg, matrix-assisted laser desorption/ionization time-of-flight 
mass spectrometry, plate readers, sequencers), laboratory infor
mation management systems, and electronic medical records 
systems. Laboratory datasets and workflows can be combined 
into a laboratory data warehouse (LDWH) that streamlines sam
ple collection, testing, data structure, and result reporting, cover
ing all aspects of the pre- to post-analytical workflow [34].

Digitalization can support automation; improve the accura
cy, reliability, and sensitivity of diagnostic tests; and reduce the 
risk of errors, thereby improving diagnostic quality. This relies 
on well-curated, structured, interoperable, standardized data 
formats that can be achieved using a laboratory ontology 
such as LOINC or SNOMED CT [35]. Version tracking of 
data and associated tools and the adoption of data interface 
standards that enable transfer of structured data between plat
forms are vital [36]. Unstructured data (eg, free-form text, im
ages, audio, and video) that are not organized into standardized 
formats and may be difficult to interpret can also be of value for 
diagnostics but often require specialized software and machine 
learning techniques.

The integration of standard operating procedures, analytic 
tools, data types, and quality controls into an LDWH accessed 
by any LLM will create exciting new possibilities for improving 
clinical microbiology laboratory practices.

WHERE TO USE CHATBOTS?

Multiple opportunities to integrate LLMs into the pre- to post- 
analytical process can be envisaged, and many more will be
come clear as the technology develops further. Chatbots used 
in healthcare must follow a tight regulatory framework that 
will need to be regularly adapted to recent advances in the field 
(see Supplementary Text 1).

Pre-analytics

Basic pre-analytic information can be summarized in a registry 
of frequently asked questions. Typically, interactions between 
clinicians and laboratory personnel provide guidance for avail
able diagnostic tests. A series of pre-analytical use cases for a 
chatbot to improve these interactions can be envisaged 
(Table 1). Of note, this reasonably comprehensive list was gen
erated by ChatGPT. Applications that optimize the selection, 
timing, and interpretation of diagnostics to ensure that they 
are used appropriately are clearly attractive and could help to 
improve patient care.

Analytics

LLMs can be used in various ways during analytical steps in de
veloping new diagnostic assays, providing growth media reci
pes for rare pathogens, troubleshooting failed polymerase 
chain reaction (PCR) assays, designing PCR primers, and de
veloping programming code. They can also support the inter
pretation of data, especially for rarely encountered pathogens. 
Furthermore, LLMs can report on quality control and bench
marking by analyzing laboratory performance data. Outputs 
of OpenAI tools have improved since launch (Supplementary 
Table 4), and concrete use cases can now be envisaged 
(Supplementary Text 3). GPT-4 is used to analyze data by pro
viding SQL and R scripts (Supplementary Figure 1), allows 
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access to statistical software tools (eg, Wolfram alpha), and can 
execute calculations and integrate results into its responses. 
Clearly, at this stage, no commercial LLM should be used to an
alyze patient histories owing to data privacy issues and lack of 
regulatory approval.

Post-analytics

Communicating results to physicians and healthcare workers is 
an important part of the laboratory workflow. LLMs could sup
port this process by summarizing laboratory reports (eg, key 
findings, abnormal findings, notes on uncommon pathogens, 
advice on antibiotic selection, and next steps in testing), pro
viding an interactive user experience through real-time ques
tions about laboratory results, sharing information on assay 

performance, supporting communication with patients and 
families and empowering patient-led decisions through a better 
understanding of laboratory findings, and helping the adminis
trative workload by communicating with customers and pro
viding evidence during price negotiations.

Beyond Routine Diagnostics

As shown with Alpha-fold, LLMs can predict protein structures 
[37]. More recently, an LLM that could be scaled to 15 billion 
parameters was used to directly infer the full atomic-level pro
tein structure from the primary sequence, representing an 
order-of-magnitude improvement in high-resolution structure 
prediction that should enable high-throughput structural char
acterization of proteins predicted from metagenomic data [38]. 

Figure 1. Learning and optimization steps of ChatGPT.
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Another study described a language model (ProGen) that can 
generate protein sequences with predictable functions across 
large protein families. This model was trained on 280 million 

protein sequences from more than 19 000 families and is aug
mented with tags that specify protein properties [39].

LLMs can potentially be used to analyze genomic data. One 
approach used deep-learning methodologies adopted from 
NLP algorithms to model “gene semantics” based on more 
than 360 million microbial genes within their genomic context. 
The language models were used to predict functional categories 
for 56 617 genes and show approximately 1300 genes putatively 
associated with defense systems; 98% were inferred correctly 
[40]. In another study, genome-scale language models were 
used to learn the evolutionary landscape of 1.5 million severe 
acute respiratory syndrome coronavirus 2 genomes and accu
rately and rapidly identify variants of concern [41].

CHALLENGES FOR ADOPTION OF CHATBOTS

While ChatGPT, GPT-4, and Bard are capable of providing val
ue across a range of use cases, important challenges and limita
tions remain to be addressed to improve their usability and 
uptake in clinical microbiology laboratories.

Nontrusted Output

Chatbots are not sufficiently mature to formally diagnose pa
tient conditions or replace health professionals. LLMs occa
sionally produce outputs that are coherent but incorrect or 
nonsensical. For clinical microbiology and infectious diseases, 
LLM outputs are of good quality but without identifiable sourc
es and references, they cannot be trusted. No sole reference is 
used during reinforcement learning training; rather, a multi
tude of different texts are used within a response. A potential 
solution may be a similarity analysis that provides a quality 
score of “matching” toward selected references specific for a 
given field of specialization. Although difficult to design, the in
troduction of automated internal and external quality-control 
standards will also be important to benchmark outputs across 
versions.

Data Bias

LLMs require large amounts of training data to handle the com
plexity of natural language and need to be continuously updat
ed and monitored for biases. It is unclear how many clinical 
microbiology articles were used in training ChatGPT or how 
up-to-date the literature was. Another potential bias might 
stem from institutions in high-income countries that tend to 
publish greater quantities and in more open formats, which 
may influence model training toward certain types of research 
and policies. Identification of training and validation data 
sources is important to build trust in a tool, making the black- 
box nature of LLMs worrisome. Although GPT-4 can access the 
Internet and recent medical literature (via plugins such as 
ScholarAI), its biases remain unclear. In addition, for some 
publishers, the ScholarAI plugin can only reach content from 
open-access journals.

Table 1. List of Pre-Analytical Applications for a Chatbot

Question A Chatbot Application Could…

Are the patient’s clinical history and 
current symptoms relevant to the 
suspected infection?

… improve the current workflow by 
allowing clinicians to input relevant 
patient information and symptoms 
easily and quickly, which could help 
guide the selection of the 
appropriate specimen and testing 
method.

Is the specimen of sufficient volume 
and quality for the desired tests?

… provide guidance on the 
appropriate volume and quality of 
the specimen needed for the 
desired tests and alert laboratory 
staff if the specimen does not meet 
these criteria.

Is the appropriate specimen being 
collected for the suspected 
infection?

… ensure that the appropriate 
specimen is being collected by 
providing guidance on the specific 
type of specimen that is needed for 
the suspected infection and the 
proper collection method.

Is the specimen being collected and 
transported in the proper manner to 
maintain specific integrity?

… ensure that the specimen is being 
collected and transported in the 
proper manner by providing 
guidance on how to handle and 
transport the specimen to maintain 
its integrity.

Is the specimen being transported to 
the laboratory in a timely manner?

… improve the timeliness of 
specimen transport to the 
laboratory by providing reminders 
and alerts to clinicians to ensure 
that specimens are delivered in a 
timely manner.

Is the correct microbiological testing 
method being used for the 
suspected infection?

… assist in selecting the appropriate 
microbiological testing method by 
providing guidance based on the 
patient’s clinical history and 
symptoms, as well as the 
suspected infections.

Are all necessary quality-control 
measures being taken to ensure the 
accuracy of the testing?

… improve the accuracy of testing by 
providing reminders to laboratory 
staff to perform necessary 
quality-control measures.

Is the laboratory properly equipped 
and staffed to perform the testing?

… assist in ensuring that the 
laboratory is properly equipped and 
staffed by providing reminders and 
alerts for equipment maintenance 
and staff training.

Is the laboratory following the proper 
procedures for handling and 
processing the specimen?

… improve the handling and 
processing of the specimen in the 
laboratory by providing guidance on 
the proper procedures to follow.

Is the laboratory using the most 
up-to-date methods and technology 
for microbiological testing?

… assist in keeping the laboratory up 
to date with the latest methods and 
technology by providing alerts for 
updates and new technology.

Are there any potential interferences 
or contaminants that could affect 
the accuracy of the test results?

… identify potential interference or 
contaminants that could affect test 
results by providing alerts and 
reminders to laboratory staff to 
consider these factors during 
testing.

This list was generated by ChatGPT (GPT-3.5) by telling it to “provide a list of the most 
important pre-analytical questions and the application of how chatbots could help to solve 
them.” The output was only slightly adapted with human inputs.
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Weak Input

Most LLMs are responsive to changes in the phrasing of input, 
and the accuracy or comprehensiveness of an answer can be 
improved by rephrasing a question. For ChatGPT, the model 
is also prone to redundancy, excessively using certain words 
and phrases (ie, repeating that it is a language model developed 
by OpenAI). These problems stem from biases in training, 
where trainers favor longer, more complete answers, and result 
from overoptimization issues [42, 43].

Restricted Output

ChatGPT is currently limited to providing answers that are 
about a quarter page long. Generation of longer coherent an
swers will likely require more computation capacity, as indicat
ed by GPT-4. OpenAI also prevents their tools from 
responding to inappropriate requests that may not always be 
ideal given that it relies on subjective opinions of OpenAI 
and its human trainers. Tolerating a spectrum of cultural and 
viewpoint diversity may be critical in training LLMs. OpenAI 
uses a Moderation API to flag potentially dangerous content 
(eg, violence, self-harm, hate, and sexual content). However, 
this overly restricts the outputs, and a valid question might vi
olate the chatbot’s restrictions if the context and intention of 
the user are unclear. For example, information being sought 
about sexually transmitted diseases or the side effects of drugs 
might be wrongly flagged.

Misuse of ChatGPT

Unfortunately, every powerful technology can be misused to 
harm others. It will become increasingly important to provide 
training in the responsible use of AI technologies at all levels 
of education and society. For example, ChatGPT can write con
vincing scientific abstracts based on completely imaginary data 
that may pose challenges to detection [44]. Distinguishing AI- 
and human-generated content is not easy but will be important 
when it comes to copyright infringement and plagiarism. 
Furthermore, whether the individual using the tool, the tool’s 
owner, or the individuals whose content was used to create the 
output own the copyright is a thorny problem. Some tools iden
tify AI-generated content such as GPTzero [45], GPT-2 Output 
Detector [46], and Writer [47]. These concerns may eventually 
seem relatively minor compared with other envisaged misuses. 
LLMs have the potential to provide instruction and code to 
hack computer systems with sensitive healthcare information 
or to generate disinformation.

WHAT ARE THE NEXT STEPS?

Use of chatbots in microbiological diagnostics remains in its in
fancy. However, the launch of ChatGPT likely represents a de
fining moment in the appreciation and adoption of AI-based 
technologies across a range of sectors. Its language model opens 

new capabilities for various fields and will likely have a substan
tial impact on medicine.

Several steps will be critical for this technology to become 
routine in microbiology diagnostics. Guidelines for chatbot 
use are needed from professional societies, and the applications 
that are developed should integrate the pre- to-post analytical 
understanding of diagnostic workflows. In a recent opinion pa
per on the requirements for implementation of GPT-3 chatbots 
in healthcare, the authors included processing needs and infor
mation systems infrastructure, operating costs, model biases, 
and evaluation metrics [48]. They identified 3 major operation
al factors that may drive the adoption: ensuring Health 
Insurance Portability and Accountability Act compliance, 
building trust with healthcare providers, and establishing 
broader access to the GPT-3 tools.

AI-generated outputs need to be monitored and validated by 
independent researchers and medical experts. Evaluation using 
RCTs and other types of trials is needed to demonstrate reliabil
ity and build trust. Furthermore, AI outputs should be clearly 
labeled, and a standard for citation of AI-generated content 
should be developed (eg, a digital watermark). Safety practices 
for AI-based content are needed to help identify fabricated sci
entific content. Ultimately, the technology may follow the tra
jectory of the smartphone, reaching a level where every 
individual carries with them a personal chatbot that is used 
in all aspects of daily life. Such “digital avatars” may be trained 
by any content a person produces (eg, email, messages, text, 
and audio output) and may even process information and com
municate with doctors regarding medical issues or behavioral 
changes, bringing challenges with data security and privacy 
that will need to be considered.

The possibilities for LLMs and subsequent AI-based technolo
gies are tremendous and are being realized very fast. Their adop
tion should be encouraged. However, we should be aware of the 
challenges and threats, addressing them with transparency and 
through education on the appropriate and inappropriate use of 
such tools. During the next 5–10 years, we will encounter profound 
technological developments in the fields of machine learning and 
AI that will impact our daily work at the routine laboratory in yet 
unimaginable ways. Make educating yourself about AI a priority.

Supplementary Data
Supplementary materials are available at Clinical Infectious Diseases online. 
Consisting of data provided by the authors to benefit the reader, the posted 
materials are not copyedited and are the sole responsibility of the authors, 
so questions or comments should be addressed to the corresponding 
author.

Notes
Acknowledgments. The author thanks ChatGPT and GPT-4 (OpenAI 

LLC, 3180 18th Street, San Francisco, California) for their valuable input in 
writing this article. There is a debate on whether chatbots should be included 
as a coauthor. According to International Committee of Medical Journal 
Editors guidelines, a coauthorship was not justified, and ChatGPT and 

VIEWPOINTS • CID 2023:77 (1 November) • 1327

http://academic.oup.com/cid/article-lookup/doi/10.1093/cid/ciad407#supplementary-data


GPT-4 (as any current LLM) cannot consent and take responsibility for the 
text. Citations generated by ChatGPT or GPT-4 are clearly marked in the 
text. Special thanks to my human colleagues, especially Dr Frank Imkamp, 
Dr Aline Cuénod, Dr Fanny Wegner, and Zoja Germuskova (Institute of 
Medical Microbiology, University of Zurich), for critical reading and valuable 
discussions during the writing and editing process. Special thanks to Dr Andy 
Jermy from Germinate Science Consulting for editing the manuscript.

Potential conflicts of interest. A. E. reports grants or contracts from the 
Bangerter Rhyner Foundation and the Swiss National Science Foundation; 
consulting fees from Pfizer and Illumina; and participation on a data and 
safety monitoring board or advisory board for Sefunda.

The author has submitted the ICMJE Form for Disclosure of Potential 
Conflicts of Interest. Conflicts that the editors consider relevant to the con
tent of the manuscript have been disclosed.

References
1. Egli A, Schrenzel J, Greub G. Digital microbiology. Clin Microbiol Infect 2020; 26: 

1324–31.
2. OpenAI. ChatGPT: optimizing language models for dialogue; 2022. Available at: 

https://openai.com/blog/chatgpt/. Accessed 13 January 2023.
3. Lee P, Bubeck S, Petro J. Benefits, limits, and risks of GPT-4 as an AI chatbot for 

medicine. N Engl J Med 2023; 388:1233–9.
4. Singhal K, Tu T, Gottweis J, et al. Towards expert-level medical question answer

ing with large language models. Arxiv. 2023. arXiv:2305.09617v1.
5. Ciecierski-Holmes T, Singh R, Axt M, Brenner S, Barteit S. Artificial intelligence 

for strengthening healthcare systems in low- and middle-income countries: a sys
tematic scoping review. NPJ Digit Med 2022; 5:162.

6. Gazulla E D, Martins L, Fernandez-Ferrer M. Designing learning technology collab
oratively: analysis of a chatbot co-design. Educ Inf Technol (Dordr) 2023; 28:109–34.

7. Mendoza S, Sanchez-Adame LM, Urquiza-Yllescas JF, Gonzalez-Beltran BA, 
Decouchant D. A model to develop chatbots for assisting the teaching and learn
ing process. Sensors (Basel) 2022; 22:5532.

8. Abd-Alrazaq AA, Alajlani M, Alalwan AA, Bewick BM, Gardner P, Househ M. An 
overview of the features of chatbots in mental health: a scoping review. Int J Med 
Inform 2019; 132:103978.

9. Ni P, Okhrati R, Guan S, Chang V. Knowledge graph and deep learning-based 
text-to-GQL model for intelligent medical consultation chatbot. Inf Syst Front 
2022:1–19.

10. Dhinagaran DA, Martinengo L, Ho MR, et al. Designing, developing, evaluating, 
and implementing a smartphone-delivered, rule-based conversational agent 
(DISCOVER): development of a conceptual framework. JMIR Mhealth Uhealth 
2022; 10:e38740.

11. Gashi F, Regli SF, May R, Tschopp P, Denecke K. Developing intelligent inter
viewers to collect the medical history: lessons learned and guidelines. Stud 
Health Technol Inform 2021; 279:18–25.

12. Amiri P, Karahanna E. Chatbot use cases in the Covid-19 public health response. J 
Am Med Inform Assoc 2022; 29:1000–10.

13. Rahmanti AR, Yang HC, Bintoro BS, et al. Slimme, a chatbot with artificial em
pathy for personal weight management: system design and finding. Front Nutr 
2022; 9:870775.

14. Weeks R, Sangha P, Cooper L, et al. Piloting a COVID-19 vaccine chatbot with 
young adults and health workers in the U.S. to validate usability, credibility, 
and intention to use. JMIR Hum Factors 2023; 10:e40533.

15. Gao Y, Dligach D, Christensen L, et al. A scoping review of publicly available lan
guage tasks in clinical natural language processing. J Am Med Inform Assoc 2022; 
29:1797–806.

16. Wu H, Wang M, Wu J, et al. A survey on clinical natural language processing in 
the United Kingdom from 2007 to 2022. NPJ Digit Med 2022; 5:186.

17. Liu Z, Di X, Song W, Ren W. A sentence-level joint relation classification model 
based on reinforcement learning. Comput Intell Neurosci 2021; 2021:5557184.

18. Jonsson A. Deep reinforcement learning in medicine. Kidney Dis (Basel) 2019; 5: 
18–22.

19. Ektefaie Y, Dasoulas G, Noori A, Farhat M, Zitnik M. Multimodal learning with 
graphs. Nat Mach Intell 2023; 5:340–50.

20. Huo L, Jiao Li J, Chen L, Yu Z, Hutvagner G, Li J. Single-cell multi-omics sequenc
ing: application trends, COVID-19, data analysis issues and prospects. Brief 
Bioinform 2021; 22:bbab229.

21. Ektefaie Y, Dixit A, Freschi L, Farhat MR. Globally diverse Mycobacterium tuber
culosis resistance acquisition: a retrospective geographical and temporal analysis 
of whole genome sequences. Lancet Microbe 2021; 2:e96–e104.

22. Fitzpatrick KK, Darcy A, Vierhile M. Delivering cognitive behavior therapy to 
young adults with symptoms of depression and anxiety using a fully automated 
conversational agent (Woebot): a randomized controlled trial. JMIR Ment 
Health 2017; 4:e19.

23. Wallace W, Chan C, Chidambaram S, et al. The diagnostic and triage accuracy of digital 
and online symptom checker tools: a systematic review. NPJ Digit Med 2022; 5:118.

24. Ben-Shabat N, Sharvit G, Meimis B, et al. Assessing data gathering of chatbot 
based symptom checkers—a clinical vignettes study. Int J Med Inform 2022; 
168:104897.

25. Graf M, Knitza J, Leipe J, et al. Comparison of physician and artificial intelligence- 
based symptom checker diagnostic accuracy. Rheumatol Int 2022; 42:2167–76.

26. Faqar-Uz-Zaman SF, Anantharajah L, Baumartz P, et al. The diagnostic efficacy of an 
app-based diagnostic health care application in the emergency room: eRadaR-trial. A 
prospective, double-blinded, observational study. Ann Surg 2022; 276:935–42.

27. Jones AM, Jones DR. A novel Bayesian general medical diagnostic assistant 
achieves superior accuracy with sparse history: a performance comparison of 7 
online diagnostic aids and physicians. Front Artif Intell 2022; 5:727486.

28. Ayers JW, Poliak A, Dredze M, et al. Comparing physician and artificial intelli
gence chatbot responses to patient questions posted to a public social media fo
rum. JAMA Intern Med 2023; 183:589–96.

29. US Food and Drug Administration. Artificial intelligence and machine learning in 
software as a medical device; 2021. Available at: https://www.fda.gov/medical- 
devices/software-medical-device-samd/artificial-intelligence-and-machine-learning- 
software-medical-device. Accessed 13 January 2023.

30. European Commission. Regulatory framework proposal on artificial intelligence; 
2022. Available at: https://digital-strategy.ec.europa.eu/en/policies/regulatory- 
framework-ai. Accessed 13 January 2023.

31. El-Osta A, Webber I, Alaa A, et al. What is the suitability of clinical vignettes in 
benchmarking the performance of online symptom checkers? An audit study. 
BMJ Open 2022; 12:e053566.

32. Ouyang L, Wu J, Jiang X, et al. Training language models to follow instructions 
with human feedback. Arxiv. 2022; arXiv:2203.02155.

33. OpenAI. Open AI Blog—latest updates; 2023. Available at: https://openai.com/ 
blog. Accessed 20 May 2023.

34. Karami M, Rahimi A, Shahmirzadi AH. Clinical data warehouse: an effective tool 
to create intelligence in disease management. Health Care Manag (Frederick) 
2017; 36:380–4.

35. Drenkhahn C, Duhm-Harbeck P, Ingenerf J. Aggregation and visualization of lab
oratory data by using ontological tools based on LOINC and SNOMED CT. Stud 
Health Technol Inform 2019; 264:108–12.

36. Mora S, Giannini B, Di Biagio A, et al. Ten years of medical informatics and stan
dards support for clinical research in an infectious diseases network. Appl Clin 
Inform 2023; 14:16–27.

37. Jumper J, Evans R, Pritzel A, et al. Highly accurate protein structure prediction 
with AlphaFold. Nature 2021; 596:583–9.

38. Lin Z, Akin H, Rao R, et al. Evolutionary-scale prediction of atomic-level protein 
structure with a language model. Science 2023; 379:1123–30.

39. Madani A, Krause B, Greene ER, et al. Large language models generate functional 
protein sequences across diverse families. Nat Biotechnol 2023:1–15.

40. Miller D, Stern A, Burstein D. Deciphering microbial gene function using natural 
language processing. Nat Commun 2022; 13:5731.

41. Zvyagin M, Brace A, Hippe K, et al. GenSLMs: Genome-scale language models 
reveal SARS-CoV-2 evolutionary dynamics. bioRxiv. 2022.

42. Stiennon N, Ouyang L, Wu J, et al. Learning to summarize with human feedback. 
NerIPS Proceedings 2020; 33:1–14.

43. Gao L, Schulman J, Hilton J. Scaling laws for reward model overoptimization. ar
xiv. 2022; arXiv:2210.10760.

44. Gao CA, Howard FM, Markov NS, et al. Comparing scientific abstracts generated by 
ChatGPT to original abstracts using an artificial intelligence output detector, plagiarism 
detector, and blinded human reviewers. bioRxiv. 2022:2022.12.23.521610.

45. GPTZero. GPTZero; 2023. Available at: http://gptzero.me/. Accessed 20 May 
2023.

46. Wook J. GPT-2 output detector demo; 2022. Available at: https://openai-openai- 
detector–8j7k8.hf.space/. Accessed 20 May 2023.

47. Writer. Writer—AI content detector; 2023. Available at: https://writer.com/ai- 
content-detector/. Accessed 20 May 2023.

48. Sezgin E, Sirrianni J, Linwood SL. Operationalizing and implementing pretrained, 
large artificial intelligence linguistic models in the US health care system: outlook 
of generative pretrained transformer 3 (GPT-3) as a service model. JMIR Med 
Inform 2022; 10:e32875.

1328 • CID 2023:77 (1 November) • VIEWPOINTS

https://openai.com/blog/chatgpt/
https://www.fda.gov/medical-devices/software-medical-device-samd/artificial-intelligence-and-machine-learning-software-medical-device
https://www.fda.gov/medical-devices/software-medical-device-samd/artificial-intelligence-and-machine-learning-software-medical-device
https://www.fda.gov/medical-devices/software-medical-device-samd/artificial-intelligence-and-machine-learning-software-medical-device
https://digital-strategy.ec.europa.eu/en/policies/regulatory-framework-ai
https://digital-strategy.ec.europa.eu/en/policies/regulatory-framework-ai
https://openai.com/blog
https://openai.com/blog
http://gptzero.me/
https://openai-openai-detector&ndash;8j7k8.hf.space/
https://openai-openai-detector&ndash;8j7k8.hf.space/
https://writer.com/ai-content-detector/
https://writer.com/ai-content-detector/

	ChatGPT, GPT-4, and Other Large Language Models: The Next Revolution for Clinical Microbiology?
	HOW DO CHATBOTS WORK?
	WHAT MEDICAL CHATBOTS ARE AVAILABLE?
	Performance
	Regulations

	WHAT MAKES CHATGPT AND GPT-4 UNIQUE?
	REQUIREMENTS FOR INTEGRATING CHATBOTS INTO THE LABORATORY
	WHERE TO USE CHATBOTS?
	Pre-analytics
	Analytics
	Post-analytics
	Beyond Routine Diagnostics

	CHALLENGES FOR ADOPTION OF CHATBOTS
	Nontrusted Output
	Data Bias
	Weak Input
	Restricted Output
	Misuse of ChatGPT

	WHAT ARE THE NEXT STEPS?
	Supplementary Data
	Notes
	References


