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Abstract
Objective: To describe and appraise the use of artificial intelligence (AI) techniques that can cope with longitudinal data from electronic health
records (EHRs) to predict health-related outcomes.

Methods: This review included studies in any language that: EHR was at least one of the data sources, collected longitudinal data, used an AI
technique capable of handling longitudinal data, and predicted any health-related outcomes. We searched MEDLINE, Scopus, Web of Science,
and IEEE Xplorer from inception to January 3, 2022. Information on the dataset, prediction task, data preprocessing, feature selection, method,
validation, performance, and implementation was extracted and summarized using descriptive statistics. Risk of bias and completeness of
reporting were assessed using a short form of PROBAST and TRIPOD, respectively.

Results: Eighty-one studies were included. Follow-up time and number of registers per patient varied greatly, and most predicted disease
development or next event based on diagnoses and drug treatments. Architectures generally were based on Recurrent Neural Networks-like
layers, though in recent years combining different layers or transformers has become more popular. About half of the included studies performed
hyperparameter tuning and used attention mechanisms. Most performed a single train-test partition and could not correctly assess the variability
of the model’s performance. Reporting quality was poor, and a third of the studies were at high risk of bias.

Conclusions: AI models are increasingly using longitudinal data. However, the heterogeneity in reporting methodology and results, and the lack
of public EHR datasets and code sharing, complicate the possibility of replication.

Registration: PROSPERO database (CRD42022331388).
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Introduction

Artificial intelligence (AI) is increasingly used in healthcare.
Applications range from identifying the presence or predicting
the development of a condition (eg, from medical imaging or
electronic health records [EHR]) to treatment (eg, AI-guided
robots that perform surgery), drug production (ie, bioinfor-
matics), and training.1 The progression of the diseases
(eg, decompensation, mortality, etc.), which the next event
(eg, prescription or diagnostic) will be, or measures for quality
care (eg, hospital readmission, length of stay, etc.) can also be
predicted. These techniques can be used in a variety of disci-
plines, such as radiology, oncology, or surgery.2 Some

AI-based models detect or predict health- or healthcare-related
outcomes based on cross-sectional data, with satisfactory per-
formance.3,4 However, few use longitudinal data, which have
numerous advantages in terms of quantity and quality and can
show temporal changes in patients’ conditions.5,6 Temporal
data collection can allow the study of causality between events
and dynamics to analyze how people develop diseases or how
some diseases develop into others. Understanding patients’ evo-
lution can be crucial for a correct prognosis of certain long-
term conditions and could improve the performance of the AI
models.7

The development of EHR systems has increased the number
of studies using longitudinal data, but knowledge about AI
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techniques using these data is still lacking. EHRs are a diverse
source of data, as each patient’s record can be different in
terms of number, type, and frequency of registers. The health-
care setting in which the data was collected might influence
these parameters. For instance, primary care records may
reflect a patient’s history over several years but with few
annual visits usually of a single type. Conversely, ICU and
hospitalization records might have short-term high-frequency
registers of many different types, such as procedures, labora-
tory results, and diagnoses, but may lack information on the
patient’s life outside the hospital. Differences between subjects
in the amount of data available can be handled in different
ways (ie, adding time between events, aggregating events, or
limiting the usable data in a fixed time window8), which
sometimes makes the implementation technically difficult.
Therefore, data from different settings are likely to need dif-
ferent methodological approaches and be more powerful to
predict different outcomes, ie, ICU data might predict better
short-term decompensation, while the life-long data from pri-
mary care might predict better quality care outcomes or long-
term outcomes such as all-cause mortality.9,10

Different approaches have been used to take into account
the temporal dimension of the data.8 Even though some
machine learning (ML) models can be assembled to handle
longitudinality,11,12 recurrent neural networks (RNN), and
particularly long short-term memory (LSTM)13 and gated
recurrent units (GRU)14 were designed to handle temporal
sequenced data. These types of networks can consider the
changes between sequential registers thanks to the incorpora-
tion of forget gates, and successfully address the vanishing
gradient problem even in long sequences. Lately, RNN-based
architectures have been enhanced by incorporating new types
of layers, such as convolutional neural networks (CNN) or
graph neural networks (GNN).15,16 In addition, self-attention
mechanisms can also be included in these architectures to
improve both performance and interpretability by calculating
attention weights that highlight the parts of the sequence that
contribute most to the prediction.17–19 These mechanisms
have led to the development of pretrained systems like BERT
that ease model training, which can also be applied to
healthcare.20

Some systematic reviews have addressed the application of
AI in healthcare,3,4,21 but without a specific focus on longitu-
dinal data, so the techniques reported may not be apt for the
temporal data. Identifying the most common and successful
AI techniques for longitudinal studies is key to improving the
more common cross-sectional prediction AI models. This sys-
tematic methodological review aims to describe and appraise
which AI techniques can cope with longitudinal data from
EHRs to predict health- or healthcare-related outcomes. Spe-
cifically, we report the most common data specifications, the
techniques used, how they are trained, what results they
achieve, and the quality of the reporting and the methods
used. By doing so, we sought to provide an overview of the
state of the art in training AI models with longitudinal data.

Methods

This review is reported according to PRISMA (Preferred
Reporting Items for Systematic Reviews and Meta-Analyses)
guidelines.22 The review protocol was prospectively registered
in the PROSPERO database (CRD42022331388).

Review questions

Regarding AI techniques able to use longitudinal data from
EHRs to make predictions, the following questions arose: (1)
which data specifications are most common?, (2) which tech-
niques are used?, (3) how are they trained?, (4) what results
do they achieve?, and (5) what is the quality of the reporting
and the risk of bias in the included studies?

Eligibility criteria

We followed the SDMO (Studies, Data, Methods, Outcomes)
approach to define the eligibility criteria23 (Supplementary
Appendix A). We included studies published in any language
that: (1) at least one data source was EHRs, (2) data collec-
tion implied having longitudinal data (ie, at least 2 registers
per individual at different time points), (3) used an AI techni-
que capable of handling longitudinal data (eg, RNN, Hidden
Markov Models); and (4) made a prediction about a health-
related outcome (eg, hospital admission, death, nursing home
admission).

We excluded short reports of less than 2 pages because the
reporting in this type of publication is highly variable in terms
of reliability, accuracy, and level of detail. They often provide
little information on study design and risk of bias, complicat-
ing their appraisal.24–26 We also excluded records that origi-
nally had longitudinal data but transformed them in such a
way (ie, averaging all the laboratory results over time) that
the longitudinality was lost.

Information sources and search strategy

We systematically searched MEDLINE (PubMed), Web of
Science, Scopus, and IEEE Xplorer from database inception
to January 3, 2022, with no language restrictions. The search
strategies run in each database can be found in Supplementary
Appendix A (Table A1). We handsearched the reference lists
of included studies and contacted experts in the area to iden-
tify other possible eligible studies.

Selection process

The search results were uploaded to Rayyan,27 a web-based
software, and deduplicated. Pairs of reviewers (of L.A.C.-R.,
CV, E.Z.O., M.M.-Z.) independently screened titles and
abstracts against the eligibility criteria. We retrieved the full
text of all studies that potentially met the eligibility criteria,
and pairs of review authors (L.A.C.-R., C.V., E.Z.-O.)
assessed them for inclusion, recording the reasons for exclu-
sion. We resolved any disagreements through discussion,
involving a third reviewer when needed.

Data collection process and data items

One reviewer (L.A.C.-R.) extracted data from included stud-
ies using a standardized form, and another reviewer (J.L.-J. or
C.G.-M.) checked it. All reviewers had piloted the data
extraction form on 5 articles to ensure consistency. Disagree-
ments were resolved through consensus.

Collected data included information on the biggest dataset,
prediction task, preprocessing of input data, feature selection,
method, validation, performance metrics, and implementa-
tion. The definition of each variable is presented in Supple-
mentary Appendix B (Table B1). In single studies that
reported several models, the performance metrics of the best
model were extracted. In addition, the transparent reporting
of a multivariable prediction model for Individual Prognosis
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Or Diagnosis (TRIPOD) statement was used to assess the
transparent reporting of the studies.28

Risk of bias assessment

Pairs of reviewers (of L.A.C.-R., M.C.-B., E.Z.-O., C.V.) inde-
pendently assessed risk of bias using a short-form of the Pre-
diction model Risk Of Bias ASsessment Tool (PROBAST)
statement29 which has a sensitivity of 98% and specificity of
100% compared to the long form. We used the short form
because it did not assess the risk of bias in the data, as EHR
data are assumed to be at high risk of bias and all the included
studies in this review used EHRs. In addition, risk of bias was
assessed only in the articles that included the items necessary
for its evaluation according to TRIPOD (see Supplementary
Appendix C). These items referred to the outcome and analy-
sis sections, and the overall risk of bias was assigned accord-
ing to these sections. The extensions for TRIPOD and
PROBAST for AI models were under development and
unavailable at the time of this review.30

Descriptive statistics (ie, percentages, or medians and inter-
quartile range, as appropriate) were calculated from the data
extraction table. This data synthesis was performed using R
(version 4.1.2).

Results

Of 391 records, 228 reports underwent full-text review, as 12
could not be retrieved (Figure 1). Among the 81 studies that
met the eligibility criteria, 78 (96.3%) were published from
2017 to 2021. The raw parameters of included studies (see
Supplementary Appendix D), together with a dashboard to
explore the results in more detail, is available in a Shiny app
(https://lacarrascoribelles-idiapjgol.shinyapps.io/SR_

AILongitudinalModels/). Supplementary Appendix E lists the
studies not retrieved, those excluded, and the reasons for
exclusion.

Dataset information and prediction task

The included studies followed patients for 0.8-24 years, had
sample sizes of 398-29 163 297 individuals, and used most of
them EHR data from the United States. Simple sample demo-
graphic descriptors such as age, sex, or socioeconomic infor-
mation were reported in less than 30% of the studies
(Table 1). Although the sample was most commonly drawn
from the general patient population, some studies defined an
age limit (eg, �18, �65 years) or included only people with
particular diseases (eg, heart failure, diabetes). None of these
diseases were considered when defining the population in
more than 3 studies. The most common settings were ICUs
and hospitalization (Table 2).

In general, the studies simultaneously considered informa-
tion from at least 3 of the following: diagnoses, billed drugs,
demographics, medical procedures, and clinical measures.
Diagnoses and drugs were the most common types of data
used. Others, such as claims data, genes, or free text were con-
sidered in 17/81 (21%). Data were, in most cases, coded
either as categorical or both quantitative and categorical vari-
ables. While most datasets did not have a particular individ-
ual recording frequency, some reported having one register
per person every hour, day, or 2 years (Table 2). The mean
number of registers per person varied between 1.2 and 82.5
(mean¼ 12.87, standard deviation [SD]¼24.08), while 45/81
(55.6%) did not report it this variable.

Prediction tasks were numerous (n¼67) and heterogene-
ous. The most common were mortality, next diagnosis, and
heart failure (Table 2). Most studies considered only one pre-
diction task (58/81, 71.6%), while others used the same
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Figure 1. PRISMA flow chart.22 *The same study can be excluded for several reasons, so the sum of excluded studies for each reason does not add up

to the total number of excluded studies.
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architecture to predict up to 6 outcomes. The prediction win-
dow varied from 0 h to 10 years. Most studies only consid-
ered one prediction window (62/81, 76.54%), while some
considered up to 5. Some studies (14/81, 17.3%) changed the
distribution of the target outcome, either by performing a
case-control selection, stratified random sampling, or under/
oversampling.

Techniques

Almost a third of the studies (26/81, 32.1%) reported missing
values in their dataset (Table 3), but few reported using com-
patible architectures. Most imputed them with different tech-
niques (eg, last value carried forward, mean or median
imputation, zero imputation). Only 2 studies reported indicat-
ing these imputations to the model through additional varia-
bles or masking.

All but 3 studies reported having preprocessed the data,
via: one-hot encoding of categorical variables, embedding of
some kind, aggregating the information available in time win-
dows, removing the events (ie, diagnoses, procedures) that
were less common, performing any kind of normalization on
the quantitative variables, and categorizing the quantitative
variables. Studies simultaneously performed up to 5 of these
preprocessing procedures. In addition, 6/81 (7.4%) reported
performing a feature selection, either according to statistical

criteria (ie, Lasso, Mann-Whitney, Chi2), expert’s opinion, or
missingness.

All studies but 2 that were based on ML methods had deep
learning (DL) architectures (79/81, 97.5%) (Table 2). Most
DL models were based on RNN (eg, LSTM/BiLSTM, GRU/
BiGRU) architectures. Others were based either on BERT-
based architectures or combinations of RNN-like layers with
other architectures such as CNNs, GNNs, or autoencoders.
Architectures were reported as having 1 up to 10 layers, but
most were based on 1-3, while 32/81 (39.5%) studies did not
report it. Table 3 shows that some kind of attention mecha-
nism was included in 45/81 (55.6%) studies. Moreover, the
architecture of 27/81 (33.3%) models could consider static
variables, like sex. Except for the 5/81 (6.2%) studies that
reported having the same number of registers per individual
due to the study design, the rest applied some technique to
make their model work varying numbers of registers per per-
son. Most applied some preprocessing technique (31/81,
38.3%), such as aggregation in time windows. Zero-padding
was used in 22/81 (27.2%) studies (masking was reported in
8/22, 36.4%), while 19/81 (23.5%) studies did not report
how they managed this.

Hyperparameter tuning was reported in 36/81 (44.4%)
studies. The most common techniques were fine-tuning, grid
search, and Bayesian optimization. One to eight hyperpara-
meters were tuned, most commonly the number of neurons
per layer, the learning rate, the dropout rate, and the number
of layers. Seven of the 36 (19.4%) studies did not report
which hyperparameters tuned. Regarding regularization
mechanisms (eg, dropout, L1 or L2 regularization), 52/81
(64.2%) studies applied up to 5 of them simultaneously, while
29/52 studies (54.7%) considered only one, and 19/52
(35.8%) two (Table 4). The most common optimizers were
Adam, Stochastic Gradient Descent, and Adadelta.

Most studies (79/81, 97.5%) reported doing an internal
validation of their models (Table 4), generally through either
a random split of the dataset or a replication-based technique
(eg, cross-validation, bootstrap) to estimate the error disper-
sion of the models. The size of the training set ranged from
14% to 90% (mean 73.8%, SD 10.7%), of the validation set
from 4.4% to 50% (mean 14.5%, SD 7.5%), and of the test
set from 0% to 80% (mean 15%, SD 11%). External valida-
tion was reported in 3/81 (3.7%) studies: 2 using the MIMIC-
III dataset, and one a private one. In 37/81 (45.7%) studies,
performance of the developed models was compared to up to
8 other state-of-the-art methods on the same dataset. The
most common were RETAIN, Dipole, and SAnD. In addition,
70/81 (86.42%) studies compared the performance of their
models to up to 12 simpler methods, which usually could not
benefit from the temporal dimension of their data, such as
logistic regression or random forests.

Regarding the implementation of the models, 22/81
(27.2%) studies reported using Tensorflow; 15/81 (18.5%)
PyTorch; and 10/81 (12.4%) Keras. The framework used was
not reported in 21/81 (25.9%) studies. Thirty-one studies
(38.3%) made some of the code related to their model avail-
able in Git-like platforms.

Data available and techniques used according to

data context

At least half the studies in each setting had as many registers
per patient as patient contacts with the health system

Table 1. Description of the parameters related to the dataset information.

Parameter Description

Country of data source
United States 50 (61.7)
China 13 (16.0)
Others 15 (18.5)
Not reported 3 (3.7)

Follow-up time, in years [0.8, 24], 8.9 (5.6),
10 [4–12], (70.4)

Sample size [398, 29 163 297],
585 981 [3 611 801],

32 221 [7845–105 805],
(18.5)

Demographic descriptors
Median age [29, 74.6], 55.6 (13.4),

56.1 [46.2–65.4],
(23.5)

Sex (female) [0, 100], 51 (20.6),
49.8 [43–61.4], (29.6)

Socioeconomic information reported 6 (7.4)
Age limit definition 19 (23.5)
Main condition definition 27 (8.6)
Information included

Demographics 39 (48.2)
Diagnoses 60 (74.1)
Laboratory results 38 (46.9)
Prescribed/billed drugs 43 (53.1)
Medical procedures 31 (38.3)
Clinical measures 31 (38.3)
Information included simultaneously (n) [1, 6], 3 (1.3), 3 [2–4],

(98.8)
Others (eg, free text, genes. . .) 17 (21)

Types of variables
All quantitative 7 (8.6)
All categorical 39 (48.1)
Both 35 (43.2)

Categorical parameters are described as N (%), while quantitative
parameters as [min, max], mean (SD), median [Q1-Q3], (% studies
reported). Total N¼ 81. If more than one dataset was used to train the
models, only the parameters of the biggest dataset were collected.
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Table 2. Description of the registers collection, the prediction task, and the architecture by data context.

Hospital care (N¼52)

Parameter

Primary
care
(N¼7)

Consultation
(N¼4)

Hospitalization
(N¼20)

ICU
(N¼28)

Multiple
healthcare
settings
(N¼11)

Not
reported
(N¼11)

Total
(N¼81)

Mean number registers per person
0-10 0 (0.0) 0 (0.0) 5 (25.0) 8 (28.6) 2 (18.2) 2 (18.2) 17 (21.0)
11-50 0 (0.0) 2 (50.0) 2 (10.0) 2 (7.1) 1 (9.1) 4 (36.4) 11 (13.6)
51-100 3 (42.9) 0 (0.0) 3 (15.0) 2 (7.14) 0 (0.0) 0 (0.0) 8 (9.9)
Not reported 4 (57.1) 2 (50.0) 10 (50.0) 16 (57.1) 8 (72.7) 5 (45.5) 45 (55.6)

Frequency of registers (N¼84) (N¼9) (N¼4) (N¼20) (N¼29) (N¼11) (N¼11) (N¼84)
Hourly (every 0.5, 1, 2, . . . h) 0 (0.0) 0 (0.0) 2 (10.0) 8 (27.6) 2 (18.2) 0 (0.0) 12 (14.3)
Daily 1 (11.1) 0 (0.0) 1 (5.0) 4 (13.8) 1 (9.1) 1 (9.1) 8 (9.5)
Weekly 1 (11.1) 1 (25.0) 0 (0.0) 0 (0.0) 0 (0.0) 1 (9.1) 3 (3.6)
Monthly (every 1, 6, . . . months) 2 (22.2) 1 (25.0) 0 (0.0) 0 (0.0) 0 (0.0) 2 (18.2) 5 (6.0)
Yearly (every 1, 2, . . . years) 0 (0.0) 0 (0.0) 0 (0.0) 0 (0.0) 0 (0.0) 1 (9.1) 1 (1.2)
At routine follow-up 5 (55.6) 2 (50.0) 15 (75.0) 16 (55.2) 8 (72.7) 6 (54.5) 52 (61.9)
Not fixed 0 (0.0) 0 (0.0) 1 (5.0) 0 (0.0) 0 (0.0) 0 (0.0) 1 (1.2)
Not reported 0 (0.0) 0 (0.0) 1 (5.0) 1 (3.45) 0 (0.0) 0 (0.0) 2 (2.4)

Prediction task (N¼124) (N¼9) (N¼4) (N¼32) (N¼48) (N¼13) (N¼18) (N¼124)
Clinical predictions 5 (55.5) 4 (100) 13 (40.6) 9 (18.8) 8 (61.5) 15 (83.3) 54 (43.5)

Cancer (eg, colorectal, pancreatic) 1 (11.1) 0 (0.0) 1 (3.12) 0 (0.0) 2 (15.4) 1 (5.6) 5 (4.0)
Cardiovascular system (eg, heart failure) 3 (33.3) 2 (50.0) 4 (12.5) 2 (4.17) 2 (15.4) 3 (16.7) 16 (12.9)
Infections (eg, sheptic shock) 0 (0.0) 0 (0.0) 2 (6.3) 3 (6.3) 2 (15.4) 0 (0.0) 7 (5.7)
Mental health (eg, depression,

suicidal ideation)
0 (0.0) 1 (25.0) 2 (6.3) 0 (0.0) 0 (0.0) 0 (0.0) 3 (2.4)

Metabolic (eg, diabetes, obesity) 0 (0.0) 0 (0.0) 0 (0.0) 0 (0.0) 0 (0.0) 6 (33.3) 6 (4.8)
Neurorological system (eg, Alzheimer’s) 0 (0.0) 1 (25.0) 0 (0.0) 0 (0.0) 0 (0.0) 1 (5.6) 2 (1.6)
Respiratory system (eg, COPD) 0 (0.0) 0 (0.0) 2 (6.3) 4 (8.3) 1 (7.7) 3 (16.7) 10 (8.1)
Urinary system (eg, kidney disease) 1 (11.1) 0 (0.0) 2 (6.3) 0 (0.0) 1 (7.7) 1 (5.6) 5 (4.0)

Disease progression and health status 1 (11.1) 0 (0.0) 4 (12.5) 12 (25.0) 2 (15.4) 0 (0.0) 19 (15.3)
Decompensation 0 (0.0) 0 (0.0) 0 (0.0) 3 (6.3) 0 (0.0) 0 (0.0) 3 (2.4)
Mortality 1 (11.1) 0 (0.0) 4 (12.5) 9 (18.8) 2 (15.4) 0 (0.0) 16 (12.9)

Outcome measures for quality care 0 (0.0) 0 (0.0) 4 (12.5) 8 (16.7) 0 (0.0) 0 (0.0) 12 (9.7)
Hospital (re)admission 0 (0.0) 0 (0.0) 3 (9.4) 1 (2.1) 0 (0.0) 0 (0.0) 4 (3.2)
In-hospital mortality 0 (0.0) 0 (0.0) 0 (0.0) 4 (8.3) 0 (0.0) 0 (0.0) 4 (3.2)
Length of stay 0 (0.0) 0 (0.0) 1 (3.1) 3 (6.3) 0 (0.0) 0 (0.0) 4 (3.2)

Other predictions 3 (33.3) 0 (0.0) 11 (34.3) 19 (39.5) 3 (23.1) 3 (16.7) 39 (31.5)
Next event (eg, diagnose, drug) 3 (33.3) 0 (0.0) 10 (31.2) 15 (31.2) 2 (15.4) 1 (5.6) 31 (25.0)
Others (Freq. <2) 0 (0.0) 0 (0.0) 1 (3.1) 4 (8.3) 1 (7.7) 2 (11.1) 8 (6.5)

Prediction window (N¼117)
Hours (1, 3, 6, 8 h) 0 (0.0) 0 (0.0) 3 (8.3) 4 (12.1) 3 (18.8) 0 (0.0) 10 (8.6)
Days (1, 2, 7, 15 days) 0 (0.0) 0 (0.0) 8 (22.2) 7 (21.2) 0 (0.0) 1 (7.1) 16 (13.7)
Months (1, 2, 3, 6, 9 months) 2 (14.3) 0 (0.0) 12 (33.3) 4 (12.1) 3 (18.8) 4 (28.6) 25 (21.4)
Years (1, 2, 3, 4, 5, 10 years) 8 (57.1) 2 (50.0) 7 (19.4) 0 (0.0) 4 (25.0) 4 (28.6) 25 (21.4)
Any 4 (28.6) 2 (50.0) 6 (16.7) 18 (54.5) 6 (37.5) 5 (35.7) 41 (35.0)

Architecture
RNN-based only 5 (71.4) 3 (75.0) 14 (70.0) 14 (50.0) 8 (72.7) 6 (54.5) 50 (61.7)

RNN/BiRNN 0 (0.0) 1 (25.0) 0 (0.0) 0 (0.0) 1 (9.1) 0 (0.0) 2 (2.5)
GRU/BiGRU 4 (57.1) 0 (0.0) 8 (40.0) 4 (14.3) 3 (27.3) 3 (27.3) 22 (27.2)
LSTM/BiLSTM 1 (14.3) 2 (50.0) 6 (30.0) 10 (35.7) 4 (36.4) 3 (27.3) 26 (32.1)

Transformer-based
BERT-based architectures 0 (0.0) 0 (0.0) 1 (5.0) 2 (7.1) 2 (18.2) 2 (18.2) 7 (8.6)

Combinations 1 (14.3) 1 (25.0) 5 (25) 11 (39.3) 1 (9.1) 3 (27.3) 22 (27.2)
Variational RNN 0 (0.0) 0 (0.0) 1 (5.0) 0 (0.0) 0 (0.0) 0 (0.0) 1 (1.2)
CNN only or LSTM/GRUþCNN 0 (0.0) 1 (25.0) 4 (20.0) 4 (14.3) 0 (0.0) 3 (27.3) 12 (14.8)
DAGþGRU 1 (14.3) 0 (0.0) 0 (0.0) 0 (0.0) 0 (0.0) 0 (0.0) 1 (1.2)
Dense only or LSTM/GRUþDense 0 (0.0) 0 (0.0) 0 (0.0) 1 (3.6) 1 (9.1) 0 (0.0) 2 (2.5)
GANþLSTM 0 (0.0) 0 (0.0) 0 (0.0) 1 (3.6) 0 (0.0) 0 (0.0) 1 (1.2)
GNN only or LSTM/GRUþGNN 0 (0.0) 0 (0.0) 0 (0.0) 4 (14.3) 0 (0.0) 0 (0.0) 4 (4.94)
GRUþGCN 0 (0.0) 0 (0.0) 0 (0.0) 1 (3.6) 0 (0.0) 0 (0.0) 1 (1.2)

Machine learning 1 (14.3) 0 (0.0) 0 (0.0) 1 (3.6) 0 (0.0) 0 (0.0) 2 (2.4)
Lasso-SVM 1 (14.3) 0 (0.0) 0 (0.0) 0 (0.0) 0 (0.0) 0 (0.0) 1 (1.2)
Gradient boosting tree mimic 0 (0.0) 0 (0.0) 0 (0.0) 1 (3.6) 0 (0.0) 0 (0.0) 1 (1.2)

Number of layers
<3 6 (85.7) 2 (50.0) 6 (30.0) 6 (21.4) 4 (36.4) 3 (27.3) 27 (33.3)
3-5 0 (0.0) 0 (0.0) 2 (10.0) 9 (32.1) 3 (27.3) 1 (9.1) 15 (18.5)
6-10 0 (0.0) 0 (0.0) 2 (10.0) 2 (7.14) 1 (9.1) 2 (18.2) 7 (8.6)
Not reported 1 (14.3) 2 (50.0) 10 (50.0) 11 (39.3) 3 (27.3) 5 (45.5) 32 (39.5)

Categorical parameters are described as N (%). Some categories have been aggregated. Raw parameters are available in the Shiny app. N>81 is due to the
same study considering different possibilities for the same parameter.
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(Table 2). However, in studies with regular assessment points,
the more severe the patient’s condition, the more frequent the
data registers were (eg, 27.6% ICU studies had hourly time
points, while 22.2% of primary care studies had a monthly
register). This difference in recording frequency plus the total
length of available follow-up in each setting affected the num-
ber of registers per patient. In inpatient and ICU settings, the
number was usually 10 or less, compared to 51-100 in pri-
mary care. Developing particular diseases, mainly cardiovas-
cular diseases, and the next event were the most common
prediction tasks in all settings. In addition, 25% of ICU stud-
ies aimed to predict disease progression and health status (eg,
decompensation, mortality). Hospitalization and ICU predic-
tion windows were shorter (ie, hours, days, or months) than
most outpatient care (ie, primary care, consultations), which
used years as the prediction window.

Regarding the architecture, most studies considered only
RNN, GRU, or LSTM layers regardless of data context.
However, several ICU studies also combined these layers with
others, such as CNN or GNN. As a result, ICU studies tended
to use more layers (ie, most reported using 3 or more layers,
while the architectures used in the rest of the settings were
based on fewer layers). Therefore, the number of registers

available per patient and the frequency of registers can modify
the choice of architecture.

Performance

Reporting of performance metrics was highly variable. We
collected the following where reported: precision, accuracy,
recall/sensitivity, specificity, F2-score, AUC, and AUC
precision-recall. AUC refers to the area under the sensitivity
versus (1-specificity) curve, or ROC curve, while AUC
precision-recall refers to the area under the precision versus
sensitivity curve. The included studies reported 0-5 of these
metrics (mean 1.83, SD 1.10), with most reporting just 1 (33/
81, 40.7%) or 2 (28/81, 34.6%). The metrics most commonly
reported were AUC (58/81, 71.6%), followed by AUC
precision-recall (average precision; 29/81, 35.8%) and preci-
sion (22/81, 27.2%). AUC varied from 0.75 to 0.99 (mean
0.86, SD 0.07), and AUC precision-recall from 0.13 to 0.87
(mean 0.54, SD 0.20). A subanalysis of the performance
obtained by the best model reported in the studies using
MIMIC-III is reported in Table 5.

Completeness of reporting assessment—TRIPOD

statement

Figure 2 shows the adherence to the TRIPOD subitems. Over-
all adherence to the TRIPOD statement ranged from 35.1%

Table 3. Description of the parameters related to the development of the

model.

Parameter Description

Handling of missing values 26/81 (32.1)
Compatible with model 4/26 (15.4)
Imputation 17/26 (65.4)
Not reported 5/26 (19.2)

Preprocessing 78/81 (96.3)
One-hot encoding 45/78 (57.7)
Embedding 42/78 (53.8)
Time window aggregation 26/78 (33.3)
Simultaneous preprocessing techniques (n) [0, 5], 1.9 (1),

2 [1-3], 100
Feature selection 6 (7.4)
Varying-length sequence handling

Preprocessing 31/81 (38.3)
Zero-padding 22/81 (27.2)
Not reported 19/81 (23.5)
Not needed 5/81 (6.2)

Number of layers [0,10], 2.9 (2), 2 [2-4],
60.5

Use of attention mechanism 45/81 (55.6)
Use of static variables 27/81 (33.3)
Hyperparameter tuning

Performed 36/81 (44.4)
Not performed 34/81 (42)
Not reported 11/81 (13.6)

Hyperparameter tuning method
Fine-tuning 13/36 (36.1)
Grid search 7/36 (19.4)
Others 10/36 (27.8)
Not reported 6/36 (16.7)

Hyperparameters tuned
Number of neurons per layer 16/36 (44.4)
Learning rate 10/36 (27.8)
Dropout rate 8/36 (22.2)
Simultaneous hyperparameters being
tuned (n)

[1, 8], 2.6 (1.9),
2 [1-3.3] (80.6)

Categorical parameters are described as N (%), while quantitative
parameters as [min, max], mean (SD), median [Q1-Q3], (% studies
reported).

Table 4. Description of the parameters related to the model training.

Parameter Description

Regularization mechanisms 52/81 (64.2)
Dropout 41/52 (78.9)
L1 or L2 regularization 23/52 (45.1)
Others 21/52 (40.4)
Simultaneous regularization techniques (n) [1, 5], 1.6 (0.8),

1 [1-2]
Optimizer

Adam 39/81 (48.1)
Stochastic gradient descent (SGD) 5/81 (6.2)
Adadelta 5/81 (6.2)
Others 7/81 (8.6)
Not reported 25/81 (30.9)

Internal validation
Random split 54/81 (66.7)
Cross-validation 15/81 (18.5)
Others 3/81 (3.7)
Not reported 9/81 (11.1)
Training set size (%) [14, 90], 73.8 (10.7),

75 [70-80], (92.6)
Validation set size (%)a [4.4, 50], 14.5 (7.5),

10 [10-16.9], (16.1),
(12.3)

Test set size (%)a [10, 80], 18.1 (9.5),
16.7 [15-20], (6.2),

(16.1)
Measure of performance variabilityb 44/81 (54.3)

External validation 3/81 (3.7)
Comparison with

Simpler models 70/81 (86.4)
State-of-the-art models 37/81 (45.7)

Categorical parameters are described as N (%), while quantitative
parameters as [min, max], mean (SD), median [Q1-Q3], (% studies
reported).

a Stands for the percentages of studies that did not report the
information and that did not define those sets.

b Use of techniques like cross-validation or bootstrapping to quantify the
variability of the performance of the model in the internal validation.
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to 89.2% (median 62.16%, IQR [54.1%, 73%]). The title,
abstract, and introduction were appropriately reported in 23/
81 (28.40%), 16/81 (19.8%), and 31/81 (38.3%) studies,
respectively. In contrast, only 5/81 (6.2%) appropriately
reported all subitems in the “Methods” section, 0/81 (0%) in
the “Results” section, and 16/81 (19.8%) in the “Discussion”
section. Other information was adequately reported in 8/81
(9.9%) studies. Those using transformer-based models, whose
methodology may be the most complex, showed the highest
adherence to TRIPOD (see Supplementary Appendix F).

Risk of bias assessment—PROBAST statement

The short form of PROBAST assessed the outcome and the
analysis domains and was applied in 22/81 studies that
reported the necessary information (see Supplementary
Appendixes C and D). Three items regarding the outcome
domain were assessed: the determination of the outcome was
or probably was appropriate in 19/22 (86.4%) models (item
3.1), prespecified or standard definitions were used in 17/22
(77.3%) models (item 3.2), and it was defined and determined
similarly for all participants in 21/22 (95.5%) models
(Figure 3). Thus, 72.7% of the reviewed models had a low
risk of bias in the outcome domain. Regarding the analysis
domain, 5 items were assessed: there were a reasonable num-
ber of participants with the outcome in 16/22 (72.7%) models
(item 4.1), the variables were handled appropriately in 17/22
(77.3%) (item 4.2), the information to assess missing han-
dling was insufficient in 10/22 (45.5%) models (item 4.4),
univariable selection was avoided in 20/22 (90.9%) models
(item 4.5), and the overfitting and optimism were considered
in 15/22 (68.2%) models. Altogether, the information to
assess the risk of bias in the analysis domain was insufficient
in 11/22 (50%) models. Considering both domains, the over-
all risk of bias was high in 7/22 (31.8%) models, unclear in
12/22 (54.6%), and low in 3/22 (13.6%). The studies using
architectures based on RNN-like layers only were at the high-
est risk of bias (see Supplementary Appendix F).

Discussion
Key results

We included 81 studies and extracted the following key
results. Regarding the data specifications, more than a third
of the studies used ICU data, generally offering short follow-
up times but with high temporal granularity. We expected
more studies set in primary care, as it is the context that offers
more longitudinality. Data sampling frequency was very het-
erogeneous depending on the context, varying from hourly to
every several years. The different amounts of data per patient
and the time spacing between them influenced the choice of
architecture, increasing its complexity as less spaced in time
were the registers. Almost half the prediction tasks were
focused on the development of certain conditions or the next
events. Very few studies included socioeconomic characteris-
tics in the models, despite their importance as health determi-
nants.32–34

Regarding missing values, researchers need to make more
efforts to explain how they dealt with them, as this aspect
required clarification in most studies. Models that can handle

Table 5. Performance metrics of the best models reported by the studies using the MIMIC-III dataset (N¼ 21), by outcome and method (simplified).

Outcome Method AUC AUC precision-recall

Disease progression and health status (N¼9) BERT-based architectures (N¼1) 0.859 (—) 0.519 (—)
RNN-based only (N¼5) 0.868 (0.063) 0.496 (0.068)
Combinations (N¼3) 0.901 (0.001) 0.326 (0.023)

Outcome measures for quality care (N¼3) RNN-based only (N¼3) 0.846 (0.025) 0.525 (0.007)
Next event (diagnose, drug, etc.) (N¼9) BERT-based architectures (N¼1) — 0.700 (—)

RNN-based only (N¼3) 0.921 (0.038) 0.835 (0.049)
Combinations (N¼5) 0.839 (—) 0.504 (0.228)

Metrics described as mean (SD). — denotes that the aggregation could not be computed, either because it was not reported or it was reported only by one
study. Only AUC and AUC precision-recall are reported, as they were the metrics most reported in the studies.
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missing data without imputation (eg, masking) should be con-
sidered more often. Conversely, most studies did some pre-
processing of the data and reported it correctly. Few studies
changed the actual target distribution in training or made fea-
ture selection, which can be considered positive. The number
of layers used is lower than in other applications such as com-
puter vision.35 However, the number of registers available per
patient and their frequency modified the architecture; the
more registers per person, the more layers and the more types
of layers used. For example, the studies with ICU data (ie, less
absolute follow-up time per patient, but more frequent regis-
ters) used more complex architectures in terms of the number
and types of layers involved. Around half the studies incorpo-
rated attention mechanisms to increase either model perform-
ance or explainability. The use of these mechanisms in
healthcare is of great interest, as patients and professionals
may need to understand the reasoning for the prediction.
Hyperparameter tuning improves model performance, but
only about half the studies used it, probably due to its compu-
tational cost. There also is room for improvement in model
validation, as most studies performed only an internal valida-
tion with a simple train/test split, without estimating the var-
iance of the model’s performance, and external validation
was performed in just 3 studies. This could also be related to
the computational cost of cross-validating on large datasets
or the lack of available public datasets that could be used as
benchmarks.

According to the subanalysis on the studies using MIMIC-III,
models considering longitudinal data achieved reasonably good
results. When predicting disease progression and health status,
eg, death or decompensation, all methods produced good
results. Using a combination of different types of layers (recur-
rent and nonrecurrent) achieved the highest AUC, but the better
balance between classes, ie, the higher AUC precision-recall, was
achieved using BERT-based architectures. Regarding the predic-
tion of next events, eg, next prescription, architectures using
only RNN-like layers, eg, LSTM or GRU, achieved both the
higher AUC and AUC precision-recall.

The overall quality of the reporting was not optimal
(median adherence: 62%). It was even more difficult to find a
study that reported all items appropriately. Andaur-

Navarro36 also described this situation, which is common for
other study designs like randomized controlled trials.37 Risk
of bias came mainly from the analysis section, which was not
properly reported in 50% of the studies assessed, and 31.6%
had a high overall risk of bias. Similar results were reported
by Andaur-Navarro.38 The studies that built their models
using more complex architectures (eg, transformers, combina-
tions of different types of layers) had better reporting and less
risk of bias than studies following simpler approaches.

Comparison with other studies

This systematic methodological review identified and ana-
lyzed different AI-based techniques used to predict health-
related outcomes based on longitudinal data from EHRs. Pre-
vious works in this field that broadly identified studies using
ML in health also reported a lack of homogeneity in report-
ing, and a limited use of primary care data.21 Silva et al8

reported different technical approaches to longitudinal data
in DL architectures, but not through a systematic review.

Previous systematic reviews of supervised ML in health
have also described poor reporting and high risk of bias,36,38

calling for a better reporting quality and better explanations
of the approach to missing values.39 Poor reporting and the
lack of data and code sharing hampers the reproducibility of
prediction models.40

Strength and limitations of this study

The main strength of this review is that it provides an exten-
sive overview of state of the art in AI-based models using lon-
gitudinal EHR data and some recommendations for modeling
with this type of data. In addition, it provides an online inter-
active dashboard to further explore the collected parameters.
However, this systematic review has several limitations.
Firstly, we excluded short reports, and although this type of
publication generally does not include sufficient informa-
tion24–26 to be able to accurately assess all aspects assessed in
this review, there is a possibility that some relevant studies
could be excluded. Secondly, we used comprehensive study
search strategies that combined a wide variety of search terms
from free text and subject headings (see Supplementary
Appendix A). However, these search strategies did not include
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some search terms based on single concepts to maximize sen-
sitivity whilst striving for some reasonable precision.41 For
example, using the single term “longitudinal” instead of the
pairs of terms we used (eg, “longitudinal data,” “longitudinal
study,” etc.), could have retrieved a larger number of studies
that were longitudinal by design but that did not necessarily
analyze the data longitudinally. Nevertheless, this approach
to search strategies may have contributed to some relevant
reports not being identified. Therefore, to reduce the potential
risk of publication bias introduced by these 2 limitations and
to identify as many relevant studies as possible, we supple-
mented this identification by checking the reference lists of the
included studies and consulting with experts in the field. This
search of other sources allowed us to identify 32 additional
reports (see Figure 1). Finally, using the short-form PROBAST
instead of the original may be a limitation. However, this was
necessary to obtain more detail on the risk of bias, as the type
of data used (ie, EHR) would already confer a high risk of
bias on all the included studies. In this line, it is necessary to
develop risk of bias tools that can appropriately assess studies
based on EHRs, which, if used correctly, should not be con-
sidered an inherent source of bias.42 Even though a quantita-
tive analysis was planned in the review protocol, it was not
possible to carry it out considering all the included studies
due to the heterogeneity in the reporting of performance met-
rics, and it was performed only on a subset of them using
MIMIC-III. This comparison is limited as each study could
have used a different subset of subjects, but it was performed
assuming they have the same measurement bias, type of miss-
ingness, and underlying patient population.

Implication for researchers, editorial offices, and

future studies

Most studies focused on predicting the development of condi-
tions or the occurrence of certain events (eg, death, drug pre-
scription), while only 9.7% predicted outcomes related to
quality of care or management. More efforts in this direction
could help inform resource planning.

Studying model performance according to the technique
used was difficult due to the heterogeneity in the metrics
reported, precluding any recommendations on which archi-
tecture best suited the different data types. In the absence of
any consensus, one recommendation that does emerge is for
future studies to report as many performance metrics as possi-
ble, to facilitate the development of benchmarks and enable
the analysis of the correct identification of both positive and
negative cases, which cannot be distilled if only one metric,
like accuracy, is reported. The original distribution of the tar-
get (ie, class imbalance) should be considered when interpret-
ing the metrics in order not to assume that a model is good
simply because it has a good AUC. An extensively defined set
of prediction tasks for models in health that could be used for
benchmarking could also be proposed, since we also found a
high variability in the definition of outcomes that made it dif-
ficult to compare studies. Defining such standards or bench-
marks is particularly important in an area that is evolving as
rapidly such as AI to facilitate understanding, comparability,
and reproducibility.

Furthermore, a notably high number of studies used ICU
data to build their longitudinal models. This may be due to
MIMIC-III, a database of ICU data, being one of the few pub-
licly available databases including real EHR data. The

availability of other large databases that include EHRs from
other data contexts (eg, primary care) is vital to develop more
diverse prediction models. If more studies had used primary
care data, there would probably be more studies focusing on
quality-of-care indicators, such as hospital admissions. There-
fore, we encourage researchers to make their databases avail-
able in some form. Sharing both data and the code that built
and trained the models, following open science principles,43

would improve the replicability of the studies. If the data can-
not be shared, codes could be published with a minimal set of
simulated data to run the code, creating a minimal, reproduci-
ble example.

Regarding the risk of bias, the treatment of missingness
should be improved, more efforts made to study the presence
of overfitting and consider optimism in model performance.
Developing guidelines for properly assessing both reporting
and risk of bias in studies using AI is necessary and on its
way.30 In light of this study, we propose that the forthcoming
guidelines encompass the following considerations:

• Thoroughly report the handling of data heterogeneity,
specifically in terms of missingness and length of follow-
up. This is particularly crucial if the model itself addresses
these issues rather than relying on preprocessing steps.

• Provide a comprehensive set of metrics that adequately
evaluate the model’s performance, taking into account the
aforementioned data heterogeneity.

• Offer detailed documentation on the architecture and
implementation of the model. Transparency regarding the
number of layers, utilization of masking or normalization
layers, and the tuning of hyperparameters should not be
obscured or undisclosed. Sharing analytical code would
help with this. In addition, it would foster a culture of con-
tinuous improvement that accelerates progress and
ensures research’s quality and reproducibility.

Conclusion

This review found that AI-based models using longitudinal
EHR data to predict health- or healthcare-related outcomes
are being developed in different healthcare settings, using
mainly information related to diagnoses and drugs. RNN-
based architectures are the most common approach when
considering longitudinal data, but transformers and other
combinations of layers are also being used. Most models are
trained and validated using a simple train-test split, but only
about half measured the performance variability to estimate
optimism and overfitting. There is a significant lack of homo-
geneity when reporting both methodology and performance,
complicating the comparison of the results achieved by these
models. The overall quality of the reporting was rated at just
62%, and 31.6% of the assessed studies had a high risk of
bias, underscoring the need for the development of reporting
guidelines for this kind of studies. AI models that are capable
of considering temporal information are an innovative
improvement in biomedical and health informatics research,
but researchers should also mind how they report their work,
and not just on improving techniques, to ensure that the
results are beneficial to the wider scientific community.
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