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Abstract

Retinal surgery is widely considered to be a complicated and challenging task even for specialists. 

Image-guided robot-assisted intervention is among the novel and promising solutions that may 

enhance human capabilities therein. In this paper, we demonstrate the possibility of using 

spotlights for 5D guidance of a microsurgical instrument. The theoretical basis of the localization 

for the instrument based on the projection of a single spotlight is analyzed to deduce the position 

and orientation of the spotlight source. The usage of multiple spotlights is also proposed to check 

the possibility of further improvements for the performance boundaries. The proposed method 

is verified within a high-fidelity simulation environment using the 3D creation suite Blender. 

Experimental results show that the average positioning error is 0.029 mm using a single spotlight 

and 0.025 mm with three spotlights, respectively, while the rotational errors are 0.124 and 0.101, 

which shows the application to be promising in instrument localization for retinal surgery.
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1. Introduction

In 2019, more than 342 million patients were identified as having retinal diseases, and a 

significant number of these required a microsurgical intervention in order to preserve or 
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restore vision [1]. However, retinal surgery is characterized by a complex workflow and 

delicate tissue manipulations that require both critical manual dexterity and learned surgical 

skills [2]. Many of these patients lack access to proper and timely treatment and therefore 

increase their chances of blindness. Medical robots and robot-assisted surgery (RAS) setups 

are envisioned as a potential solution for reducing the work intensity, improving the surgical 

outcomes, and extending the work lifetime of experienced surgeons [3–14]. Different 

from the robotic laparoscopic minimally invasive surgery, the retinal surgery needs further 

consideration of specific precision which requires additional design in robotic system [14, 

15]. In 2016, surgeons at Oxford’s John Radcliffe Hospital performed the world’s first 

robot-assisted eye surgery, demonstrating the safety and the possibility of using a robot 

system in the most challenging task in retinal surgery [16], namely the dissection of the 

epiretinal or inner limiting membrane over the macula.

Autonomous technology has been first proposed by David L. Heiserman in 1976 [17] 

and has been developed rapidly because of large-scale research and business attempts 

in autonomous driving (AD) [18]. Not only restricted to applications in AD, but the 

introduction of autonomy into RAS may also someday assist microsurgeons to perform 

surgery with better outcomes and higher efficiency [9, 19–23].

A proper sensing method for instrument localization is fundamental for autonomous 

tasks in retinal surgery. Zhou et al. [24] utilized microscope-integrated optical coherence 

tomography (MI-OCT) to perform subretinal insertion under visual servoing. However, 

MI-OCT has a very limited visual depth of roughly 2 mm. Hence, it is hard for it to meet 

the requirements for some tasks with large-scale navigation inside the eye. The boundaries 

constraining the instruments’ movement range depend on the applications and could be 

treated as a volume of 10 mm × 10 mm × 5 mm [25, 26]. This estimation is based on the 

available microscope view for some typical retinal surgeries, that is navigating needles close 

to the retina or tracking vessel.

The contradiction of the image resolution and image range of OCT makes it less suitable 

for the guidance of instrument movements over a large range, for example a volume of 10 

mm × 10 mm × 5 mm. To navigate intraocular instruments in 3D with a large range, Probst 

et al. proposed a stereo-microscope vision system with deep learning to localize the needle 

tip [26]. This method showed advantages in the simplified in terms of logistics; however, 

there are constraints due to the need of data annotation and illumination. To cope for this, 

Yang et al. [27] and Zhou et al. [25] proposed a proactive of method using a spotlight source. 

Different from Yang et al. [27], spotlight source proposed in this paper is a single spotlight 

source with a single projection pattern or triple projection pattern which can be mounted 

on the tooltip. However, the theoretical error analysis and proper guidance for designing a 

spotlight have not been fully studied and discussed yet.

In this paper, we investigate the theoretical error analysis for spotlight-based instrument 

localization in 5D for retinal surgery. The error limitations are explored by a sensitivity 

analysis of the spotlight configuration. The contributions of this paper are listed as follows,

• The detailed mathematical models to derive the pose and position of instrument 

from a single spotlight and three spotlight are proposed and verified.
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• The high-fidelity simulation environment built with Blender [28] shown in Fig. 1 

makes it possible to verify the theory under controlled various conditions.

• The experiment results indicate that the single spotlight version can localize the 

position of the instrument with an average error of 0.028 mm while the multiple 

spotlights version yields 0.024 mm showing the promising for retinal surgery.

The remainder of the paper is organized as follows: in the next section, we briefly 

present the related work. The proposed method is described in Section 3. In Section 4, 

the performance of the proposed method is evaluated and discussed. Finally, Section 5 

concludes this paper.

2. Related work

To navigate instruments inside the eye, three approaches have been proposed. The first 

approach uses the optical coherence tomography (OCT) modality in form of MI-OCT. OCT 

imaging is popular not only in the retina diagnostics but also intraoperatively to provide 

useful visual feedback to the operating surgeon [29–32], having the benefits of a suitable 

resolution and a radiationless imaging mechanism. An additional benefit is that it allows 

to see the interaction between the tissue and the instrument [33]. However, the image 

range in depth direction is limited to roughly 2 mm which makes it only suitable for very 

fine positioning [29], for example internal limiting membrane peeling [34] and subretinal 

injection [24].

The second approach is stereo-microscope vision. Probst et al. proposed [26] a stereo-

microscope vision system which uses deep learning to reconstruct the retina surface and 

localize the needle tip. The benefit of this method is that it will not introduce any other 

additional instruments inside the eye. Moreover, the method can obtain an accuracy of 

0.1 mm in 3D over a large range (the imaging range of the microscope). The drawback 

is that the deep learning method requires a large amount of annotated data for different 

surgical tools and the purely passive stereo-microscope vision systems could be influenced 

by variations in illumination.

A third is the use of a single microscope to navigate instruments. As the solo microscope 

image cannot provide the depth information, a structured light-based method can be applied. 

In this approach, the use of geometrical information is required. The use of light cones and 

their respective elliptical projections is a commonly selected approach. Chen et al. [35] used 

the ellipse shape to estimate the extrinsic parameters and the focal length of a camera by 

using only one single image of two coplanar circles with arbitrary radius. The relationship 

was also explored by Noo et al. [36] for the calibration of a cone-beam scanner used in both 

X-ray computed tomography and single-photon emission computed tomography. Swirski 

et al. [37] used the ellipse shape to estimate the eyeball rotation with the pupil ellipse 

geometry with a single camera. In the eye surgery domain, Yang et al. [27] used a cone 

beam with structured light reconstruction to estimate a surface in the coordinate system of 

a custom-built optical tracking system named ASAP. There, after surface reconstruction, the 

tip-to-surface distance was estimated in the coordinate system of the ASAP [38]. Inspired by 

Yang et al.’s approach, Zhou et al. [25] proposed a spotlight to navigate an instrument and 
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measure the distance between the instrument tip and the surface with real-time performance 

in a large range of 10 mm × 10 mm × 5 mm.

To further study the spotlight navigation capabilities, in this paper we explore the 

performance upper limitation with a theoretical analysis. To verify the correctness of the 

analysis, a high-fidelity simulation environment with Blender is built up and tested with 

different simulated trajectories. Furthermore, the multi-spotlight design is also analyzed and 

verified to have the potential to improve the localization performance.

3. Methods

The overall framework is depicted in Fig. 2. A microscope with camera is used to capture 

intraocular images. A light fiber with a lens producing a cone-shaped light beam is attached 

to the surgical instrument.

The projected light pattern is extracted from the camera image. The contour of the projection 

is extracted, using post-processing and contour detection. Information about the camera 

setup and the retinal surface is used to reconstruct the three-dimensional shape of the 

contour. An ellipse is fitted into the contour shape. Based on the fitting result and the 

geometric properties of the light cone, the source position of the light can be reconstructed.

3.1. Projection pattern reconstruction

First, the camera image is converted from RGB to grayscale. Then, a Gaussian and a median 

filter are applied to reduce the noise. The result is converted into a binary image using 

a threshold obtained with the Otsu binarization method [39]. Afterward, the ellipse fitted 

is used to reconstruct the shape of the spotlight projection. An example for each step is 

depicted in Fig. 3.

The camera projection of the intraocular surface onto the image plane can be described using 

the pinhole camera model. Based on the camera model and the surface shape (simplified to 

be perfectly spherical), we can reconstruct the three-dimensional projection directly from the 

microscope image. The setting for the reconstruction is depicted in Fig. 4.

Using a point pc on the camera sensor and the focal point, we can define a line l that 

intersects the surface of the sphere at the point ps. By using a cross-section containing ps, the 

focal point F , and the center of the sphere, the problem can be simplified to an intersection 

between l (yellow in Fig. 4) and a circle. The line l is given by Eq. (1) and the circle by Eq. 

(2), where f is the focal length, r is the radius of the sphere, and d0 is the distance between 

the focal point and the bottom of the sphere. y1 is the Euclidean distance between the center 

of the camera sensor and pc. Here, the coordinate system is defined with the center of the 

sphere as shown in Fig. 4.

y = f
y1

x + d0 − r (1)
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x2 + y2 = r2 (2)

The said intersection allows to calculate the distance d  between the point on the sphere 

surface ps represented by p1 and the optical axis.

The resulting Eq. (3) is based on the quadratic formula used to derive the intersection 

between the line and the circle.

d =
2d0f

y1
− 2rf

y1
+ 2rf

y1
+ 2d0f

y1

2
− 4 1 + f2

y1
2 d0

2 − 2d0r

2 1 + f2
y1

2

(3)

Knowing the distance d  between the optical axis and the point ps, we can obtain the 

corresponding height (h) using Eq. (4). The height is defined as the distance between ps and 

the bottom of the sphere along axis Y , as depicted in Fig. 4.

ℎ = r − r2 − d2 (4)

Given the position pc = xc, yc  and the distance d, we can calculate the estimated position 

ps = xs, ys, zs , given by Eqs. (5), (6), and (7). Here, s is the physical size of the camera sensor 

in mm and p is the resolution of the image sensor.

xs =

d
1 + yc

2

xc
2

,  if xc ≥ 0

−d
1 + yc

2

xc
2

, otherwise
(5)

ys = yp

xp
xs (6)

zs = ℎ (7)

This allows to fully reconstruct the three-dimensional contour of the intersection based on 

the shape on the camera sensor.

3.2. Cone-sphere intersection

The intersection between a cone and a sphere is a rather complicated three-dimensional 

curve that does not lie on a two-dimensional plane. The only exception is the special case, 

where the center of the sphere lies on the axis of the cone, producing a circle-shaped 

intersection.
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A parametric equation for this curve can be derived using equations defining a sphere and a 

cone. A right circular cone with the vertex in the origin can be defined using Eq. (8), where 

β is the opening angle of the spotlight. β is defined as the angle between the axis of the cone 

and every line from the vertex to a point on its surface. The axis is equal to the Z axis.

z2 = x2 + y2

tan β 2 (8)

A sphere can be defined using Eq. (9), where r is the radius of the sphere and x0, y0, z0  is the 

position of the center.

x − x0
2 + y − y0

2 + z − z0
2 = r2 (9)

To set y0 = 0 and simplify the equation of the intersection, we can rotate the coordinate 

system around the axis of the cone, so that the center of the sphere is in the plane defined by 

the Z and X-axis. This does not lead to a loss of generality, as the cone is not affected by the 

rotation. The resulting equation used for the sphere is given in Eq. (10).

x − x0
2 + y2 + z − z0

2 = r2 (10)

We can then obtain an equation for the intersection by combining Eqs. (8) and (10). The 

resulting equation is parametric with xi = x as a parameter. The points pi = xi, yi, zi  of the 

intersection can be calculated with Eqs. (11) and (12), where c = tan β . The range of values 

for x is given in Eq. (13) and can be calculated using Eqs. (8) and (9). The definitions for x1

and x2 are given in Eqs. (14) and (15).

zi = z0 + z0
2 − 1 + c2 x0

2 − r2 + z0
2 − 2x0x

1 + c2 (11)

yi = ± zi
2c2 − x2 (12)

x = x1, x2 (13)

x1 =
x0 + z0

c + x0 + z0
c

2
− 1 − 1

c2 x0
2 + z0

2 − r2

1 + 1
c2

(14)
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x2 =
x0 − z0

c − x0 − z0
c

2
− 1 − 1

c2 x0
2 + z0

2 − r2

1 + 1
c2

(15)

3.3. Cone-plane intersection

When inspecting the shape of a cone and plane intersection in three dimensions, it is very 

similar to an ellipse. An example is depicted in Fig. 5(a). This similarity motivates us to 

simplify the real intersection to the shape of an ellipse, as this can significantly reduce 

the localization effort. Because instead of trying to reconstruct the location of the light 

source based on a projection of a three-dimensional curve, we can reconstruct based on the 

projection of an ellipse. It is known that the intersection between a cone and a plane has the 

shape of an ellipse, if the angle between the axis of the cone and the plane is higher than 

the opening angle of the cone. To show the similarity between the cone-sphere intersection 

to an ellipse, we construct a plane P  that intersects the cone and therefore produces an 

ellipse-shaped intersection.

The cone-plane intersection should be close to the cone-sphere intersection. First, we take 

the two points A x1, 0, zA  and B x2, 0, zB  on the cone-sphere intersection with the biggest 

distance between each other and connect them with a line. The resulting plane P  is made 

perpendicular to the XOY plane and contains this line. The x-coordinates of these two points 

are the ends of the range for the values of x and can be calculated using Eqs. (14) and (15). 

The Z-coordinates of A and B are calculated using the cone equation as shown in Eq. (16). 

Figure 5(b) depicts an example for the constructed plane P  (blue).

zA = x1

c , zB = −x2

c (16)

The resulting plane P  is defined by Eq. (17).

P :z = zA − zB

c zA + zB
x + z1 − x1 zA − zB

c zA + zB
(17)

This equation can be used in combination with Eq. (8) to obtain the cone-plane intersection 

points pi
′ = xi

′, yi
′, zi

′  as a parametric xi
′ = x  equation. yi

′ and zi
′ are given by Eqs. (18) and 

(19). Due to the definition of the plane, the range of values for x is also given by Eq. (13).

yi
′ = ± zA − zB

c zA + zB
x − zA − x1 zA − zB

c zA + zB

2
c2 − x2 (18)

zi
′ = x2 + yi

′2

c2 (19)
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From the definition of the plane P , we know that the intersections have the two points A and 

B in common. To find the maximum difference between these two intersections, we can use 

the points xℎ, 0, zℎ  where the surfaces intersecting the cone have their biggest difference. zℎ

and xℎ are defined in Eqs. (20) and (21).

zℎ = cos sin−1 cos β x0

r r + z0 (20)

xℎ = r2 − zℎ − z0
2 + x0,   if x0 ≥ 0

− r2 − zℎ − z0
2 + x0,  otherwise 

(21)

This allows us to directly calculate the maximum difference between the two intersections 

(the real intersection and simplified ellipse) by using the parametric equations. For our use 

case, we define an area of interest which is shown in Fig. 3. It is a 10 mm × 10 mm × 5 

mm range, mainly defined by the microscope view and surgical region. The opening angle 

β of the cone is independent of the instrument location and depends only on the designed 

spotlight’s lens. Therefore, we can calculate the maximum difference for different values for 

β. This gives guidance on which angles could be suitable in regard to an error tolerance. The 

resulting maximum differences are given in Table I.

For our use case, these differences are negligible for the listed opening angles and we can 

see the projection as an ellipse without introducing a significant error ≪ 10 μm .

3.4. Ellipse to cone reconstruction

For the ellipse fitting, the reconstructed shape of the contour is rotated onto the XOY plane 

as shown in Fig. 6. After reconstructing the vertex of the cone, the inverse rotations are 

applied. The ellipse can be defined using the position of its center, the length of the major 

axis a, and minor axis b. The size of the minor axis is related to the distance between the 

vertex of the cone and the plane. The relationship between a and b depends on the angle 

between the cone and the XOY plane.

To find the vertex position, a right triangle is used as depicted in Fig. 6. One corner of 

the triangle is the vertex position, and one corner is in the center position. The side s2 is 

perpendicular to the XOY plane, and the side s1 follows the major axis. The length of the 

side s1 and s2 can be calculated using Eqs. (22), (23), and (24),

α = sin−1 1 − b2

a2cos(β) (22)

s1 = asin 2α
sin 2β (23)
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s2 = a cos 2α
sin 2β + 1

tan 2β
(24)

where α is the angle between s2 and the hypotenuse of the triangle SC. As the ellipse lies 

in the XOY plane. The spotlight position in XYZ is defined as pl = xl, yl, zl  shown in Fig. 

6. The xl and yl can be calculated using the rotation of the ellipse and s1 .  zl equals to the 

length of s2. Due to the symmetry of the ellipse, two possible positions for the vertex exist. 

Knowing the rough position of the insertion point allows us to narrow it down to one 

position. To derive the final result, the inverse rotations have to be applied to the vertex 

position.

3.5. Multiple spotlights

As the single spotlight may be prone to errors, we further analyze a setup with multiple 

spotlights. To evaluate the performance of such a setup, an instrument with three attached 

spotlights is evaluated. For each projection, the possible vertex positions are reconstructed 

independently following the algorithm for the single spotlight. To choose the resulting 

position, all possible combinations including three positions are evaluated based on their 

spatial difference. The set with the lowest difference is selected. From these three positions, 

the median position is selected as the final result. The workflow is depicted in Fig. 1(e–g).

4. Experiments and results

The localization algorithm is tested using a simulation. Realistic scenes are rendered with 

the 3D creation suite Blender 2.8. The algorithm is implemented using Python and the 

computer vision library OpenCV 3.4. The two versions (single spotlight and three spotlights) 

are compared by moving the spotlights along two fixed routes.

4.1. Blender scene

The eyeball is modeled using a sphere with a radius of 12 mm. To increase the realism, a 

retina texture is added. The camera is positioned above the sphere facing downwards. The 

properties of the camera and the spotlight, as introduced in the previous section, are listed in 

Table II.

For the version with multiple spotlights, the three spotlights are angled to ensure that their 

projection does not overlap for the given working range. The applied rotations are given in 

Table III.

4.2. Evaluation

For the evaluation, the instrument is moved along two given paths, and the localization 

algorithm is executed 100 times during the movement. The two paths are depicted in Fig. 

7. During the movement, the pose of the instrument with the spotlight is constrained by the 

RCM.
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The positioning error is defined as the Euclidean distance between the result of the 

localization and the real position. Additionally, the error for the rotation of the instrument, 

split into rotations around the Y S and ZS axis in Fig. 4, is given. The results are plotted in 

Figs. 8 and 9. The average errors (AE) and maximum errors (ME) are listed in Table IV.

The impact of the spotlight appearance is additionally tested by performing the simulations 

with different light intensities. This provides a sensitivity analysis of the proposed method 

to the selection of spotlight source power. The results are plotted in Figs. 10 and 11. When 

increasing the spotlight power to more than 0.25 W, the error performance reduces and keeps 

steady. An infrared light source and an infrared camera could be used to further enhance the 

sharpness of the spotlight projection.

To evaluate the impact of small deformations (caused by retinal disease, e.g., macular hole) 

on the retinal surface, a setup is tested by adding 15 bumps with a diameter of around 0.5 

mm and a deviation in height from the sphere surface of 0.1 mm [40]. The bumps are placed 

in a 3 × 5 grid formation across the area of interest. The result is shown in Table V with 

helix trajectory. The AE are very close to the test without the deformation. The maximum 

positioning error of the version with a single spotlight is significantly higher with a value of 

0.210 mm compared to 0.133 mm in the multiple spotlights case. The maximum error of the 

version with multiple spotlights is equal to the maximum error during the test without the 

deformations.

5. Conclusion

In this paper, we presented a theoretical analysis of using a spotlight-based instrument 

localization for retinal surgery. Different from previous work, the projection of the spotlight 

is directly used to infer the pose of the instrument. The concept is tested using a high-fidelity 

simulation environment, both with a single and with three spotlights. In the conducted tests, 

the single spotlight version is able to localize the position of the instrument with an average 

error of 0.028 mm, while the multiple spotlights version yields 0.024 mm. This shows that 

the proposed concept works in theory, making the performance boundaries promising for 

retinal surgery. The main limitation of current work is that the eyeball is treated as a sphere, 

which however in the realistic the eyeball somehow has a degree of deformation. This need 

to be further verified in the real scenario. The robustness and reliability of method can be 

further improved via the online method. Inspired by the work from [41], the future work 

would be using the artificial network method in the assembly line to learn and optimize 

for an online estimation which can enhance the robustness and accuracy of the instrument 

position and pose inside the eye.
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Figure 1. 
(a) The simulation setup in Blender. The movement of the instrument is constrained by the 

remote center of motion (RCM) to reduce the trauma of the incision point on the sclera. (b) 

The spotlight pattern changes with the location of the instrument.
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Figure 2. 
(a) A spotlight is attached to the instrument. The camera and microscope system are set 

up to record the projection of the spotlight on the intraocular surface of the eye. (b) Post-

processing is used to detect the contour of the projection on the captured images. (c) The 

known surface is used to reconstruct the real projection. An ellipse is fitted and used to 

reconstruct the cone. (d) The light cone is placed above the real projection to determine 

the position of the instrument. (e) For the multiple spotlights scenario, three spotlights are 

attached to the instrument. (f) The three projections are used independently to reconstruct 

possible vertex positions. (g) The median position is picked as the result.
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Figure 3. 
The original image (a) is converted to a grayscale image (b). A Gaussian and median filter 

(c) are used reduce noise. The result is converted into a binary image (d) that is used for the 

contour detection. A closeup of the detected contour (green) on top of the original image can 

be seen in (e).
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Figure 4. 
Cross-section along the optical axis. Used for the reconstruction of the projection.
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Figure 5. 
(a) Intersection between a sphere and a cone. (b) The blue plane is used to show the 

similarity between the cone-sphere intersection and an ellipse.
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Figure 6. 
Triangle (green) used to derive the vertex position based on a given ellipse. S denotes the 

spotlight source. C denotes center of ellipse. s1 is the distance between S′ and C .  s2 is the 

height of the spotlight source S with the XOY plane.
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Figure 7. 
(a) Path of the spotlight used during the first test (Box). (b) Path of the spotlight used during 

the second test (Helix).
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Figure 8. 
The error performance with the box trajectory for a single spotlight. ex,  ey, and ez denote the 

error in XS,  Y S, and ZS axis shown in Fig. 4, respectively. ϵx and ϵy denote the rotation error in 

Y S and ZS axis. (a) Positioning error in each direction XS,  Y S, and ZS. (b) Orientation error in 

Y S and ZS. (c) Overall error in position. (d) Overall error of orientation.
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Figure 9. 
The error performance with the box trajectory for multiple spotlights. (a) Positioning error 

in each direction XS,  Y S, and ZS. (b) Orientation error in Y S and ZS. (c) Overall error in 

position. (d) Overall error of orientation.
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Figure 10. 
The error performance with different light intensities. The whiskers show the minimum 

and maximum recorded distance changes. The start and end of the boxes denote the first 

and third quartile. The band, red dot, and cross represent the median, mean, and outliers 

of the recorded changes, respectively. (a) Positioning error with the square trajectory for 

a single spotlight. (b) Rotation error with the square trajectory for a single spotlight. (a) 

Positioning error with the helix trajectory for a single spotlight. (d) Rotation error with the 

helix trajectory for a single spotlight.

Zhou et al. Page 22

Robotica. Author manuscript; available in PMC 2023 November 17.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



Figure 11. 
The error performance with different light intensities. (a) Positioning error with the square 

trajectory for multiple spotlights. (b) Rotation error with the square trajectory for multiple 

spotlights. (a) Positioning error with the helix trajectory for multiple spotlights. (d) Rotation 

error with helix trajectory for multiple spotlights.
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Table I.

The maximum difference between the intersections.

β [°] 5 7 9 11 13 15

Difference [μm] 0.08 0.23 0.49 0.91 1.51 2.34
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Table II.

Properties of the camera in the Blender simulation.

Resolution (p) Sensor size (s) Focal length (f) Angle (β)

5000 pixels 3.6cm 30 cm 9°
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Table III.

Rotations applied to each spotlight to achieve the correct angles.

Spotlight 1 Spotlight 2 Spotlight 3

x −10° 0° 9°

y −6° 11° —6°

Z 0° 0° 0°
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Table IV.

Error for different tests.

Error Position [mm] Angle [°]

Spotlight Single Three Single Three

AE (Box) 0.026 0.023 0.123 0.096

AE (Helix) 0.031 0.026 0.125 0.106

ME (Box) 0.100 0.074 0.368 0.271

ME (Helix) 0.137 0.080 0.473 0.362
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Table V.

Overall error for the deformed surface with helix trajectory.

Error Single spotlight Three spotlights

AE [mm] 0.035 0.027

ME [mm] 0.210 0.080

AE [°] 0.141 0.104

ME [°] 0.996 0.447
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