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Opportunistic assessment 
of ischemic heart disease risk 
using abdominopelvic computed 
tomography and medical record 
data: a multimodal explainable 
artificial intelligence approach
Juan M. Zambrano Chaves 1, Andrew L. Wentland 2, Arjun D. Desai 3,4, Imon Banerjee 5, 
Gurkiran Kaur 5, Ramon Correa 5, Robert D. Boutin 3, David J. Maron 6,7, Fatima Rodriguez 6, 
Alexander T. Sandhu 6, Daniel Rubin 1,3, Akshay S. Chaudhari 1,3,8,9 & Bhavik N. Patel 5,9*

Current risk scores using clinical risk factors for predicting ischemic heart disease (IHD) events—
the leading cause of global mortality—have known limitations and may be improved by imaging 
biomarkers. While body composition (BC) imaging biomarkers derived from abdominopelvic 
computed tomography (CT) correlate with IHD risk, they are impractical to measure manually. Here, 
in a retrospective cohort of 8139 contrast-enhanced abdominopelvic CT examinations undergoing 
up to 5 years of follow-up, we developed multimodal opportunistic risk assessment models for IHD 
by automatically extracting BC features from abdominal CT images and integrating these with 
features from each patient’s electronic medical record (EMR). Our predictive methods match and, 
in some cases, outperform clinical risk scores currently used in IHD risk assessment. We provide 
clinical interpretability of our model using a new method of determining tissue-level contributions 
from CT along with weightings of EMR features contributing to IHD risk. We conclude that such a 
multimodal approach, which automatically integrates BC biomarkers and EMR data, can enhance IHD 
risk assessment and aid primary prevention efforts for IHD. To further promote research, we release 
the Opportunistic L3 Ischemic heart disease (OL3I) dataset, the first public multimodal dataset for 
opportunistic CT prediction of IHD.

Ischemic heart disease (IHD) is the leading cause of global mortality and among the top causes of morbidity. 
In 2019, it was responsible for over 9 million deaths worldwide and the loss of more than 180 million disabil-
ity-adjusted life years (http://​ghdx.​healt​hdata.​org/​gbd-​resul​ts-​tool). Preventive treatments including lifestyle 
modifications and pharmacologic interventions (e.g., cholesterol-lowering medications) can be guided by risk 
assessment. The Framingham coronary heart disease risk score (FRS) and the Pooled Cohort Equations (PCE) are 
commonly utilized risk estimation methods for IHD and atherosclerotic cardiovascular disease, respectively1,2. 
The FRS uses demographic risk factors and cholesterol values to predict 10-year IHD risk in individuals aged 
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30–74 years old without known IHD at baseline examination. The PCE were developed to model the 10-year 
risk of major atherosclerotic cardiovascular disease events, including fatal and nonfatal IHD as well as fatal and 
nonfatal stroke. These risk scores have been used as a standard for IHD risk assessment in current clinical practice 
guidelines and policy recommendations, including the most recent American College of Cardiology/American 
Heart Association guideline on primary prevention of cardiovascular disease3.

Validation of both risk scores has shown varying performance depending on the subpopulation analyzed. 
Performance is typically reported as a c-statistic value, which corresponds to the proportion of case–control pairs 
in which a higher risk is assigned to the case (a measure of discrimination). Previously reported c-statistic values 
for the FRS and PCE are modest with typical ranges of 0.66–0.76 and 0.68–0.76, respectively4, leaving potential 
room for improvement. Thus, the discovery of additional biomarkers that improve or independently inform 
the predictive power of these existing models has been the objective of multiple recent research endeavors5,6.

Imaging biomarkers derived from computed tomography (CT) have shown promise in the assessment of 
cardiovascular risk. For example, the coronary artery calcium (CAC) score measures the extent of plaque in 
the coronary arteries from coronary CTs, and is an important tool for IHD risk stratification7,8. Although CAC 
scoring is a strong independent predictor of cardiovascular events9, the integration of both clinical factors (e.g., 
FRS) and imaging factors (e.g., CAC score) has been shown to significantly improve prediction of major cardiac 
events and all-cause mortality (compared with clinical or imaging metrics alone)10,11. Other studies have com-
bined metrics from coronary CT angiography with blood biomarkers such as high-sensitivity cardiac troponin 
to successfully improve upon current measures of cardiovascular risk12,13. These specialized methods apply to a 
subset of patients already being assessed for cardiovascular risk.

Alternatively, abdominopelvic CTs contain body composition (BC) imaging biomarkers for atherosclerotic 
cardiovascular disease, such as hepatic steatosis14, low muscle mass15, an increased ratio of visceral to subcu-
taneous adipose tissue (VAT/SAT)16, and abdominal aortic calcification17. Notably, 20 million abdominopelvic 
CTs are acquired annually almost twice as often as CT scans that image the heart or coronary vessels, such as 
non-contrasted chest CT and coronary CT18,19. According to the National Hospital Ambulatory Care Survey 
(https://​bit.​ly/​2SL69​57), in 2016 over 10 million abdominopelvic CTs were acquired in the US during emergency 
department visits alone, often in relation to abdominal pain—the most common principal reason for visiting 
an emergency department20. By comparison, roughly 3 million chest CTs were performed during emergency 
department visits in 2016. Within abdominopelvic CTs, these biomarkers could be measured during such rou-
tine imaging procedures without resulting in additional costs or radiation exposure, referred to as opportunistic 
imaging21. However, the current clinical workflow and volume of imaging is not well-suited to allow practical 
utilization of the additional resources required to manually extract measurements of imaging biomarkers22. 
Consequently, despite the potential value, cardiovascular risk is not routinely assessed upon abdominopelvic 
CT acquisition, thereby missing opportunities for early disease detection and prevention.

In this work, we developed IHD risk assessment models that use automatically measured imaging features 
from abdominopelvic CT examinations in combination with the patient’s EMR. We evaluate the benefit of 
extracting BC imaging biomarkers from an axial slice at the level of the third lumbar vertebra (L3) in addition 
to traditional PCE metrics. We also develop an IHD risk assessment tool using the raw L3 slice image in an 
end-to-end manner using deep learning. We further develop a method to quantitatively assess the contribution 
of imaging features to the model prediction, aggregated at the tissue level. We introduce this method, Tissue 
Saliency, in this work. Finally, we combine features derived from the EMR in addition to the L3 slice, yielding 
the greatest risk prediction performance, and interpret the individual contribution of clinical features. To spur 
further research, we publicly release the Opportunistic L3 for IHD prediction (OL3I) dataset. Overall, we depict 
how opportunistic utilization of already-acquired CT imaging and EMR data can facilitate primary prevention 
of IHD without requiring additional testing, radiation, cost, or radiological assessment.

Methods
Study population
Following Stanford University Institutional Review Board approval and in accordance with relevant guidelines 
and regulations, we identified an initial cohort of 36,354 contrast-enhanced abdominopelvic CTs performed 
for abdominal pain between January 2013 and May 2018 on individuals who presented to our tertiary center 
emergency department. We included images with 1.0 or 1.25 mm axial spacing, from individuals 18 years of 
age or older with at least one documented clinical encounter in the year prior to and at least 1 year immediately 
following the acquisition of the image. For each patient, data from previous medical encounters were obtained. 
Informed consent was waived for this analysis by our Institutional Review Board. All demographic information 
(birthdate, sex, race/ethnicity), along with vital signs, body mass index (BMI), International Classification of 
Disease 10th edition (ICD10) codes, Current Procedural Terminology (CPT) codes, laboratory results, and pre-
scriptions were extracted. We labeled individuals who had an ICD10 diagnosis code for Ischemic Heart Diseases 
(I20-I25) in the follow-up period after the image acquisition as IHD positive and those that did not have the 
code as negative. ICD codes have been found to have high sensitivity and specificity in identifying IHD in prior 
studies23,24. Since our goal was to identify new IHD patients that may not otherwise be detected, we excluded 
images from individuals with any diagnosis of IHD prior to and at the time of the image acquisition. We defined 
two cut-off periods for follow-up, 1 year and 5 years, establishing two cohorts representing individuals who either 
develop IHD or have follow-up within those time frames.

From each CT volume, we automatically identified the slice at L3 using a previously published convolutional 
neural network (CNN) algorithm25, manually verifying correctness for each case. The L3 slice was chosen as it 
is the most common reference location for BC analysis26–29. The process to select the final cohorts of patients 
is shown in Supplementary Fig. 1. We excluded images with artifacts that obscured the L3 level (e.g., spinal 
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instrumentation), those that had anatomical variations in the image (e.g., scoliosis) that precluded the assign-
ment of a single slice to the L3 level, those that did not contain the L3 slice in the field of view, and those obtained 
within the same 6-month window as an already included image. For each cohort, we used random sampling 
(stratifying on outcome labels) to divide patients in the dataset into training and test datasets representing 80% 
and 20% of the images, respectively, for IHD risk estimation and model creation.

Segmentation model
Given that BC metrics from manual segmentations have been correlated with cardiovascular risk, we trained 
a 2.5D U-Net CNN to perform BC analysis for segmenting regions of muscle along with VAT and SAT on an 
abdominopelvic CT slice30. A total of 400 axial L3 slices obtained exclusively from the training set and manually 
labeled were used during model tuning and evaluation. Manual segmentation of muscle, VAT, SAT, and bone 
were performed semi-automatically with CoreSlicer31, a free online tool, using attenuation thresholds and manual 
adjustments as needed (AW, 5 years of experience). 320 images were randomly selected for segmentation train-
ing, 40 for validation, and 40 for testing. Segmentation performance on the 40 test images was determined using 
segmentation accuracy metrics, namely the Dice coefficient and root-mean-squared coefficient-of-variation. The 
Dice coefficient is calculated as two times the ratio of the intersection between the ground-truth and segmented 
image masks to the sum of the number of pixels in each mask. A Dice score of 1 indicates a perfect segmentation. 
The variations between the manual and automated segmentation approaches on the tissue-wise radiodensity 
(measured in Hounsfield units [HU]) and cross-sectional area (measured in cm2) were also evaluated.

The inputs to the 2.5D network were individual 2D axial CT slices at the L3 level with three different window 
and level (W/L) settings for maximizing tissue contrast. The W/L settings that were used included a soft tissue 
window (W/L = 400/50 HU), a bone window (W/L = 1800/400 HU), and a custom window (W/L = 500/50 HU). 
After applying the appropriate windowing, each of the channels was normalized to values between 0 and 1.

The U-Net utilized 6 convolution levels (each with two convolutional operators, both followed by a rectified 
linear unit activation, followed by batch normalization) for the encoder and decoder32. The number of U-Net 
features per layer increased quadratically from 32 to 1024. The dimensions of the convolutional kernels were 
3 × 3, while that of the maximum pooling operator was 2 × 2. A softmax activation was used as the final layer in 
the CNN along with a weighted soft Dice loss function to account for class imbalance amongst the segmented 
tissues. The U-Net hyperparameters had previously been optimized for medical imaging segmentation32. A 
weighting factor of 8 was used for muscle during loss computation. All network weights were randomly initial-
ized using the He et al.33 initialization scheme.

Training was performed with the Adam optimizer with default parameters β1: 0.9, β2: 0.999, with a learning 
rate schedule that included a base learning rate of 1e−3 and the learning rate being reduced by 0.8 for every epoch 
to a minimum value of 1e−8. The network was nominally trained for 130 epochs with an early stopping criterion 
of a minimum change in loss of 1e−5 and a patience of 8 epochs. The batch sizes for training, validation, and 
testing were chosen to be 10, 33, and 80, respectively, for maximizing GPU memory. Training was performed 
using a Tensorflow 1.14 on an NVIDIA Titan Xp GPU.

We used the segmentations generated by the U-Net model and determined average muscle radiodensity in 
HU and the VAT/SAT cross-sectional area ratio. We trained a model (L2 logistic regression) using tenfold cross 
validation to select the L2 penalty weight. The model was trained using the training sets to predict IHD outcome 
at 1 and 5 years using these two features. We refer to this as the Segmentation Only model.

Imaging only model
We trained a CNN as a feature extractor to predict the risk of IHD using a single axial slice at the L3 level, using 
an EfficientNet-B6 architecture34. EfficientNets were designed to balance the scaling of network width, depth, 
and image size, thus producing state-of-the-art results in conventional image classification tasks with smaller 
and faster models as compared to traditionally used feature extractors, such as ResNet5035. The 512 × 512 pixel 
grayscale L3 slice was clipped to contain values from − 1000 to 1000 HU, represented as an unsigned integer, 
replicated thrice to produce a 3 × 512 × 512 image, and resized to 3 × 528 × 528 to be input into the network. The 
initial EfficientNet-B6 model weights were obtained from a pre-trained model optimized for ImageNet classifica-
tion performance (https://​pypi.​org/​proje​ct/​effic​ientn​et-​pytor​ch/)36. The final fully-connected layer was replaced 
with one corresponding to a binary outcome, and the model weights were fine tuned. The tuning of the weights 
was performed with a cross-entropy objective using a random selection of 80% of the training set, reserving 
20% for validation. Training was performed for multiple epochs until no improvement in validation loss or Area 
Under the Receiver Operating Characteristic (AUROC) was observed. A batch size of 8 and an Adam optimizer37 
was used with default parameters β1 0.9 β2 of 0.999 and a constant learning rate of 7e-6 and 6e-6 for the 1 and 
5-year cohorts, respectively. Model training was carried out using Pytorch 1.1 on an NVIDIA Titan Xp GPU.

We compared training only the final layer as opposed to training all of the model weights, using additional 
image augmentations such as rotations of up to 3° and pixel shifting of up to 5 pixels during training, and using 
a focal loss function assigning higher weights to IHD cases. We chose the final network architecture and train-
ing strategy described above as it achieved the highest AUROC in the validation stage (Supplementary Table 1).

Clinical only model
We used the data extracted from the EMR to produce features to develop a predictive model. Demographic data 
used were age at time of scan and sex. In this initial approach, we did not include race/ethnicity as a feature 
because of its limited accuracy in medical records38, in addition to obtaining no benefit in discrimination per-
formance in preliminary results when including it as a covariate. From the EMR within one year prior to image 
acquisition, we obtained blood pressure measurements, BMI, relevant laboratory results (total, low-density 
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lipoprotein cholesterol, high-density lipoprotein cholesterol, triglycerides, fasting glucose and hemoglobin A1c), 
and diagnosis (ICD10), procedure (CPT), and medication (ATC) codes. In multiple clinical encounters, vital 
signs and laboratory results were combined using an exponential weighting average, with each weight inversely 
proportional to the difference in time between the data point acquisition and the image acquisition. The num-
ber of times a vital sign or lab result was reported was also used as a feature. Apart from select PCE covariates 
(low-density lipoprotein cholesterol, high-density lipoprotein cholesterol, imputed with median imputation), 
no imputation strategy was used for missing values.

To avoid sparsity, we grouped ICD10, CPT, and medications based on their underlying ontology. Namely, 
we grouped ICD10 codes (https://​biopo​rtal.​bioon​tology.​org/​ontol​ogies/​ICD10) by blocks and CPT Category I 
codes (https://​biopo​rtal.​bioon​tology.​org/​ontol​ogies/​CPT) at the H2 level. To further summarize overall burden 
of disease in a single feature, we also calculated the Charlson Comorbidity Index for each patient and included 
it as a feature39. Irrespective of dose and frequency, the active substance of prescribed medications was mapped 
to RxNorm and subsequently to the second level of the Anatomical Therapeutic Code (https://​biopo​rtal.​bioon​
tology.​org/​ontol​ogies/​ATC), corresponding to the therapeutic subgroup. Furthermore, prior to training, we 
iteratively removed highly correlated features (Pearson correlation coefficient > 0.5). In all, each patient EMR 
was represented using a 422-dimensional vector. The final clinical features used and their descriptions are listed 
in Supplementary Table 2.

The predictive model used for predicting IHD risk from EMR features was designed using XGBoost, an 
optimized gradient-boosting machine learning system40. In gradient boosting, an ensemble of weak learners is 
iteratively constructed by greedily adding estimators that fit the previous residual. In doing so, gradient boosting 
algorithms can perform successfully across a wide variety of predictive tasks, often outperforming traditional 
models such as logistic regression or support vector machines. We chose XGBoost for its robust performance 
in predictive modeling, and for its capacity to handle missing data, which other gradient boosted methods like 
AdaBoost lack. Optimal parameters for training the model were established using ten-fold cross-validation on 
the training set.

Fusion models
To further identify the potential benefits of using imaging BC features as predictors of IHD risk, we constructed 
three models to fuse imaging and clinical data. In the first fusion, we concatenated the features used by the 
PCE with the average muscle radiodensity and the VAT/SAT ratio (PCE + Segmentation Model), the latter two 
measurements obtained by using our automated segmentation model. We used an XGBoost classifier to pre-
dict IHD risk with the PCE + Segmentation features. In the second fusion, we combined the risk output from 
our EfficientNet-B6 model with the risk output from our medical record model using stacking with L2 logistic 
regression (Imaging + Clinical Model). In the third fusion, we combined the risk output from the Imaging Only, 
Clinical Only, and Segmentation Only models (Imaging + Clinical + Segmentation Model) in a stacking L2 logistic 
regression classifier. In all fusion cases, we performed a hyperparameter search in tenfold cross-validation in the 
training set. A summary of our prediction model approach can be seen in Fig. 1. The clinical model and fusion 
models were trained using scikit-learn 0.23 (https://​scikit-​learn.​org/) in Python 3.6.

Interpretation of model performance
Two baseline models currently employed in clinical practice that estimate 10-year cardiovascular risk were used 
as a reference, namely the FRS1 and the PCE2. We studied the performance of the FRS as it directly models the 
risk of hard IHD events. Despite the PCE including other atherosclerotic cardiovascular disease outcomes, we 
also included them as a baseline given their current use in clinical practice guidelines. Since several patients were 
missing covariates necessary for FRS and PCE calculation (Supplementary Table 3), these values were imputed 
using median imputation to allow for a baseline risk calculation for all individuals in the study. In addition, we 
examined the performance of all models in the subpopulations with available/missing PCE covariates (Sup-
plementary Table 6).

Attribution analysis
With the aim of allowing for interpretability of the fusion model, we examined the contributions of individual 
features in both the imaging and clinical models.

For the imaging model, we developed a new tissue saliency interpretation tool as described in the introduc-
tion to evaluate the tissues that had a large contribution to the final prediction outcome. We first calculated the 
derivative, w , of the IHD class score at the final layer of our EfficientNet-B6 model, SIHD , with respect to each 
input pixel, Iij , in the image I41. That is,

Using our segmentation model, each pixel was assigned a specific tissue class, t  . In our particular case, this 
corresponded to either muscle, VAT, SAT, other body tissues, or background. We obtain the observed normalized 
tissue saliency, SO , for a particular tissue, as:

wij =
∂SIHD

∂I

∣

∣

∣

∣

Iij

.

SOt =
|wij(t)|

|wij|
.
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That is, the L1 norm of saliency of a particular tissue divided by the L1 norm of the total saliency. We contrast 
this observed saliency value with the expected tissue saliency, SE , which we define using the cardinality of the 
observed segmentation:

i.e., the proportion of pixels in the image belonging to the tissue t  . We compared the proportion of observed vs. 
expected tissue saliency across the dataset by averaging the values for each image, O/E.

To assign specific tissue labels for each pixel, we first obtained a binary mask identifying the patient’s body 
by removing the background and CT bed using traditional image processing methods42. Specific tissue labels for 
adipose tissue and muscle within the body were automatically assigned using our segmentation CNN. Tissues 
within the body mask not belonging to VAT, SAT, or muscle were assigned to the Other Tissues class. All other 
pixels were considered the background. Overall, our tissue saliency analysis depicts which tissue phenotype 
contributes most towards IHD risk.

To examine the relative contribution of each clinical feature to the prediction decision, we determined the 
Shapley Additive exPlanations (SHAP) values for each feature for each individual. SHAP values are an additive 
metric of feature importance that quantify the change in expected model prediction conditioned on a feature 
value43. In other words, they are a measure of how much the model prediction changes given a value for a par-
ticular feature. We used SHAP values to interpret the relative contribution of our clinical features to the final 
model classification output.

Statistical analysis
The AUROC was used as the primary metric to compare and select models during training. The AUROC is 
equivalent to the c-statistic in the case of binary classification, as is traditionally reported in the cardiovascular 

SEt =
|Iij(t)|

|Iij|
,

Muscle
SAT
VAT
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Figure 1.   Proposed models for evaluating risk of a future ischemic heart disease diagnosis in one or five years 
following an abdominopelvic computed tomography (CT). The blue line shows which sources are used by 
existing risk assessment models, the Framingham Risk Score (FRS) and Pooled Cohort Equations (PCE). The 
PCE is the standard tool for atherosclerotic cardiovascular disease risk assessment in current clinical guidelines 
for 10-year risk estimation. In our proposed models, the axial slice corresponding to the third lumbar vertebra 
anatomical level (L3) is automatically selected from the CT volume. In one model, the L3 slice is automatically 
segmented to extract mean muscle radiodensity in Hounsfield units and the Visceral/Adipose cross-sectional 
area ratio; these features are used alone or in combination with covariates from the PCE to form a Segmentation 
or PCE + Segmentation Model. Alternatively, features are automatically extracted from the L3 slice using a 
convolutional neural network (Imaging Only Model). As an additional approach, predictions from a model 
trained with features constructed from the patient’s electronic medical record within the year prior to CT 
acquisition (Clinical Only Model) are stacked with those of the imaging model (Imaging + Clinical Fusion Model) 
and with those of the Segmentation model (Imaging + Clinical + Segmentation Model, not depicted).
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risk assessment literature. In addition, we measured the Area Under the Precision Recall Curve (AUCPR), which 
is more informative in the case of imbalanced datasets, such as this one44. For both metrics, 95% confidence 
intervals were obtained using the stratified bootstrap method. We also report the sensitivity, specificity, and 
positive and negative predictive values of our models at a sample threshold defined using Youden’s index.

Statistical analyses were carried out using SciPy 1.345. Comparisons between AUROC values were carried out 
using the DeLong method, as has been previously validated for this purpose46. Comparisons between AUCPR 
values were established using the stratified bootstrap method. Observed and expected tissue saliency values were 
compared using paired t-tests. All tests performed were two-tailed. An α value of 0.05 was used to determine 
statistical significance.

Results
Final patient cohort
We collected a dataset of 8139 CT images of individuals with at least 1-year of follow-up, with a subset of 1747 
images of 1671 individuals with at least 5-years of follow-up. The average (interquartile range) length of follow-
up was 3.6 (2.2) years. For each individual, data available in the EMR in the year before the scan acquisition was 
obtained. With 1- and 5-year follow-up after CT scan acquisition, a new IHD diagnosis was identified in 355 
(4.4%) and 440 (25.2%) of individuals. Because sampling was performed in a stratified fashion, the prevalence 
in the training and test sets was equal for both cohorts. The average (standard deviation) age at time of scan in 
the dataset was 51.7 (17.1) years, with 40.5% of CT exams in men. Additional demographic characteristics of 
both cohorts, along with PCE covariates and BC metrics, are in Supplementary Table 3.

CT scans were performed on 14 multi-slice CT scanners from GE and Toshiba (n = 4643 and 3496), respec-
tively. Parameters for CT protocols included a tube voltage mode of 120 kV (range 70–140 kV), slice thickness 
of 1.00 or 1·25 mm (n = 3496 and 4643 respectively), and tube current setting based on BMI (mean 424.5 mA, 
standard deviation 179 mA). Soft tissue reconstruction kernels were predominantly used. Additional details on 
CT scanners and protocols used are listed in Supplementary Table 4.

The L3 slice was correctly labeled in 8098 (99.5%) cases. In the 41 incorrect cases, the predicted L3 slice 
was 137 ± 126 mm away from the correct location (mean ± standard deviation). Incorrect localization typically 
occurred on CT exams with additional anatomical coverage, such as scans also including the chest or lower 
extremities. Otherwise, the automatically selected slice was at the L2 or L4 level, immediately adjacent to the 
L3 level.

The performance of the models on the held-out test set is reported as follows.

Traditional IHD risk assessment model performance
The PCE performed comparably to the FRS in 1-year IHD prediction (AUROC 0.77 vs 0.74; P = 0.07; AUCPR 
0.13 vs 0.10; P = 0.05), and 5-year IHD prediction, with AUROC 0.73 vs 0.71 (P = 0.14) and AUCPR 0.44 vs 
0.43 (P = 0.79) respectively (Table 1). The ROC and precision-recall curves for the PCE are shown in Fig. 2 and 
compared with the FRS and other proposed models in Supplementary Fig. 2. Sensitivity, specificity, and positive 
and negative predictive values for PCE at two clinically relevant cut-offs are shown in Supplementary Table 5.

Segmentation model performance
Example segmentations produced by the model are depicted in Fig. 3a. These examples, along with a quantitative 
assessment of the model as measured by the Dice scores (Supplementary Fig. 3), show that the model can reliably 
label the muscle and adipose tissue, with a mean (standard deviation) Dice score of 0.97 (0.03), 0.97 (0.02) and 
0.96 (0.05) for muscle, SAT and VAT, respectively. Furthermore, the error in computing tissue radiodensity and 
cross-sectional area was below 1% and 2%, respectively, for the three segmented tissues.

The bi-variate predictive model using VAT/SAT ratio and L3 muscle radiodensity as features (Segmentation 
Only Model) performed inferior to the PCE for 1-year IHD risk estimation, with AUROC of 0.70 (P = 0.02) and 

Table 1.   Proposed model performance in comparison to pooled cohort equations (PCE) and Framingham 
risk score (FRS) as measured by area under receiver operating characteristic (AUROC) and precision-recall 
(AUCPR) curves. 95% confidence intervals (CI) and P values were obtained using the DeLong method for 
AUROC and the bootstrap method for AUCPR. Reported P values correspond to comparisons with the PCE.

Model 1y AUROC (95% CI) P 1y AUCPR (95% CI) P 5y AUROC (95% CI) P 1y AUCPR (95% CI) P

FRS 0.74 (0.68–0.79) 0.07 0.10 (0.08–0.13) 0.05 0.71 (0.65–0.77) 0.14 0.43 (0.36–0.52) 0.79

PCE 0.77 (0.71–0.81) – 0.13 (0.10–0.19) – 0.73 (0.68–0.79) – 0.44 (0.38–0.54) –

Segmentation 0.70 (0.65–0.76) 0.02 0.08 (0.07–0.12) 0.04 0.68 (0.62–0.75) 0.10 0.36 (0.31–0.44) 0.06

PCE + segmentation 0.76 (0.71–0.81) 0.83 0.11 (0.09–0.14) 0.38 0.72 (0.66–0.78) 0.40 0.41 (0.35–0.51) 0.39

Clinical only 0.80 (0.75–0.84) 0.08 0.14 (0.11–0.21) 0.70 0.76 (0.71–0.81) 0.27 0.51 (0.43–0.61) 0.14

Imaging only 0.76 (0.70–0.81) 0.89 0.12 (0.09–0.19) 0.76 0.78 (0.71–0.83) 0.25 0.56 (0.47–0.66) 0.048

Imaging + clinical fusion 0.81 (0.76–0.85) 0.02 0.15 (0.12–0.22) 0.49 0.80 (0.74–0.85) 0.03 0.60 (0.51–0.70) 0.003

Imaging + clinical + seg-
mentation fusion 0.80 (0.75–0.84) 0.14 0.15 (0.11–0.22) 0.53 0.81 (0.75–0.86) 0.02 0.63 (0.54–0.72)  < 0.001
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AUCPR of 0.08 (P = 0.04). In the 5-year cohort, the model performed comparably, with AUROC of 0.68 (P = 0.10) 
and AUCPR of 0.36 (P = 0.06).

Imaging only model performance
The Imaging Only Model also achieved comparable performance to the PCE for 1-year IHD risk prediction. It 
achieved a 1-year AUROC of 0.76 (P = 0.89) and AUCPR of 0.11 (P = 0.76). It showed improved performance 
in the 5-year risk prediction, with comparable AUROC (0.78; P = 0.25), yet higher AUCPR (0.56; P = 0.048) 
(Table 1). This model also outperformed the Segmentation only model, with statistically significant increases of 
0.06 (P = 0.04) and 0.10 (P = 0.005) in 1 and 5-year AUROC, respectively.

The contribution of individual tissues to the final prediction was assessed through tissue saliency. Figure 3a 
shows sample L3 slice segmentations, as well as tissue saliency values superimposed on the original image. Fig-
ure 3b shows the distribution of observed and expected tissue saliency values. For the 1-year follow-up cohort, 
the observed/expected tissue saliency ratios were 1.71, 1.67, 1.50, 1.15, and 0.54 for Other Tissues, muscle, VAT, 
SAT, and background, respectively. For the 5-year follow-up cohort, the ratios were 2.00, 1.76, 1.75, 1.50, and 
0.42 for VAT, Other Tissues, muscle, SAT, and background, respectively. That is, these ratios were higher than 
expected for muscle, VAT, SAT, and other body tissues, and lower than expected for the background. All differ-
ences in pairs of observed vs. expected values were statistically significant (P < 0.001).

Clinical only model performance
The Clinical Only model achieved AUROC/AUCPR of 0.80/0.14 and 0.76/0.51 for 1 and 5-year IHD risk predic-
tion, achieving comparable performance to the PCE in 1-year prediction (AUROC P = 0.08, AUCPR P = 0.70) 
and in 5-year prediction (P = 0.27 for AUROC and 0.14 for AUCPR).

Figure 2.   Performance of proposed Imaging + Clinical Fusion model compared to Pooled Cohort Equations 
(PCE), visualized through the receiver operating characteristic (ROC) curves (top row) and precision recall 
curves (bottom row) for (a) 1-year and (b) 5-year IHD risk modeling. Shaded lines indicate 95% confidence 
intervals (CI). Dashed lines show performance of a random (ROC curve) or a prevalence-based classifier 
(precision recall curve) as the simplest baselines. Area under the curve (AUC), 95% CI were determined using 
DeLong’s method for the ROC curve and using the bootstrap method for the precision-recall curve.



8

Vol:.(1234567890)

Scientific Reports |        (2023) 13:21034  | https://doi.org/10.1038/s41598-023-47895-y

www.nature.com/scientificreports/

Figure 3.   Segmentations and tissue saliency. In (a), sample L3 slices (first column) are shown for four 
individuals with at least 5-years follow-up after their image was acquired, with their corresponding 
segmentations generated from the segmentation model (second column). Their calculated risk from the 
traditional PCE is contrasted with the more accurate Imaging + Clinical fusion risk. The saliency from the 
imaging model is shown overlayed on the segmentation (third column). In (b) the distributions of observed 
(aggregated saliency values for each tissue type relative to the saliency for the image) versus expected saliency 
are shown for each tissue, for 1-year (top) and 5-year (bottom) risk prediction, where expected saliency is 
calculated as the proportion of pixels corresponding to a class in the image.
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Figure 4a shows the ten features with the highest average SHAP value in the 5-year IHD risk prediction 
model. The majority of these top 10 features were also identified in the 1-year follow-up cohort, albeit not in the 
same order. In both cases, traditional cardiovascular risk factors, such as age, male sex, and hypertension-related 
variables, are present among the top features. In addition, serum glucose measurements and diagnosis of renal 
failure were present among the top 10 for both models. The top features for the 1-year model included the number 
of times serum glucose was measured, the use of diuretics, symptoms, and signs involving the circulatory and 
respiratory system and BMI, which were not present among the top ten for the 5-year model. The most impactful 
feature on prediction as determined by SHAP value was age, with higher risk for older individuals. SHAP values 
for 4 individuals from the 5-year risk cohort are shown in Fig. 4b.

Figure 4.   Clinical Only model feature importance as quantified by SHAP (SHapley Additive exPlanations) 
values for the top 10 features in the training set of the 5-year risk prediction cohort (a). Higher SHAP values 
indicate higher than expected probability of IHD as assigned by the model. Individual SHAP values for features 
with highest values for 4 individuals from the 5-year risk prediction cohort (b), along with the risk assigned by 
the Clinical Only model. Their PCE and Imaging + Clinical Fusion model risk are also shown, along with the 
outcome.
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Fusion model performance
The performance of the predictive algorithms combining the BC segmentation metrics with the original PCE 
covariates (PCE + Segmentation Model) was comparable to that of the PCE alone, with 1 and 5-year AUROC/
AUCPR values of 0.76 (P = 0.83)/0.11 (P = 0.38) and 0.72 (P = 0.40)/0.41 (P = 0.39), respectively. Thus, inclusion 
of average muscle radiodensity and VAT/SAT ratio did not improve prediction of IHD risk using PCE covariates.

The performance of the Imaging + Clinical Model is depicted in Fig. 2. For 5-year IHD risk modeling, this 
model showed marked improvement in prediction capabilities compared to the PCE, both in terms of AUROC 
(0.80) and AUCPR (0.60), with a statistically significant increase (P = 0.03, P = 0.003, respectively) of 0.07 and 
0.16, respectively. For 1-year IHD risk modeling, the model had higher AUROC compared to the PCE (0.81, 
P = 0.02) with similar AUCPR.

The Imaging + Clinical + Segmentation Model performed similarly to the Imaging + Clinical Model for 1-year 
IHD prediction. No statistically significant differences were found in AUROC or AUCPR for 1 IHD prediction 
compared to the Imaging + Clinical Model. There was a statistically significant improvement of 0.03 in AUCPR 
(P = 0.02) compared to the Imaging + Clinical Model for 5-year IHD prediction, and a non-statistically significant 
improvement of 0.01 AUROC (P = 0.25). Furthermore, a statistically significant increase in AUROC and AUCPR 
for 5-year IHD prediction compared to the PCE, as is the case of the Imaging + Clinical Model, was found.

The performance of baseline models and all proposed models across subpopulations with complete/missing 
PCE covariates, and across different age, sex, race/ethnicity, among patients taking lipid-modifying agents, as 
well as those with acute vs. nonacute IHD outcomes is reported in Supplementary Table 6.

Discussion
In this study we propose automated, explainable, and opportunistic risk assessment methods for 1-year and 
5-year IHD risk following a contrast-enhanced abdominopelvic CT. Using a single slice from the CT, features 
quantifying the muscle radiodensity and body fat in conjunction with traditional cardiovascular risk factors 
and additional clinical data derived from the EMR, our models perform comparably or better than currently 
used tools to assess cardiovascular risk. Additionally, we publicly release all L3 images, corresponding EHR-
derived features, and 1 and 5-year IHD outcomes (the OL3I dataset), which is the first large-scale public dataset 
for opportunistic CT evaluation with patient outcomes. Our code and trained models are also made publicly 
available.

The use of BC biomarkers derived from abdominal CT imaging for cardiovascular risk assessment has been 
explored in the past. Pickhardt et al. extracted univariate metrics from CT colonography such as liver and muscle 
radiodensity, abdominal aortic calcification, and VAT/SAT ratio combined with FRS in asymptomatic individuals 
and found an improvement in 2-year cardiovascular event prediction AUROC of 0.77 compared to 0.71 using 
FRS alone47. While highlighting the value of imaging biomarkers in cardiovascular risk assessment, their meth-
ods were developed using CT colonography, an imaging modality that remains underutilized48. In contrast, our 
models perform opportunistic risk assessment in individuals that undergo contrast-enhanced abdominopelvic 
CTs, a more commonly used diagnostic scan in a wide variety of clinical settings. Thus, our model may poten-
tially allow more opportunities for incidental risk assessment for IHD. Moreover, current diagnostic scans, 
such as abdominopelvic CTs, are generally geared towards addressing a primary clinical concern (e.g., cause 
for acute abdominal pain). Models such as the ones proposed in this study could increase the diagnostic and 
prognostic value of medical images by providing risk assessment in addition to answering the primary clini-
cal question such as the etiology of a patient’s acute symptoms. Magudia et al. predicted myocardial infarction 
using population-normalized BC metrics (muscle, VAT and SAT area z-scores) in outpatient adults without a 
major cardiovascular or oncologic diagnosis undergoing routine abdominal CT49. They found after controlling 
for BMI and other cardiovascular risk factors, only VAT area was associated with subsequent infarction risk. 
Though their approach is limited by their demographics (only White and Black individuals were included, with 
89% of patients being White), these findings are consistent with our PCE + Segmentation models, which suggest 
that aggregate BC metrics alone may not be sufficient to improve predictions of clinically relevant baselines. 
Alternatively, our models include individuals of Asian and Hispanic race and ethnicity, as well as improved fea-
ture extraction of both imaging biomarkers and clinical features that result in improved predictive performance 
over existing clinical models.

Both the FRS and PCE have been shown to overestimate the risk of developing cardiovascular disease in 
contemporary, real-world populations4. As models used predominantly for time-to-event risk assessment, they 
have been developed to maximize the c-statistic (or AUROC in binary classification settings) and are typically 
used with cut-offs defined to have high sensitivity, at the expense of specificity. In our test cohorts, the AUROC 
of these baseline models was comparable to prior validation studies4,50. We believe that the use and reporting of 
AUCPR should be considered in the development of IHD risk assessment models, as it has been shown that (1) a 
curve will dominate in ROC if and only if it dominates in precision-recall space, and (2) PRC are more informa-
tive in an imbalanced classification setting, as is typical for IHD risk assessment51. By considering the trade-off 
between precision and recall, models can be designed to have a high sensitivity but also have a high precision 
(i.e., fraction of true positives among those identified as positive). Although our intent is not to replace their 
role in current risk assessment, we note that our 5-year IHD risk models outperform the PCE in both the ROC 
and precision-recall space, which indicates that they can successfully identify individuals at risk of developing 
IHD, with a higher proportion of true positives among those identified with high risk.

Our methods seek to address model interpretability, an important barrier for potential implementation of 
artificial intelligence in medicine52. Though our segmentation model had high Dice scores, similar to other 
published studies53,54, BC metrics alone or in combination with PCE covariates did not outperform the PCE. To 
our knowledge, our approach is the first to model IHD risk prediction in an end-to-end manner using images 
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directly, as opposed to BC metrics, outperforming the radiomics/PCE approach in 5-year IHD prediction. In 
addition to treating IHD risk prediction as an end-to-end imaging problem, we introduced the concept of tissue 
saliency to study the contribution of pixels to the predictions made by the Imaging Only Model. Unlike existing 
widely used pixel-wise attribution methods that only enable qualitative assessments of individual images, tissue 
saliency enabled us to assess the contribution of groups of pixels belonging to the same tissue class in a qualitative 
and quantitative manner. As expected, tissues within the body had a higher amount of saliency than expected, 
most notably the VAT and muscle tissues. This is consistent with the observation that biomarkers quantifying 
the radiodensity or area of these tissues are informative of IHD risk15. The tissue saliency ratio for Other Tissues 
was also higher than expected, which could be due to the liver, abdominal aortic calcifications, or trabecular 
bone radiodensity being present in slices at this level, but not explicitly segmented in this study (as can be seen 
in examples of Fig. 3a). Furthermore, the background pixels provided a lower-than-expected but not negligible 
proportion of the saliency. Upon visualization of examples, background pixels with higher saliency are typically 
neighboring the body, which indicates that the model may be using patient habitus as a feature. In aggregate, 
tissue saliency provides insights into the contribution of tissues in the prediction, increasing our understanding 
of the underlying drivers of prediction in the better-performing Imaging Only Model.

We found evidence that including additional clinical features could improve the performance of the Imaging 
Only Model. Such EHR derived features have been leveraged to develop improved IHD risk assessment models 
compared to PCE55. Our results show the added value in combining them with imaging-derived features. We 
examined the importance of individual clinical features through their SHAP values. Among the top predictors 
were features that represent traditional cardiovascular risk factors, such as age, male sex, and hypertension. 
The Charlson Comorbidity Index had high importance in both models; previously, it has been correlated with 
recurrence and mortality following acute coronary syndromes56,57, as well as anatomic severity of coronary artery 
disease58. Features such as increased serum glucose, which is associated with a higher risk in our models, may bet-
ter assess IHD risk than the diagnosis of diabetes alone, a feature that was not salient among the SHAP analysis. 
Similarly, the use of diuretics, a common treatment for hypertension, was positively associated with IHD. This is 
explainable in that hypertension is a well-studied modifiable IHD risk factor59. Finally, renal failure (also among 
the top ten predictors) has been identified as an independent risk factor for IHD60. The use of SHAP values aids 
in understanding how an individual feature may affect the prediction of IHD risk. The presence of well-known 
risk factors among the top predictors raises trust in an individual attempting to scrutinize the prediction model. 
SHAP values and tissue saliency could provide clinicians with a mechanism to interpret and intervene based on 
specific aspects of the patient history. As new artificial intelligence applications in medical imaging continue to 
emerge and gain popularity, explainability may be an important factor for clinical adoption61,62.

There are several potential ways our models could be utilized in clinical practice. After undergoing a com-
monly performed contrast-enhanced abdominopelvic CT for non-IHD indications, individuals could be oppor-
tunistically assessed for high IHD risk and undergo further cardiovascular follow-up or be referred to primary 
care or preventive cardiology for potential initiation of preventive interventions. Furthermore, the specific BC 
metrics automatically calculated from the CT could be used to identify tangible areas of improvement, as well as 
be used to track progress following an intervention. Ultimately, these models could identify an individual at high 
IHD risk that may have gone otherwise unnoticed, which is the goal of opportunistic risk assessment. Finally, 
the models could analyze CT scans that have already been performed and are housed within a picture archiving 
and communication system for retrospective identification of high IHD risk patients.

We publicly release the OL3I dataset, comprised of 8139 L3 images, accompanying clinical features, and 
IHD outcome labels. This is the first publicly available dataset for opportunistic imaging, and to the best of our 
knowledge the first multimodal CT dataset with prognostic outcomes. We expect this dataset will further promote 
research for imaging and multimodal approaches to opportunistic risk assessment of IHD.

Our study has limitations. Our data were sourced retrospectively from a single center. IHD diagnoses made 
outside the center are missed. Though our reported results correspond to a test set of patients that was not used 
during model development, confirming the potential clinical use of the models requires a prospective evaluation, 
ideally in multiple centers. This work lays the groundwork for such external evaluations, in which the applicability 
of our approach in underrepresented populations with differing race or socioeconomic backgrounds could be 
further analyzed. Though our cohorts were comprised of diverse individuals both in terms of sex and ethnicity 
(Supplementary Table 3), these have been identified as variables across which model performance may vary, 
typically to the disadvantage of underrepresented minorities63. We found small variations to be present within 
patient subpopulations (Supplementary Table 6), motivating further studies in other validation cohorts to identify 
demographic-specific thresholds for intervention64. Furthermore, we did not include socioeconomic indicators 
in our subanalyses, a factor of variation that has been previously detected in cardiovascular risk assessment65. 
Such evaluations could also address a potential selection bias in our study, where we selected patients that 
present to the emergency department with abdominal pain and have a contrast-enhanced abdominopelvic 
CT scan performed. We did not include additional body composition metrics such as waist circumference, 
waist:hip ratio or weight:height ratio, which may add predictive power to traditional risk scores, as they were 
not routinely measured in our patient population. Another limitation is that biomarkers such as aortic calcifica-
tions or liver radiodensity may not necessarily be visualized in the single L3 slice approach that we analyzed. 
This may explain the lack of improvement when combining segmentation metrics with PCE features that has 
been identified in other studies17. Additionally, we utilized a 1- and 5-year prediction time point which might 
penalize FRS and PCE, which were validated for 10-year risk assessment. However, 1-year prediction can enable 
the identification of very high-risk individuals66, and other studies67–70 have similarly used 5-year windows for 
model comparison. Additionally, we did not study ASCVD risk, which the PCE were developed for. The results 
presented herein are not meant to replace current risk assessment tools but rather serve as additional tools for 
assessment to aid clinical decision making. Finally, our 5-year cohort prediction models showed an improvement 
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over established baselines, but our 1-year IHD risk prediction models were not able to outperform them, despite 
exploring a variety of data sampling and alternative loss functions to improve the performance of these models. 
This improved performance in 5-year prediction, however, could provide a window of opportunity to initiate 
preventive interventions. Alternatively, a considerable proportion of individuals in our cohort were missing 
laboratory measurements that would be necessary to evaluate the PCE or FRS at the time of scan acquisition, 
indicating their cardiovascular risk was not recently assessed. Our opportunistic approach could be used to alert 
a referring provider of particularly high IHD risk individuals and prompt further evaluation.

In conclusion, we developed and open-sourced a framework to use artificial intelligence models that enable 
opportunistic risk assessment for IHD following an abdominopelvic CT scan. By drawing from multiple data 
sources, we were able to produce models that can perform comparably or better than currently used clinical risk 
models, which currently guide treatment decisions for individuals undergoing cardiovascular risk assessment. 
Models automatically integrating existing EMR and CT data to identify patients at increased risk for IHD could 
provide opportunities for more effective preventive interventions at a population health level.

Data availability
The OL3I dataset is publicly available at https://​stanf​ordai​mi.​azure​websi​tes.​net/​datas​ets/​3263e​34a-​252e-​460f-​
8f63-​d585a​9bfec​fc.

Code availability
To facilitate replication of these results and further research, our code and trained models are made publicly 
available at https://​github.​com/​stanf​ordmi​mi/​abct_​ihd. Our trained segmentation models are available at https://​
github.​com/​Stanf​ordMI​MI/​Comp2​Comp.
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