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Abstract 
This article was migrated. The article was marked as recommended. 
As Artificial Intelligence (AI) develops in medicine, there is a greater 
awareness that medical education may also benefit from AI. Many AI 
projects are already underway, and many more are still to come. Most 
medical education administrators and educators are aware of AI, but 
are not necessarily familiar enough with it to understand the areas of 
possible application in both using AI in medical education, and also in 
the content areas that need to be raised with their students. As such, 
they are at a disadvantage of not understanding the current lie of the 
land, and are at an even greater disadvantage of not being able to 
influence and guide future AI projects. This paper attempts to provide 
an AI conceptual and practical framework for medical education 
administrators and educators, so that they may have a clearer 
understanding of the current situation, and may be better placed to 
guide future AI developments to meet their needs in medical 
education.
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Introduction
As a central part of the Fourth Industrial Revolution (Schwab, 2015), developments in Artificial Intelligence
(AI) currently indicate that AI will have a great impact on all fields of human knowledge and activity. The impact of
AI inmedicine is well-covered in the literature; as this journal focuses onmedical education, however, there is nothing to
be served by recounting the history and status of AI in medicine: all indications are that it will eventually arrive. But just
what “it” will look like in medical education, how it will affect our students, and how best to harness its strengths, is
currently not entirely clear.

What is clear, however, is this: if we wish AI in medical education to meet our needs, then we should clearly identify and
understand those needs, ground them carefully in medical education principles, and have a hand in guiding the
development of the projects so that they really do meet our needs.

The AMEE Guide to AI in Medical Education (Masters, 2019) has given a broad overview of possible areas, and also
touched on a few topics in detail. Since then, there have been various publications on AI in medical education (e.g. (van
der Niet and Bleakley, 2020), and many research projects (described in a little more detail below), but, as yet, there does
not appear to be a coherent framework formedical schools to use as a context intowhich theymay place, or throughwhich
theymay assess, these projects. This is made more complex by the fact that, internationally, medical schools have several
different models of student intake, and some students arrive fresh from high school, while others already have a degree,
possibly in engineering or computer science.

This paper attempts to create a broad framework that can be adopted by medical schools, irrespective of their student
intake or their education model. It presents the overall framework and describes the various components within that
framework, and the issues raised. It is specifically aimed at non-AI experts, and so it has very limited technical jargon,
focussing on medical education concerns. The resultant framework will allow medical schools to assess their own
position in relation to AI projects, to place these projects within that framework so as to better understand them, and then
to further develop new projects based upon their needs.

The Framework
The Framework contains two broad areas of medical education in which AI can be used: Administration &Methodology
and Content.

The Administration & Methodology area falls under the broader umbrella of Knowledge Management and Knowledge
Application, and covers the education mechanics and processes including administrative, supportive and pedagogic.

The Content area focuses on the material that is to be learned and understood by medical students in order to practice
medicine in a world of AI.

Each of these areas contain sub-topics. Schematically, they can be represented as Figure 1.

Before we examine these in detail, it should be noted that it is unlikely that medical schools will have the expertise to
implement all of these and simultaneously. It will probably be necessary for medical schools to collaborate closely with
other schools, and also with other subject areas, such as engineering and computer science, and to tread slowly.

Administration & Methodology
The complexities of curriculum mapping, especially in medical education, are well-documented (Harden, 2001). As
Harden notes, the key functions of curriculum mapping are to make the curriculum more transparent to all stake holders
(students, teachers, andmanagers), and also to show how all the elements are inter-connected.Without a curriculummap,
we simply do not know where we are, where we have come from, or where we are going.

Although creating a curriculummap is exhausting and time-consuming, that is not the real difficulty. The real difficulty is
keeping the map current as the curriculum is re-designed and changed, and also as the map becomes applicable differently
to different learners and teachers. Just as a 10-year oldmap of a country and its roads is inaccurate for the traveller today, so
a curriculummap that is outdated is also useless, or worse, harmful, as wemake decisions based on out-dated information.

For example, as a medical teacher, even if I do have a current curriculum map of my medical school, it is a generic
snapshot, showing only today (or since the committee last updated it), and for this student “cohort”. If I am teaching a
class of 5th-year medical students, I do not need to know what the current 3rd-year students are studying; I need to know
what these 5th-year students studied when they were in 3rd-year.More specifically, I need to knowwhat Jane Doe studied
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when shewas in 3rd-year, irrespective of when or where she did it, or repeated a module, semester or year, or took a leave
of absence, or was granted an extension.

Similarly, during clinical training, which rotations have been completed by this student, when and at which centre?

The moment I want that information, the generic map proves inaccurate and harmful, and then I have to resort to mounds
of other documents and transcripts. In short, we need a GoogleMapsTM for our curriculum - not only showing the land as
it is now, but showing where each traveller is and the journey they have undertaken and the road ahead. And, as the
environment changes (a new course, a new teacher, newmaterial), themap has to be automatically updated to reflect these
changes.

One of the reasons that current curriculum maps cannot do this is because they are designed for the institution. An
AI-generated curriculum map, rather than centred on the institution, would be centred on the needs of the learner and the
teacher, and cover all their work, backward and forward in time. It then would go further and deeper, and include direct
access to the materials used by the student, grades, assignments, etc. Thus, the curriculum map becomes the central tool,
not only for the organisation, but also for materials access, augmenting (or even replacing), the current-style Learning
Management System (LMS).

We will, therefore, need AI to develop curriculum maps that fulfil Harden’s vision of linking all of the stake holders,
dynamically, in a continually-changing environment, and tie these to the tracking information currently contained in
transcripts and course blue-prints, and even down to document level, so that the teacher of the 5th-year student can find out
what Jane Doe studied in 3rd-year, and locate the PowerPoint presentation that was given to her and assignments she
completed (as opposed to another student who was in a different cohort).

There will also need to be portability, so that a student can move from or to other institutions, or incorporate courses from
other institutions, and these would automatically be mapped into that student’s curriculum map. This would naturally
affect the notion of a “student cohort” as individual students move through a curriculum with flexibility of time and
material.

By referring to flexibility of material, I am not saying that each student chooses their entire degree from a smorgasbord.
(Although we already attempt to cater to different backgrounds and abilities, having different tracks and choices.) I am,

Figure 1. Schematic representation of issues to be covered in AI in Medical Education.
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however, allowing for the map to be able to identify all the differences. Once all of these are clearly identified, the AI
system can also perform detailed analyses and evaluations of the different curricula (Chen, 2010).

Finally, as the map will be complex in space and time, access methods should be through immersive, virtual-reality
technologies, rather than the current 2-d document approach. Who would have thought that curriculum design and
mapping could be such an exciting venture?

In the past, individual instructors (and medical schools) kept records on class attendance. There is the old adage that, if
you’re concerned about counting bums on seats, then you’re worried about the wrong end of the student. While there are
many studies showing correlations between attendance and grades (Ullah et al., 2020), one should not be tempted into an
over-simplification of causality that simply attending class will increase grades, as a host of other factors, especially direct
participation, are at play, although many of these can be, and are being, measured (Jović et al., 2019).

One can understand the teacher’s needs for monitoring, because there simply is no real method to accurately measure the
impact of organised activities, and teachers simultaneously wish to identify at-risk students before problems become so
large that they are insurmountable.

The more one measures, however, the more one raises privacy concerns, and we need to ensure that we are measuring
something worthmeasuring, and interpreting themeasurements correctly. For example, while usingAI facial recognition
technology to determine (and grade) student attention (Conner, 2018) may have “positive” results, and brain monitoring
through other devices such as FocusEDU (https://www.brainco.tech/) appears desirable, this Orwellian dystopia does not
directly address our pedagogical concern of ensuring the participation of the student in the learning process, and leading
to the well-prepared doctor. Perhaps somewhat less disturbing for students is the use of eye-tracking (Alemdag and
Cagiltay, 2018; Ashraf et al., 2018), which can also be used to give feedback information about the effectiveness of the
system at focusing the student’s attention, although this may also be perceived as invasive.

For online learning, most LMSs can track student attendance and participation, especially on obvious items like files
downloaded, forum posts read and made, and various manual or automatic alerts can be created so that corrective
action can be taken. Some systems already use various simple AI models for predicting at-risk students by combining
grades, participation and other activities, something that is made far more possible because of students’ digital
presence (Hershkovitz et al., 2013; Babić, 2017; Hoffait and Schyns, 2017; Hussain et al., 2018; Toivonen,
Jormanainen and Tukiainen, 2019; Bernacki, Chaves and Uesbeck, 2020). These are currently reasonably intuitive,
although they, and other measures (e.g. student satisfaction), do require careful interpretations, and educators need to
ensure that they apply reasonable educational principles rather than have an automatic response to a set of parameters
(Parapadakis, 2020).

As a side note: while the focus of this topic is on the course, similar AI techniques can be applied across the Internet to
determine what current students think of the medical school as a whole (Srinivas and Rajendran, 2019).

Not all student participation has to be monitored in this way; student feedback is a crucial aspect of education. The prime
difficulty is being able to analyse the student feedback data so that appropriate responses can be undertaken. Current
investigations intoAI analysing student feedback of both instructors and courses (Agaoglu, 2016; Rani andKumar, 2017;
Zhang, Zhang and Xu, 2019) give an indication of possibilities (not only of revising the courses, but also the (tired and
outdated) feedback tools).

As with all systems, the checkboxes can be circumvented (or “gamed”), and there is a responsibility on the student: if a
student games the system, and all teachers believe that all is well with the student, then, by the time the truth of the
situation emerges, it will be too late for any intervention to have a positive impact, and the student will suffer.

Prior to enrolment, systems can be used to predict student performance, and, as a bonus, prediction modelling can
sometimes show prejudices and weaknesses in enrolment acceptance policies and practices (Andris, Cowen and
Wittenbach, 2013; Alban and Mauricio, 2019).

Academic advising is frequently complicated by a bureaucratic swamp of rules and choices, and AI needs to ensure that
all pathways are obvious to all stakeholders. In much the same way that Clinical Decision Support Systems are used by
doctors to advise patients, so Academic Advice Support Systems need to be developed to assist academic advisors when
advising students, and work in this field has already shown promise (Kardan and Sadeghi, 2013).
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These systems do not always have to be controlled by the administrators and academic advisors, however, and students
should be able to harness the AI system themselves, usually through chatbots, which are still in their infancy and
require high-end processing power, but various experiments across languages show potential for widespread use (Khin
and Soe, 2020).

In this way, we can offer far greater assistance to students when they are applying for courses (Acikkar and Akay, 2009)
andmore easily identify at-risk students (Oancea, Dragoescu and Ciucu, 2013; Asogwa andOladugba, 2015). Again, this
system can be a part of the curriculummapping system,monitoring the student in real-time, and adjusting predictions and
warnings as more data become available.

The idea of electronic tutors has existed for at least 40 years (Clarke, 1980). Intelligent medical education tutoring
systems, with adaptive instruction and testing and feedback, even in Continuing Medical Education (CME) (McFadden
and Crim, 2016) have also existed for a long time, although early systems generally required a great deal of computing
expertise to use them properly, and were not very intuitive for the average medical educator (Clancey, 1983; Papa and
Shores, 1992; Eliot andWoolf, 1995; Billinghurst and Savage, 1996; Bourlas et al., 1996; Sharples et al., 1997; Frize and
Frasson, 2000; Stasiu et al., 2001; Michael et al., 2003; Weidenbach et al., 2004; Randhawa and Jackson, 2020).

The promise of AI lies in personalising the teaching, responding to special needs, whether activated by performance data,
or specifically requested by the student. Pre-instruction assessment of needs and capabilities should be used to tailor the
material and teaching methods as required. There are many research projects that give an indication of how this is already
being done (Chi et al., 2011; Chaudhri et al., 2013), and the process would be strongly enhanced by using the type of
personal curriculum-mapping outlined above, otherwise there is the risk that the personalised tutor is an add-on, rather
than an integral component in the entire system.

In addition, the tutoring system should not merely be a knowledge-transfer system, but one designed on current
educational principles such as cased-based, problem-based, and complex scenario-based gamification that can move
beyond managing a patient with a single condition under contextless circumstances. Interaction with the student can
utilise Natural Language Processing (NLP) (Chary et al., 2019), and these systems can then present flexible and realistic
virtual patients, constructed by AI, based upon real patient records (Wijayarathna and Zary, 2019; Afzal et al., 2020),
requiring critical thinking and clinical reasoning, and adjusting the levels of complexity to better suit the level at which the
student is expected to perform.One can then have effective virtual (or even robotic) patient case simulation for general use
(Hayasaka, Fujikura and Kashimura, 2018; Laleye et al., 2020) or within specific environments, such as single or multi-
centre PBL (Caudell et al., 2003; Hamdy et al., 2017).

The overall goal is a move away from paper cases, by using interactive holographic virtual patients in a 3-d environment,
and longer and complex scenarios, using adaptive serious games. Variations can be assigned by adjusting variables
(randomly, but realistically limited by parameters), and generating new problems based on the data. In student-driven
learning, the student should be able to adjust these also, to assess their ability to cope with a range of extra complexities.
(This does not have to be PBL, but can be in any teaching environment). The impact of AI is not only on the delivery of the
cases, but also in analysis of the collaboration, solving several education problems, including that of having passengers in
the group (Jović et al., 2019).

While the vision of the electronic tutor may frequently be focused on undergraduate theoretical teaching, there are several
useful projects that utilise AI or intelligent machine tutors specifically in clinical skills teaching (e.g. (Yang and Shulruf,
2019; Bakshi et al., 2020;Mirchi et al., 2020; Treceño-Fernández et al., 2020; D.Wu et al., 2020). Currently, the focus of
AI in e-learning systems appears to be on the use of Bayesian Networks and Artificial Neural Networks (Jović et al.,
2019). This networking allows the system to learn from the student and other students, and flexibly adapt its methods and
materials as the student grows and changes. When AI teaching is combined with robotics and physical simulations, we
then have a physical AI robotic simulated patient (Hayasaka, Fujikura and Kashimura, 2018).

After the student has qualified, other types of AI tutoring systems will be required, as CME requires so much more self-
organisation and self-discipline, so the system should more closely resemble a personal advisor and tutor that constantly
monitors research areas and constructs courses tailored to the individual professional.

Currently, wide-spread computer-based theoretical assessment is performed through MCQs, with seemingly very little
advancement past that level. The needed aim of AI is to producemeaningful assessments that allow for personalisation of
format, content, and provision of additional materials as is required, so that all forms of assessment, including formative,
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can be enhanced. These developments would need to be linked to the developments of the flexible curriculum map
outlined above.

Two examples of areas that may be of particular interest to medical educators are:

� Essays. While the value of longer, written assessment pieces is acknowledged, the practicalities of grading
reduce their application. Currently, AI work is being done in the area (Gierl et al., 2014; García-Gorrostieta,
López-López and González-López, 2018), although there is still a longway to go, as some industry tools appear
to be based on simplistic key-word technology, and this type of grading will require highly sophisticated
language and context analysis (Kintsch, 2002; Latifi et al., 2016). There are already relatedmodels for tasks like
predicting the chances of journal paper acceptance (Skorikov and Momen, 2020), although these are still small
and very focused.

� Surgery. In these models, motion tracking is applied to examination of surgical procedures, and realistic student
assessment can be performed (Oquendo et al., 2018; Alonso-Silverio et al., 2018; Anh, Nataraja and Chauhan,
2020; Macrae et al., 2020).

We need to be aware that assessment can be incorporated into almost anyAI tutorial system. Earlier, mentionwasmade of
eye-tracking systems, and these can also be used for overall assessment, including in clinical procedures (Ashraf et al.,
2018). With a few changes to almost any instructional module, it can be adapted to pause, wait for student input, respond
to that input, and then continue. Further adaptation on wrong-answer analysis, and group-participation analysis will add
extra value to the assessment.

Content to be Taught
The paper now switches to the second large area in the framework: the content to be taught to medical students.

In the Introduction, mention was made of the range of student backgrounds when entering medical school, and it is
particularly important that each medical school adjust their curriculum to allow for these backgrounds. Exactly how that
would be done would be unique to each school, so is beyond the scope of this paper, but there are some guiding principles
and ideas.

Teaching medical students about AI will be a requirement and will need to be preceded by a detailed analysis of the
students’ previous exposure to computing and AI.

At the very least, students with little or no exposure to AI will require some knowledge of AI. Current studies show that
medical students are aware of this need, but knowledge and understanding of the issues is internationally variable (Jindal
and Bansal, 2020; Sit et al., 2020). Just as we concentrated on computer literacy two decades ago, we need now to teach
AI literacy and a basic understanding of Data Management and AI concepts, models and terminology (such as big data
(and the growing number of Vs), data mining, machine learning, deep learning, supervised and unsupervised learning,
natural language processing and neural networks). For students who are new to AI, there are several good introductory
texts, such as (National Research Council, 2015; Kolachalama and Garg, 2018; Singh, 2018). (I have purposely not
explained these concepts in this article, as they are covered in these texts).

Some students, however, may already have had exposure to AI in computer science, engineering or other degrees, and so
would be dismayed at having to re-do this work. For these students, the curriculumwill need to be adjusted, and electives,
projects dealing with AI applications in solving medical problems, and assessing AI evaluations (see below) would be a
starting point.

In all cases where AI is taught, the current limitations of AI need to be identified, otherwise there is a risk that AI will be
seen as a magic bullet, and we may have inappropriate levels of expectation, and suffer from “automation bias” (Mosier
and Skitka, 1996). In addition, there is always the risk associated with new systems, especially new IT systems, as users
struggle to adapt to them and understand them and their limitations (Baker, Harrison and Muir, 2006), one of which is
sometimes referred to as “Artificial Stupidity”. Understanding these systems will be necessary to evaluate the applica-
bility and appropriateness of solutions.

This understanding is also important for performing research on the effectiveness of AI: one needs to know what to
evaluate before we can know how to evaluate it properly. At the moment, most evaluation of medical AI systems focuses
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onmeasuring accuracy and time, especially as opposed to humans, sometimes barely qualified, under particular and ideal
circumstances (e.g. (Nirschl et al., 2018; Entezarjou et al., 2020; J.T. Wu et al., 2020). That is a good start, but will soon
become outdated as a benchmark, for the simple reason that medicine is already arriving at stages where AI is proving
superior to humans in several aspects under ideal conditions. There will need to be other criteria and modelling that will
need to be developed and used as benchmarks; these will include other AI systems and less than ideal conditions. Medical
educators will need to look for these and ensure that these are incorporated into their teaching. Useful overviews and
starting guides include (Wilkinson et al., 2016; Jayaraman et al., 2019; Liu et al., 2019; Masters, 2019).

Students will need to know the mechanics and processes of AI systems that they will be expected to use. The particular
medical AI systems to be taught to students would be dependent almost entirely on the types of systems that the students
are likely to encounter during their clinical training and immediately after. Some basic principles, however, apply:

� As the systems are frequently updated, teachers will have to remain abreast of developments. One only has to
think of how frequently the operating system on one’s personal computer is updated to have an idea of the
difficulty of staying abreast.

� When systems outside the immediate experience are chosen as examples, educators will need to be extremely
careful about evaluating the systems and articles written about them, as frequently the methods of system
evaluation are exploratory and not always tested under real-world conditions (Nagendran et al., 2020).

� It is crucial to teach these systems as integral to the basics, and not as add-ons, otherwise they will be seen as
unimportant, and new doctors will have to learn to use them without proper training, or within a context
prejudicial to their effectiveness. While there is a danger of being unthinkingly reliant on AI, ignoring it would
be worse. For example, in reading ECGs, although there may be legitimate concerns about its being “common
practice for clinicians to wholly consign interpretation responsibility to rather unreliable computerised ECG
algorithms” (Kashou et al., 2020), the solution to this problem is to ensure that ECG training courses include
usingAI systems, and using them judiciously. Unless at an underserved institution, medical students completing
a course that does not teach the use of AI systems in ECG interpretation would be unprepared for the modern
environment in which they will have to function.

The psychological impact of AI in all people’s lives in general will be great; already anthropomorphism of simple
computers is a concern, and will be even greater with AI (Salles, Evers and Farisco, 2020). The two headings above focus
on the technical and practical application and usage of AI, but good medical use of AI must not include only technical
usage. There needs to be a self-awareness, in which the doctor is notmerely using the tool, but is engaged in a cooperative
exercise with the tool. This co-operation does not imply compliance, but rather operating together.

Although health professionals are repeatedly told that they cannot be replaced by machines, on a daily level, they see
machines performing routine tasks more efficiently than they can. Even currently, without advanced AI and networked
systems, app stores carry apps that replace theGP formundane tasks (Wattanapisit et al., 2020). The future reality is not so
much about AI’s replacing doctors, but rather about AI-enabled doctors’ replacing non-AI-enabled doctors. Currently,
doctors occupy a relatively high professional status in society, not least of all because of their perceived intellectual
superiority; when a machine can do what the doctor can do, and better, one must consider the impact on this social status.
Will their intellectual superiority be shaken or even displaced?

Simultaneously, however, we also know that a large amount of health care is not about the data, but about sitting with the
patient, listening, asking, and interacting through human emotions, especially empathy. At this stage, one cannot believe
that mounds of data are going to tell a doctor how to best deal with a specific dying patient and their family.

This might be the opportunemoment for medical schools to take stock of exactly howmuch emphasis they place on these
qualities, as, more than 70 years ago, educators recognised how students moved from the “pre-cynical” to the “cynical”
years (Becker and Geer, 1958), and this loss of empathy has been recorded in several studies since (Hojat et al., 2009;
Neumann et al., 2011; Chen et al., 2012). A useful exercise would be for medical professionals to reflect on their training,
and ask howmuch teaching timewas devoted to the hard “scientific” aspects, and howmuch teaching timewas devoted to
human interaction and empathy. Perhaps, when medical schools come to terms with those conflicts, they will be better
prepared to teach their students about AI and Empathy, or, indeed, Artificial Empathy.
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The relationship with patients will need to be addressed. With professionals who rely on AI for deeply personal
interactions concerning patients, the impact will surely be greater, and students will need to have an awareness of
themselves and their roles in these interactions.

Correspondingly, just as health professionals are currently adapting to e-patients’ becoming more involved in their
healthcare (Masters, 2017), so they will need to adapt to e-patients’ use of AI systems. The beginning of this will be
understanding their role in relation, not only to AI, but to the AI-empowered e-patient.

Related to the health professionals’ perception of themselves and their role in healthcare, a host of Ethical, Legal and
Social Implications emerge, and medical students will need to consider these and the questions they raise.

Quality treatment and patient safety will rely heavily on AI algorithms, and these algorithms will (initially, anyway) be
designed by humans. The algorithms will automatically carry the ethical biases of the designers (Straw, 2020). Medical
students will need to be alerted to these potential biases and how best to respond to, and even adjust, them.

Advanced AI naturally moves away from the early simplistic algorithms, and begins to take into account the ethical
considerations of the world.While this does have the advantage of ensuring that the AI’s ethics is not confined to those of
the original algorithms’ designers, theworld’s ethics are also complex. If any sub-set of a society has its ethical view taken
as representative, then previously published AI ethical fiascos (Vincent, 2016; O’Neill, 2017; Natarajan and Nasiripour,
2019) will be repeated; on the other hand, if a simple majority view is taken, then ethics will be based on a fluctuating
mob-rule mentality.

In addition, because AI is so reliant upon data, and we know that some large medical datasets have an over-representation
of some groups (Gijsberts et al., 2015), these could also influence biases in AI (Parikh, Teeple and Navathe, 2019). Given
the recognition that AI can be designed to have (or can later develop) racist or sexist attitudes and behaviours, students
will need to be taught to be ever-vigilant for this type of prejudice.

Various suggestions have been made to reduce bias, including the development of tools and models such as PROBAST
(Wolff et al., 2019), and medical practitioners will also need to be cognisant of data usage and security laws, such as
GDPR, the 21st Century Cures Act (USA Hse of Rep, 2016) and Chapter V of the Federal Food, Drug and Cosmetic Act
(FDA, 2018). Further discussion of the applicable regulations can be found in (Pesapane et al., 2018).

As the arguments about ethics become arguments about laws, the issues become more complex. When AI disagrees with
humans, who takes precedence, and on what grounds? If a doctor defers to a recommendation by an AI system, does that
mean that a portion of the medical responsibility has been ceded? Does this also mean that a portion of the doctors’ rights
have been ceded, and, if not, why not? Related to the responsibility, when the AI makes mistakes, who is legally
responsible? Apart from the fact that legalities will differ across the world, this issue is still unresolved, and, currently, the
answer remains “It Depends” (Jha, 2020). If an AI system can be found “guilty”, then does that pre-suppose legal rights?
The notion of legal rights for AI and AI robots is not as ludicrous as one might first believe, and are currently being
discussed (Easen, 2019).

It is crucial, therefore, that medical students are taught to consider these questions.

This paper has consideredmuch that will need to be put into the curriculum. It is a truism, however, that medical curricula
are already overloaded; addingmore content would appear to over-burden the staff and students. The difficult task will be
removing items from the curriculum as these new items are inserted. For this, human and AI curriculum designers will
have to work carefully, and the removal will depend on the circumstances of training and practice.

One should remember, though, that there is precedent. Over the years, less-prevalent diseases, and less-likely symptoms
have been removed from curricula to be replaced by more-prevalent diseases and more-likely symptoms; old medical
procedures have been replaced by new. So, too, old methods of diagnosis and treatment will need to be replaced by new
AI-supported methods. One may ask with some fear, “What, then, if there is no AI system available?” I would estimate
that that is the same question that might have been asked when the stethoscope was first introduced: “What if we train
students to use a stethoscope instead of the old method, and then they lose their stethoscope?”We understand that there is
this risk, and we do what we can to mitigate it.

Conclusion
This paper has presented a conceptual and practical framework ofAI inmedical education, examining both administrative
concerns and AI-related content to be included in the medical curriculum. In doing so, it has given details of many AI
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projects so that all medical education stakeholders (students, teachers and administrators) may be aware of current
developments. Simultaneously, however, the framework and the related issues form a context and a guide for future work,
not only for those who are developing AI systems, but for those who need to ensure that future medical practitioners are
well-equipped to deal with the complexities and possibilities presented to them in the AI medical world.

Take Home Messages
� Artificial Intelligence (AI) will have an impact on medical education.

� There are many current AI projects in education, and many more to come.

� It is necessary to have some conceptual and practical framework for these projects so that we can understand the
overall context, future needs, and be able to respond appropriately to those needs.

� This paper provides such a framework, and gives details of the needs and possibilities of the framework’s
components.
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My advice to anyone who thinks about medical education is that you must read this article. The writing is 
crystal-clear and it is an enjoyable read. I bet it will provoke you to rethink whatever aspect of your 
curriculum you work on and to read a lot more about Artificial Intelligence/AI (or at least to plan to). 
Completing said reading will be easy because of the extensive and interesting bibliography included.The 
introduction calls for a needs-assessment to decide how AI is best applied to your context – and the 
author’s proposed logical framework for medical education subdivides issues into two broad categories: 
curriculum content and administration & methodology. The importance of AI literacy to a modern 
medical curriculum and our responsibility to train AI-enabled doctors is well-articulated throughout this 
paper.The individual issues described in the framework-map were explored by the author - and along the 
way AI principles, opportunities, and challenges were described. Some of the topics elaborated on, were 
personalised curriculum maps; non-invasive ways to track student participation and feedback; student-
prompted systems for accessing advisory and counselling services without bureaucracy; adaptive 
instruction and the notion of the electronic teacher (it strikes me that we are all e-teachers, since covid-19 
thundered into our lives!) But the topic that turned my head in particular, was the potential for case 
based learning (see the Teaching section of the article). The application of sound educational principles to 
an exploration of AI and the useful framework presented for medical education - makes this an article 
that I will be recommending highly to curriculum leads, instructional designers, teachers, and students.
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Artificial Intelligence (AI) in medical education is used without a clear or unified definition of its meaning. 
This article and the BEME systematic review written by Ken Masters present a conceptual and practical 
framework for understanding, developing, and applying AI in educational management, teaching, 
learning and medical practice. It provides practical examples on how AI can be used in curriculum design 
and management, curriculum mapping and in quality assurance. It can play a significant role in preparing 
program self-studies and used for accreditation. Introducing AI as a course or integrated in all aspects of 
the curriculum is taking place in different Health Professional Programs and will be a key feature of 
medical education. How to do it is related to the context of the culture and health system. What to teach 
and how are well described in the article. Of course, “One size does not fit all”.
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Dr. Masters presents an overview for undergraduate medical educators who wish to make their curricula 
AI aware and AI updated. He separates the considerations nicely, in Figure 1, by whether the 
consideration is about the Curriculum or the Structure of the Medical School. This can serve as an 
organizer for the leadership of a professional school.I would highlight the idea that the clinician of the 
future will be "engaged in a cooperative exercise with the (AI) tool" -- this touches on socio-material 
learning, a pedagogic theory that has been perhaps underplayed to date, but will be brought to the 
foreground with the coming adjustment to the full range of AI. Educators will do well to think about AI 
both in the way we educate and the way we take care of patients. This paper is a good roadmap for the 
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coming shift.
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AI is ubiquitous to our lives - even though we may not realise it! This paper provides an excellent overview 
of AI and its implications for medical education, with a focus on the key competencies required for living 
and working in the new age of AI. There are important lessons for all involved on designing. delivering 
and implementing medical education.
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I enjoyed reading this article about the artificial intelligence (AI) developments in medical education. AI is 
going to play an increasingly important role in education and health care practice like in other fields of 
human endeavour. One of the challenges is that many medical doctors and educators at present do not 
know much about AI as mentioned by the author. The situation may be analogous to that of computers in 
the 1990s when most of us feared the rapid inroads made by computers while today nearly all of us use 
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computers in one form or the other. AI will become more user-friendly and nearly of us will be using AI in 
medicine. In fact, we already do in many applications. Current student and curriculum management 
system can offer some of the features mentioned by the author and the others may follow. One of the big 
concerns is privacy where organizations can intensively monitor students and employees and strong data 
protection frameworks are required. Providing a personal study plan for students is an important 
advantage of AI and some institutions have begun offering this. Learning can take place in three 
dimensional virtual spaces and AI-based systems can support the human teacher. The author also raises 
some important questions on the social and intellectual status of doctors when AI is already able to 
outperform doctors in some areas. The number of these areas will increase as AI continues to rapidly 
develop. The author has recommended some further resources for teachers interested in AI. What will be 
the best method for medical school faculty to develop a working knowledge of AI and be ready to use it in 
education? What resources and courses are currently available?
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