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ABSTRACT:
Modern hearing research has identified the ability of listeners to segregate simultaneous speech streams with

a reliance on three major voice cues, fundamental frequency, level, and location. Few of these studies evaluated

reliance for these cues presented simultaneously as occurs in nature, and fewer still considered the listeners’ relative

reliance on these cues owing to the cues’ different units of measure. In the present study trial-by-trial analyses were

used to isolate the listener’s simultaneous reliance on the three voice cues, with the behavior of an ideal observer

[Green and Swets (1966). (Wiley, New York), pp.151–178] serving as a comparison standard for evaluating relative

reliance. Listeners heard on each trial a pair of randomly selected, simultaneous recordings of naturally spoken

sentences. One of the recordings was always from the same talker, a distracter, and the other, with equal probability,

was from one of two target talkers differing in the three voice cues. The listener’s task was to identify the target

talker. Among 33 clinically normal-hearing adults only one relied predominantly on voice level, the remaining were

split between voice fundamental frequency and/or location. The results are discussed regarding their implications for

the common practice in studies of using target-distracter level as a dependent measure of speech-on-speech masking.
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I. INTRODUCTION

The ability to “hear out” the speech of one talker sepa-

rately from others speaking at the same time has long fasci-

nated researchers in the field of hearing science because of

the remarkable achievement it represents for a sensory sys-

tem (Cherry, 1953). The pressure wavefronts corresponding

to the speech of different talkers superimpose (add together)

in the air before reaching our ears. Hence, for us to hear

each talker separately, the auditory system must somehow

extract those individual wavefronts from the sum. The prob-

lem is akin to solving for x, y, and z in the expression

xþ yþ z¼ 42; there is not one, but an indeterminate num-

ber of possible solutions.

We now know that the auditory system solves the prob-

lem, in part, by taking advantage of predictable constraints

governing the speech of talkers. Three of these constraints,

widely established by research, are the harmonic structure

of the speech, the location of the talker relative to the posi-

tion of our head, and the relative level of the different

speech streams [see Bronkhorst (2000, 2015), Byrne et al.
(2022), Kidd and Colburn (2017), and Szabo et al. (2016)

for reviews]. Harmonic structure in speech is created by the

periodicity of glottal pulses in the voicing of speech, which

gives rise to the sensation of pitch corresponding to the fun-

damental frequency (F0) of the glottal pulses. Males, whose

vocal folds tend to be longer and heavier than females, tend

to have lower F0s. Hence, a male and female speaking

simultaneously will often be heard separately based on

simultaneously heard differences in the pitch of their voice.

The speech of a talker also arrives at our two ears differently

depending on the location of the talker relative to our head.

Differences in the level and time of arrival of the speech

between the two ears are cues for the direction of the sound,

which can be used to segregate talkers based on the different

locations from which they speak on the azimuthal plane.

The relative level of the speech of talkers is also a dominant

cue, as anyone can testify who has attended a gathering

where one loud voice rises above everyone else in the

crowd. Relative speech level, in fact, has a special place in

studies of speech-on-speech masking because it also regu-

larly serves as a dependent measure (signal-to-noise level at

threshold) of the influence of other cues [Bronkhorst (2000),

(2015) and Byrne et al. (2022); cf. Ahrens et al. (2020) and

Ozmeral and Higgins (2022)].

Knowledge of the importance of these and other cues

comes largely from studies of their effects on the overall

performance of listeners in various multi-talker listening

scenarios. Here, evidence for listener reliance on a cue is

inferred from any observed reduction in performance in con-

ditions where that cue is either distorted, made uncertain, or

eliminated. However, such effects are not always easy to

interpret as they can vary considerably from one individual

to the next. It is not uncommon for overall performance to

vary from near chance to near perfect within the same

experimental condition [see Lutfi et al. (2020) and (2021)

for review]. Such differences in performance have raised the

question as to whether there are circumstances for whicha)Email: rlutfi@usf.edu
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individuals may attend differently to different cues, affect-

ing their performance in those cases. Some researchers have

speculated that this could be a factor responsible for why

many individuals, evaluated to have normal hearing, have

unusual difficulty understanding speech in noisy environ-

ments (Oberfeld and Kl€ockner-Nowotny, 2016; Dai and

Shinn-Cunningham, 2016; Ruggles and Shinn-Cunningham,

2011; Shinn-Cunningham, 2017).

Work is under way to evaluate such speculation, but

there are major challenges involved. First, there are limits to

what can be concluded regarding reliance on cues from sin-

gle metrics of performance accuracy when, as in everyday

listening, multiple cues are available to the listener simulta-

neously. In such cases, eliminating or distorting a cue can

have no effect on performance either because the listener

originally placed no reliance on that cue, or because they

simply switched to a different equally viable cue. The

response historically to the preoccupation in psychophysics

with single metrics of performance accuracy has been

molecular psychophysics [Watson (1973), hearing;

Ahumada (2002), vision]. Molecular psychophysics recog-

nizes that the averaging of responses required for measures

of performance accuracy can conceal distinctive influences

of simultaneous cues and their interaction that are only evi-

dent in the relation between the stimulus and the listener’s

response from trial to trial [see Berg (1990), Lutfi (1995),

and Calandruccio and Doherty (2007) for contemporary

analyses]. These analyses differ in detail, but all are

designed to estimate the degree to which individuals weigh
different features of the stimulus to arrive at a response.

They are principally based on the parsing of trial-by-trial

responses into categories defined by features of the stimuli,

rather than whether the response is correct or incorrect.

The second challenge in evaluating listener reliance on

cues is that their effects, by virtue of their different physical

units (Hz, dB, azimuthal angle), are not directly comparable.

This means that without some standard for equating the rela-

tive information provided by each cue one can never be con-

fident that the values chosen did not bias listeners to favor

one cue over another. This is of foremost concern where the

goal is to evaluate individual differences in the listener’s

reliance on cues. The reaction historically to this kind of

problem has been signal-detection theory (SDT) (Green and

Swets, 1966). SDT permits comparisons of the effects of

stimulus manipulations involving different physical units by

expressing listener performance in each case relative to that

of an ideal observer, an observer who bases decisions on the

likelihood ratio of signal-to-noise. It serves to identify the

relative information provided by each cue so that a listener’s

true preference for cues can be distinguished from a forced

reliance based on an arbitrary selection of stimulus values.

The present study combined molecular analyses with

elements of SDT to evaluate the simultaneous, relative reli-

ance listeners placed on voice fundamental frequency, loca-

tion, and level cues for a speech-on-speech masking task.

Goals were to (1) document the simultaneous relative reli-

ance on these cues for a group of clinically normal-hearing

adults, (2) identify any individual differences among listen-

ers in the relative reliance placed on these cues, and (3)

determine the impact of those differences, if any, on overall

performance accuracy.

II. GENERAL METHODS

Listeners in the study performed a talker identification

task in which the stimuli were recordings of spoken senten-

ces processed to differ for talkers in voice F0, level, and

location, all available simultaneously to the listener. The

three cues were perturbed slightly from trial to trial to simu-

late small changes in voice F0, level, and location that occur

naturally from one moment to the next. The perturbations

also served two important methodological functions. First,

they leveled the playing field for the three cues by making

them equally viable for the task. This was done by selecting

the variances r2 of the perturbations to equate the normal-

ized differences in the mean values D of the cues (that is to

equate D/r for the cues). In signal-detection theory (SDT)

this is equivalent to equating conditions for the performance

of an ideal observer (Green and Swets, 1966). Second, the

perturbations served as predictor variables in a discriminant

analysis of the listener’s trial-by-trial response, wherein the

regression coefficients of the analysis served as estimates of

the relative reliance (decision weight) listeners placed on

the three cues.

A. Procedure

A single-interval, two-talker identification task was

used [see Lutfi et al. (2020)]. Listeners were read the follow-

ing instructions at the beginning of the experiment: “There

will be a series of trials in which you will listen over head-

phones to two talkers speaking sentences. One of the two

talkers will always be Pat, the other talker speaking at the

same time is equally likely to be Jon or Jen. Jon has a soft,

low-pitch voice and is located on your left. Jen has a loud,

high-pitch voice and is located on your right. Pat has a voice

with pitch and loudness intermediate between Jon and Jen

and is located center/front. Your task on each trial is to

ignore Pat and identify by button press whether you heard

Jon or Jen.”

The listeners then underwent a three-step voice familiari-

zation routine. In step 1, they listened passively to a block of

20 trials in which Jon and Jen alternately spoke a random

sentence. The name of the talker appeared on the listener’s

monitor as the sentence was being played. In step 2, the 20

trials were repeated in random order and the listener identi-

fied on each trial which of the two talkers was speaking.

Listeners were given feedback after each response. Finally,

in step 3, the listeners repeated the task they were given in

step 2, but this time the to-be-ignored Pat also spoke a ran-

dom sentence on each trial. Listeners had little difficulty with

the familiarization tasks as the difference in loudness, pitch,

and location of talkers were fixed from trial to trial and were

quite easy to discern (see stimuli below).
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Once familiarized with the talkers’ voices, the listeners

proceeded to experimental trials. On experimental trials, the

listeners were told that this time “the loudness, pitch and

location of the talkers’ voices will vary a little from trial to

trial, as happens from moment to moment in natural speak-

ing. For example, Jon on any given trial might raise the

pitch of his voice to be closer to that of Jen. Similarly, Jen

on any given trial might change her position to be closer to

that of Jon. On these trials you might confuse one with the

other talker and make an error, but this is ok as errors are

expected. Use the three cues (loudness, pitch and location)

individually or in any combination to identify Jon and Jen;

whatever works best for you.” Listeners were given correct

feedback after each trial and an overall percent correct score

at the end of each trial block. A sign was posted in the booth

to remind listeners of the nominal differences in the Jon and

Jen’s voices.

The data were collected in 10 blocks of 50 trials per

block within a one-hour session per day. Listeners were

allowed breaks at their discretion between trial blocks. At

least one week after collecting the data for the first session,

the listeners returned to repeat the entire procedure, both

familiarization routine and experimental trials, for different

stimulus values that allowed comparisons of the decision

weights for two different levels of performance (see Sec.

II B below). Listeners also repeated the entire procedure for

three additional conditions designed to measure relative sen-

sitivity for each cue. These conditions were the same as the

previous all-cue conditions except only one cue distin-

guished the target talkers, the mean difference D for the

remaining two cues were zeroed. Before each of these con-

ditions the listener was instructed as to which cue distin-

guished the target talkers.

B. Stimuli

The stimuli were recordings of naturally spoken, gram-

matically correct, English sentences selected at random on

each trial for each talker from 200 neutral exemplars (folder

0019) of the Emotional Speech Dataset (Zhou et al., 2021).

The sentences were selected without replacement so that the

two talkers never spoke the same sentence within a trial, the

same sentence may, however, been spoken more than once

within the session. The duration of the sentences ranged

from 1.6 to 2.5 s and had slightly different starting times;

because of this the sentences did not exactly temporally

align; the two talkers on each trial had an equal probability

of beginning first and/or ending last. This, of course, hap-

pens in natural listening and so no attempt was made to syn-

chronize the onsets and offsets of the sentences.

The sentence exemplars were from a single native

speaker of English whose voice fundamental frequency was

roughly midway between that of an average male and

female voice. This talker was identified as Pat. The original

sentences associated with Pat were then processed to pro-

duce the sentences of Jon and Jen. This ensured that only

differences in the level (L), fundamental frequency (F0),

and location (azimuthal angle h) of the talkers would serve

as viable identification cues. For Pat the nominal values of

the parameters were, respectively, L¼ 62 dB SPL (cali-

brated at the headphones), F0 of the original sentences, and

h¼0�. For Jon and Jen, the nominal values were arithmeti-

cally centered about the values for Pat, differing from each

other, respectively, by D¼ 8 dB, 28 Hz, and 28�. These val-

ues were selected based on previous experience targeting

performance within a range of 75%–95% correct. In a sec-

ond condition the values were reduced to D¼6 dB, 21 Hz,

and 21� to target performance within a range of 65%–85%

correct. All values of D were chosen to be clearly discrimi-

nable from one another in the absence of perturbations or

masking (Jesteadt et al., 1977; Houtsma and Smurzynszki,

1990, Perrot and Saberi, 1990). For all talkers, the trial-by-

trial jitter added to these parameters was linearly normally

distributed with standard deviation r¼2 dB, 7 Hz, and 7�,
respectively. (Extreme values were avoided by resampling

anything 2.5 standard deviations above or below the mean.)

Values of r were selected to represent normal variation in

natural speech [see Horii (1975) for the distributional statis-

tics of F0], but also to make the three cues equally diagnos-

tic for the task, that is to equate d0ideal¼D/r for each cue.

The optimal listening strategy in this case is to place equal

reliance on all three cues.

As in past studies [e.g., Lutfi et al. (2020) and Lutfi

et al. (2021)], the trial-by-trial values of h were achieved

through filtering using Knowles Electronics Manikin for

Acoustic Research (KEMAR) head-related, transfer func-

tions (HRTFs) (Gardner and Martin, 1995).1 Perturbations

in h were interpolated within a 5� resolution for the HRTFs

[see Wightman and Kistler (1989) for details]. The trial-by-

trial values of F0 were achieved using the overlap and add

method to maintain the original duration of the sentences

(Hejna and Musicus, 1991). The method was implemented

by the function “solaf” on the MATLAB exchange. All senten-

ces were played at a 44 100-Hz sampling rate with 16-bit

resolution using an RME Fireface UCX audio interface.

They were delivered to listeners seated in a double-wall,

sound-attenuation chamber listening over Beyerdynamic

DT990 headphones.

C. Listeners

Thirty-three students at the University of South

Florida–Tampa, 18 male and 15 female, ages 19–38 years,

participated as listeners in the study. They were reimbursed

with gift cards for their participation. All had normal hear-

ing as determined by standard audiometric evaluation,

which included pure-tone audiometry and tympanometry.

An initial eight of these listeners, 2 males, 6 females, ages

19–24, participated in all conditions of the experiment. In a

follow-up, the remaining 25 listeners participated in just the

all-cue condition. Informed consent was obtained from all

listeners and all procedures were followed in accordance

with University of South Florida internal review board

(IRB) approval.
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D. Estimates of decision weights

The principle method and justification for estimating

the listener decision weights has been described in detail in

previous papers and is only briefly reviewed here [see Lutfi

et al. (2020) and Berg (1990)]. Fundamentally it is a form of

multiple regression where the trial-by-trial values of cues

are the predictor variables, the listener’s trial-by-trial

response is the predicted variable, and the normalized

regression coefficients are the reliance relative weights. Let

f denote the 1-by-3 vector representing the z-score sums for

the two talkers in L, F0, and h on any trial.2 The listener

decision weights w on these parameters are determined from

the coefficients c in a logistic regression of the listener’s

response R across trials contingent on f,

logit½P R � Jenð Þ� ¼ c0 þ c � f 0 þ err; (1)

where c0 captures the listener’s bias to respond Jen, err is

the residual error associated with the regression, and

w ¼ c=
X
jcj (2)

are the estimates of the relative weights. Note that the

regression, in this case, depends on who the listener identi-

fies with f, Jon, or Jen, not whether the response is correct or

incorrect. This is important for two reasons. First, the pertur-

bation in cues, although quite rarely for the parameters

selected, can cause the listener to make an error even if their

weights are optimal for the task. This happens in natural lis-

tening because the values of voice parameters of talkers will

tend to overlap over the course of many different utterances.

Second, and more importantly, our goal is to determine

what the listener judges the differences to be between Jon

and Jen, not what we have determined those differences to

be based on selection of stimulus values. This, as pointed

out earlier, is a fundamental difference between the present

analysis of cue reliance and those based on metrics of per-

formance accuracy. Finally, it is worth noting that the w in

some studies are identified with the attentional weights

given to cues. We attach no such perceptual significance to

w in this application, recognizing that many factors can

influence the estimates of w.3 For this reason, we use the

more neutral term “reliance” for w taking it merely as an

estimate the relative strength of relation of the listener’s

response to the different cues.

III. RESULTS

A. Listener decision weights

We consider first the decision weights, the effect of the

decision weights on listener performance is then presented

in Sec. III B. Figure 1 gives the relative weights w for the

initial eight listeners participating in all conditions of the

study. The panels are ternary plots where each of the eight

different symbols represents for each of the eight listeners

the relative weight on the three stimulus cues. Symbols that

converge on the upmost corner of this plot represent pre-

dominant weight on talker location (h), those that converge

on the lower right corner predominant weight on relative

speech level (L), and those that converge on the lower left

corner predominant weight on talker fundamental frequency

(F0). The þ symbol identifies the center-point of the plots

corresponding to equal weight on the three cues, the ideal

weights for this task. The left and right plots are for the two

conditions where D was selected to target performance in

the range of 75%–95% and 65%–85% correct, respectively.

The corresponding obtained percent correct scores across

listeners ranged from 77%–92% and 72%–85%, respec-

tively. The agreement between the two estimates of the deci-

sion weights for the two levels of performance is gauged by

comparing symbols across plots. An analysis of variance

using just these two estimates to measure the within-

listener sums of squares revealed listener differences in the

relative weights for each cue to be significant at the

a¼ 0.025 level (F1,7¼ 4799, 1290, and 2720 for F0, L, and

h, respectively). The result is consistent with other studies

FIG. 1. Ternary plots showing the estimates of relative decision weights w on fundamental frequency, Fo, location, h, and level, L, for the first group of eight

listeners, different symbols identifying the different listeners. The þ symbol denotes the optimal relative decision weights for the task. Left and right panels

are for the conditions targeting two different levels of performance.
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showing reliable individual differences in the estimates of

decision weights across different performance levels and on

different days (Doherty and Lutfi, 1996; Berg, 1990; Lutfi

and Liu, 2007).

Comparing listeners, five give predominant weight to

talker F0, while the remaining three give equal or predomi-

nant weight to talker location. Talker speech level by com-

parison is largely ignored. The data from the single cue

conditions make clear that this outcome was not due to a

failure of listeners to hear the differences in talker speech

level. Figure 2 shows in a ternary plot equal relative sensi-

tivity d0 of listeners for detecting the differences in the three

cues when only one of the three distinguished talkers.

Figure 3, moreover, shows that listeners could reliably

switch their reliance on cues to give predominant weight to

the single cue that distinguished talkers. Single cue weights

can be obtained in this case because the perturbation in non-

informative cues continues to be present across trials and

enters into the regression model of Eq. (1).

Taken together, the data of Figs. 1–3 indicate that, for

the equally diagnostic simultaneous cues available for this

masking task, listeners show a predominant reliance on the

F0 and/or location cues at the expense of relative speech

level. This is a new result, notable considering the common

practice of using relative speech level as a dependent mea-

sure to assess the reliance listeners place on other stimulus

cues, most commonly F0 and location (Bronkhorst, 2000,

FIG. 2. Ternary plot giving relative sensitivity d0 for the three cues for the

first group of listeners.

FIG. 3. Ternary plots as before except now giving the relative decision weights for the first group of listeners in the single cue conditions (panels). Reading

clockwise from upper left panel, single cues are location, h, level, L, and fundamental frequency, F0.
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2015; Kidd and Colburn, 2017). To evaluate the generality

of the result, we recruited an additional 25 USF students

(see Sec. II C) to participate as listeners in the all-cue condi-

tion, either the higher or lower level performance condition.

The data from those listeners together with the data from the

original eight (for both values of D/r) are shown in Fig. 4.

The data confirm a general listener preference for the F0

and/or location cues, with only one of the 33 listeners giving

predominant weight to the level cue.

B. Effect of decision weights on performance

Last, we consider the effect of the decision weights on

overall performance in the all-cue condition. Recall that the

optimal listening strategy for the all-cue condition is to give

equal weight to the three cues. In the absence of any other

limiting factors, the optimal strategy yields a prediction of

essentially perfect performance for the task.4 Few listeners

approached the optimal listening strategy, as evident from

Fig. 4, so we expect the less than optimal decision weights

to have some adverse effect on performance. To estimate

that effect, we computed for each listener from their deci-

sion weights in the all-cue condition what their performance

PCwgt would have been if the decision weights were the

only factor limiting their performance. In practice this was

achieved by “reverse engineering” of the regression Eq. (1)

without the error term err. We substitute the obtained values

of c in Eq. (1) for each listener to make a prediction for each

listener’s trial-by-trial response to the stimuli, and then cal-

culate the percentage of those predicted responses that were

correct to arrive at PCwgt. The results of this analysis are

shown in Fig. 5, where obtained overall performance PCobt

is plotted against the predicted performance PCwgt based on

the individual estimates of the decision weights. As

expected, the predicted values of PCwgt for all listeners is

less than perfect, corresponding to a roughly constant reduc-

tion in performance of 8% points, given by the vertical

dashed line in the figure. However, Fig. 5 also shows the

obtained percent correct scores to vary considerably across

the 33 listeners, PCobt ranging from 67% to 97%. If the indi-

vidual decision weights were responsible for this variability,

we should expect the PCwgt values to extend across the same

range with symbols falling along the diagonal. Instead, the

PCwgt values are distributed almost uniformly from 84% to

95% centered about the dashed line corresponding to a con-

stant PCwgt. So, while Fig. 4 shows that listeners rely differ-

ently on the three cues, the present analysis suggests that

these differences contribute little to the individual difference

in overall performance.

This result has been reported in two other studies where

the tasks were talker search using single recordings of words

(Lutfi et al., 2022) and talker detection using synthesized

vowels (Lutfi et al., 2020). The present study now docu-

ments the result for talker identification task involving

recordings of naturally spoken sentences. The result has

implications for classes of models intended to account for

the wide variation in listener performance commonly

observed in studies of speech-on-speech masking. It sug-

gests that variation is due to largely stimulus-independent,

stochastic processes (internal noise) that cause information

loss at different stages of auditory processing, as opposed to

stimulus-dependent failures of selective attention. The topic

is beyond the scope of this work, but the interested reader is

referred to the cited papers where the topic is discussed at

length.

IV. DISCUSSION

The trial-by-trial analyses of this study showed that, for

conditions in which multiple stimulus cues were presented

simultaneously and were equated in sensitivity for an ideal

observer (d0ideal¼D/r), listeners mostly relied on F0 and/or

location to segregate talkers at the expense of relative

speech level. Listeners did this despite a demonstrated
FIG. 4. Ternary plots as before giving the relative decision weights for all

listeners participating in the all-cue condition.

FIG. 5. Percent correct obtained PCobt vs percent correct predicted PCwgt

based on the individual estimates of the listeners’ decision weights, all lis-

teners. Dashed line indicates a fixed effect of decision weights on perfor-

mance across listeners.
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ability to switch reliance to the level cue and a potential

benefit to do so. As in past studies, there were statistically

significant differences among listeners in the relative reli-

ance placed on cues, but these differences could not account

for the large individual differences in performance observed

(Lutfi et al., 2020; Lutfi et al., 2022).

The preferential reliance on F0 and location cues

observed here is a new result and is somewhat unexpected

given the data also indicate that listeners were equally sensi-

tive to changes in all three cues. We consider several possi-

ble contributing factors, none entirely conclusive. The first

has to do with possible differences in the perceived magni-

tude of the values of D chosen for the three cues. We refer

to this as saliency to avoid confusion with sensitivity, which

again was the same for listeners for the three cues. The spec-

ulation is that the most salient cue, the one that “stands out”

above the rest, is given greatest weight. One way to test this

idea is to quantify the saliency of the D for each cue as the

sum of just-noticeable differences (jnds) in D, this approach

has early historical precedence (Fechner, 1860). The jnd for

a change in level is 1 dB (Jesteadt et al., 1977), for the fre-

quencies tested approximately 3–5 Hz (Wier et al., 1977),

and for the change in azimuthal location about 1� (Perrot

and Saberi, 1990). Hence, the D¼ 8 dB difference between

Jon and Jen corresponds to an 8 jnd perceived difference,

the 28 Hz differences in F0 corresponds to a 6–9 jnd per-

ceived difference, and the 28� different in location corre-

sponds to a 28 jnd perceived difference. This might explain

the preferential reliance on location except that jnd esti-

mates of stimulus magnitude are indirect estimates that

diverge widely from what listeners in practice report as per-

ceived differences in stimulus magnitude (Stevens, 1961).

From direct estimates, Jen would be heard as roughly twice

as loud as Jon, but only a fraction higher in pitch (Parker

and Schneider, 1974). One thus arrives at different conclu-

sions regarding the role of saliency depending on which

metric is chosen to measure it. Another factor to consider is

the impact the level differences might have had on the audi-

bility of cues due to energetic masking (Brungart, 2001;

Kidd et al., 2016). While some amount of energetic masking

is unavoidable in these conditions, the fact that talkers

always spoke different sentences separated both spatially

and by F0, and the fact that listeners had equivalent sensitiv-

ity for the three cues is strong evidence that energetic mask-

ing did not play a significant role in affecting the outcome.

Also, if level differences were masking the other two cues,

one might also have expected that level would be the domi-

nant cue. A third possibility is that the within-sentence mod-

ulations in level associated with prosodic speech may have

served as an additional source of variation discouraging lis-

teners to rely on the level cue. This also could be said, how-

ever, for the within sentence variations in F0. A fourth

possibility is that the overlearned association of gender with

F0 could have biased a reliance on F0. These last two con-

siderations involve natural properties of speech to be consid-

ered among factors that influence the relative reliance on

cues. Finally, a nonprocedural consideration is the

possibility that the relative reliance reflects the heuristic

value of these cues in natural listening environments. The

F0 of a talker’s voice and the location from which she

speaks are intrinsic properties of the talker that afford reli-

able cues for distinguishing that talker from other talkers

speaking at the same time (Lutfi, 2008). This is less true for

speech level, it can change with the acoustics of the room, a

turn of the talker’s head, or the sudden movement of some-

one in the crowd blocking the path of the talker’s speech to

the listener’s head. This idea has perhaps face validity, but it

also has the shortcoming of being rather difficult to test.

We can offer for now no compelling reason why listen-

ers would largely ignore speech level as a cue in this study,

but it does have a potential methodological implication.

This regards the common practice of using speech level of

the target corresponding to some threshold level of perfor-

mance as a dependent measure of cue reliance (Bronkhorst,

2000, 2015; Kidd and Colburn, 2017). The practice evolved

from early noise masking studies where the very definition

of masking depends on the level of the signal at threshold

for detection (Moore, 2004). Taking the interference

between the speech of talkers as a form of masking, the

same dependent measure was naturally adopted as a mea-

sure of speech interference. However, the situation is differ-

ent when the practice is used to measure cue reliance. The

speech level of the target is itself a cue for the target speech

and competes for the attention of listeners like any other

cue. So, when chosen as a dependent measure of cue reli-

ance it takes on special status in determining the outcome.

The question becomes whether the outcome would be differ-

ent if that special status were assigned to a different cue.

Principally any major cue could serve this role [see Ahrens

et al. (2020) and Ozmeral and Higgins (2022)], so it is curi-

ous that when the playing field is leveled for the three major

cues of this study, the one most often chosen by researchers

to measure listener reliance is the one listeners rely on least.

The result, at a minimum, suggests another potential compli-

cation when inferring cue reliance from metrics based on

performance accuracy.

Finally, a caveat. Choices were made in this study to

approximate as close as possible a natural listening situation

without compromising the goals of the study. Recordings of

grammatical, naturally spoken sentences were used and

were filtered by HRTFs an attempt to simulate an out-of-

head sound image over headphones. Cues were made avail-

able simultaneously to listeners and were perturbed to

mimic natural variation in speech. A talker identification

task was used rather than a speech identification task only

because of a concern that the listener’s facility with English

might influence the results. Still, to allow meaningful state-

ments regarding the listeners relative reliance on cues, the

relative information provided by cues had to be fixed within

each trial block. Listeners were told of this at the start of the

study and were told before each trial block which cue or

combination of cues would provide correct information for

the task. In real-world listening, of course, the information

cues provide is much more fluid, there are more cues to
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attend to (timbre, speaking rate), and the listener is not

afforded beforehand knowledge of precisely which cues to

listen for. The results could certainly turn out differently

under such circumstances (Brandiwie and Zahorik, 2010;

Getzmann et al., 2014; Aspeslagh et al., 2014). A possible

direction for future research would be to use the methods

adopted here to track from trial to trial how listeners’ deci-

sion weights change with changes in the information pro-

vided by cues without the listeners knowledge. Such a study

would have greater bearing on the question regarding to the

extent to which the results observed here or elsewhere gen-

eralize to natural settings outside the lab.
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