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Abstract

The stability of the gut microenvironment is inextricably linked to human health, with the onset of many diseases accompanied by
dysbiosis of the gut microbiota. It has been reported that there are differences in the microbial community composition between
patients and healthy individuals, and many microbes are considered potential biomarkers. Accurately identifying these biomarkers
can lead to more precise and reliable clinical decision-making. To improve the accuracy of microbial biomarker identification, this
study introduces WSGMB, a computational framework that uses the relative abundance of microbial taxa and health status as inputs.
This method has two main contributions: (1) viewing the microbial co-occurrence network as a weighted signed graph and applying
graph convolutional neural network techniques for graph classification; (2) designing a new architecture to compute the role transitions
of each microbial taxon between health and disease networks, thereby identifying disease-related microbial biomarkers. The weighted
signed graph neural network enhances the quality of graph embeddings; quantifying the importance of microbes in different co-
occurrence networks better identifies those microbes critical to health. Microbes are ranked according to their importance change
scores, and when this score exceeds a set threshold, the microbe is considered a biomarker. This framework’s identification performance
is validated by comparing the biomarkers identified by WSGMB with actual microbial biomarkers associated with specific diseases
from public literature databases. The study tests the proposed computational framework using actual microbial community data from
colorectal cancer and Crohn’s disease samples. It compares it with the most advanced microbial biomarker identification methods.

The results show that the WSGMB method outperforms similar approaches in the accuracy of microbial biomarker identification.
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INTRODUCTION

Microbial communities colonize the human body in large num-
bers, and mounting evidence indicates that these microbiotas play
a significant role in human health and disease [1]. The gut harbors
the richest microbial populations and significantly influences
host physiological health. Extensive research has linked changes
in these microbial communities to the onset and progression of
numerous diseases, such as autoimmune diseases [2], metabolic
anomalies leading to obesity and type 2 diabetes [3] and gas-
trointestinal cancers like colorectal cancer (CRC) [4]. Therefore,
elucidating the associations between microbiomes and diseases
can aid in the prevention, diagnosis and prognosis of diseases. Due
to the development of high-throughput metagenomic sequenc-
ing technologies and the continuous enhancement of microbial
databases, researchers can now identify and annotate a greater
variety of species in the human gut with increased accuracy.
Given the close relationship between the human microbiome and
health, microbiome-based predictive analytics aim to use micro-
bial compositions to predict host phenotypes or other clinical
outcomes. Microbiome analysis typically employs cost-effective
16S rRNA gene-targeted sequencing methods to obtain reads,

which are inputted into bioinformatics pipelines. These pipelines
cluster the raw sequencing data to generate operational taxo-
nomic units (OTUs) at specified taxonomic levels. Lastly, these
OTUs are classified against publicly available microbial species
databases to produce final microbial species composition data
tables, where the rows represent samples, and the columns are
the microbial abundance matrix at a specific taxonomic level,
indicating the quantity of each species in the samples.

Biomarkers are biological indicators that mark changes, or
potential changes, in an individual’'s biological state, such as
genes expressed at different levels and microbes with abundance
variations. Accurately identifying biomarkers can increase the
precision of clinical diagnoses and prognostic outcomes while
enhancing the comprehensive understanding of diseases [5, 6].
Previous studies primarily used correlation analysis methods to
identify differentially abundant microbial groups between disease
and control groups as biomarkers. However, due to small sample
sizes or the complexity of diseases, methods based on abun-
dance difference analysis sometimes yield contradictory results
[7]. These discrepancies may arise from limited sample sizes or
the multifaceted nature of the disease under investigation.
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Machine learning methods, with their discriminatory solid
power, have been widely applied in recent years to studies on the
correlation between the microbiome and diseases. The abundance
of microbial groups is used as feature input into machine learning
models to establish mappings with outcome variables. Some
methods rank the importance of microbes by measuring the
impact of microbial abundance levels on the predictive outcomes
or other significance metrics, thereby selecting microbes that
have a significant effect on outcome variables to serve as
biomarkers for specific diseases [8]. This process is known
as ‘feature selection’ in machine learning. Although selecting
important microbes as biomarkers based on their impact on
outcome variables is viable, this method only focuses on the
impact of individual microbial abundance changes on predictive
outcomes, overlooking the influence of other microbial groups
within the community. Microbes in the human gut interact
extensively with each other, not existing as isolated entities
but engaging in various interactions such as mutual symbiosis
and competition, thus forming multiple gut micro-ecological
environments that profoundly affect human health [9]. Current
studies have proven that many microbial abundance levels differ
between disease and control group samples [10, 11]. However, the
lack of understanding of these microbes’ interactions within the
community hinders their use as biomarkers for disease diagnosis
and prognostic prediction.

Graph-based learning methods have been extensively applied
to mine the interactions among different entities. For instance,
DeepTraSynergy [12] utilizes various input data, including
drug-target interactions, protein-protein interactions and cell-
target interactions, to predict the synergistic effects of drug
combinations in cancer therapy. TripletMultiDTI [13] introduces
a novel multimodal approach to learning and predicting drug-
target interactions, facilitating efficient and convenient drug
discovery. To better understand the interactions within micro-
bial communities and identify microbial biomarkers closely
associated with disease onset, we have constructed microbial
co-occurrence networks using rich microbiome data, obtaining
further microbial insights through methods that quantify the
importance of microbial nodes. In graph theory, this study views
such correlation networks as a weighted signed graph, where
nodes represent microbial taxa, and edges signify interactions
between them. The sign of an edge indicates positive or
negative correlations, potentially denoting competition, or mutual
symbiosis among microbes. In contrast, the absolute value of the
edge’s weight correlates with the interaction strength between
microbial taxa. Many studies have also shown that microbial
co-occurrence networks improve the identification of disease-
related biomarkers [14, 15], providing more reliable guidance for
clinical decision-making. The primary steps of WSGMB involve
learning the holistic graph representation of disease and control
microbial co-occurrence networks and applying it to graph
classification tasks. This paper aims to investigate a practical
computational framework to identify microbial biomarkers
through weighted signed graph classification tasks. To achieve
this goal, we generated numerous microbial co-occurrence
networks representing diseased and healthy samples using the
SparCC (Sparse Correlations for Compositional Data) [16] method.
We proposed WSGMB (Weight Signed Graph Convolutional
Neural Network for Microbial Biomarker Identification), a novel
computational framework for identifying microbial biomarkers
based on weighted signed graphs. This method evaluates the
importance of bacteria in microbiome co-occurrence networks
across different health states by identifying nodes and links

that significantly influence the prediction of microbial co-
occurrence network categories, thereby characterizing potential
microbial biomarkers for specific diseases. We applied WSGMB to
real datasets, demonstrating its remarkable ability to identify
microbial biomarkers. Our contributions are summarized as
follows:

e We studied the role and importance of microbes in health
and disease co-occurrence networks, measuring the changes
in importance, which serves as the basis for biomarker iden-
tification. This method helps to filter out the key bacteria
that drive the transition from health to disease, providing a
reference for clinical diagnosis and prognosis.

e We formulated the original problem as a weighted signed
graph classification task and proposed a graph neural
network-based method, WSGMB, to address it. In WSGMB, a
novel convolutional layer was designed for message passing
in weighted signed graphs, improving the extraction of
structural and weight information from the charts.

e WSGMB learns the structural information of microbial
co-occurrence networks and the patterns of interactions
among microbes, training the graph classification model
in an end-to-end manner. By disrupting the connections of
specific nodes to others, it computes their impact on the
predictive performance of the graph classification model,
determining the importance of nodes for health and disease
networks.

MATERIALS
Dataset

In this paper, we compiled the necessary dataset for our experi-
ment from the gutMDisorder [17] database, which provides data
on the abundance of gut microbiota based on human disease
phenotypes and the microbial taxa related to phenotypes. Initially,
we downloaded human gut microbiome relative abundance OTUs
tables from three CRC studies and two CD studies (see Supple-
mentary Material Table 1) from gutMDisorder, where taxa were
aggregated at the genus level, retaining only taxa present in more
than 20% of the samples and with relative abundance greater
than 0.0001. Subsequently, we divided the resulting relative abun-
dance OTUs tables into control and case sub-tables. Then, using
the SparCC method, we inferred the correlations among microbial
taxa by selecting an equal number of samples from both control
and disease groups for correlation analysis, thereby generating
many microbial co-occurrence networks related to phenotypes. To
avoid biases due to data imbalance, we collected an equal number
of microbial co-occurrence networks, 500 from both diseased
and healthy populations, resulting in control and case networks
that serve as input for the weighted signed graph classification
algorithm.

Problem description

The microbial co-occurrence network is used for analyzing the
interactions among microbial communities and can be consid-
ered a weighted binary sign network (weighed signed graph) G =
(V,E,W), where E = E* U E~, representing the edges connect-
ing nodes. E* = {(U;,v))|(;,vj)) =+1,v; € V,u; € V} is the set of
positive correlation connections among microbial taxa, E- =
{i, vpIs, vj) = —=1,v; € V,u; € V} is the set of negative correlation
connections, with Ef NE~ = #. W(v;, y)) is the weight of the edge,
indicating the strength of the correlation between microbial nodes
Uj and Uj.


https://academic.oup.com/bib/article-lookup/doi/10.1093/bib/bbad448#supplementary-data

Although many microbial taxa have been found to be associ-
ated with intestinal diseases, due to the complexity of the micro-
biome, analysis methods based on microbial abundance differ-
ences can only identify a few microbial biomarkers. The microbial
co-occurrence network provides interaction information between
microbes. To understand the differential microbial interactions
in healthy and disease networks, we aim to comprehend the
interaction patterns of microbes under different health conditions
from the weighted signed graph G, identify microbes that undergo
significant role changes in the transition from health to disease
and propose them as microbial biomarkers for the corresponding
conditions.

METHODS
Proposed computational framework

We propose the computational framework WSGMB, which pri-
marily comprises three parts: the construction of microbial co-
occurrence networks, weighted signed graph classification and
node importance calculation. Firstly, the microbial abundance
tables at a specific taxonomic level are divided into OTU subtables
corresponding to case and control samples based on pheno-
typic results, which can also include other variables of interest.
For example, we can study microbial interactions at different
stages of cancer development. To simplify the model, this study
is used solely for binary outcome analysis, that is, healthy and
diseased phenotypes. Due to the limitations of sample collec-
tion and detection techniques, microbial abundance data may
exhibit substantial differences between samples. To eliminate this
effect, the abundance of individual microbial taxa is generally
divided by the total species abundance obtained from sample
sequencing, resulting in a table of species relative abundance
for subsequent experimental analysis. Next, the microbial co-
occurrence networks inferred by the SparCC method are input
into our proposed weighted signed graph classification algorithm
WSGCNN (Weight Signed Graph Convolutional Neural Network).
This algorithm aims to distinguish healthy and diseased microbial
co-occurrence networks by learning the rich interaction informa-
tion between microbes and the structural information of the co-
occurrence network. To measure the impact of nodes on the net-
work, we perturb the network by disrupting the edges connected
to specific nodes and calculate the node’s importance to the
microbial co-occurrence network. Microbes that exhibit signifi-
cant differences in role importance between healthy and diseased
networks are considered potential biomarkers. The workflow of
our proposed method is illustrated in Figure 1.

Microbial co-occurrence network classification

To classify weighted signed graphs, we propose a new weighted
signed undirected graph convolutional neural network model
(WSGCNN) that achieves end-to-end learning of node embeddings
for weighted signed graphs, ultimately obtaining graph embed-
ding vectors for graph classification, as depicted in Figure 2. In
the microbial co-occurrence network, the positivity or negativity
and the weights of the edges represent different microbial inter-
action relationships and semantic information, hence different
neighbors of a node should be treated distinctly We divided
the neighbors into two sets based on the sign of the edges,
namely, positive neighbors and negative neighbors, and used two
aggregators to aggregate neighbor information. Two aggregators
were used to assimilate this neighbor information. A learnable
parameter is added to the vector obtained for each aggregator,
which is then concatenated with the original vector of the node.
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After processing by a Multi-Layer Perceptron (MLP), a new vector
representation of the node is obtained.

W+ = o (MLP(concat(eshl, aohl, , ashl ))) + b, 1)

where hli+1 and h! denote the embedding vectors of node i at
layers 1 + 1 and I, respectively. hL and h{, represent the node
representations after aggregating positive and negative neighbor
information, « is a learnable parameter and o is an activation
function. For the aggregation operation of the positive and neg-
ative neighbors of a node, we first divide them into two sets based
on the sign of the connection, and then use the Softmax method
to normalize the weights of the edges:

.
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where Wl.}f represents the weight of the edges between node i and
its positive neighbor node j. Similarly, the weight of the edges
between node i and its negative neighbors can be determined.
The vector of node i after aggregating information from positive
neighbors is

o= > Wik (3)

jeN(+)

Given the sparse nature of microbial co-occurrence networks,
characterized by a relatively small scale of nodes and edges,
previous studies have proven that better graph classification
results are obtained using a global pooling architecture [18]
when the network is small [19]. Therefore, we chose this graph
classification framework to categorize weighted signed graphs.
In graph classification, to reduce the number of parameters,
enhance learning efficiency and minimize overfitting, it is
necessary to perform pooling on the graph neural network. This
study adopts GSAPool (Graph Self-Adaptive Pooling) [20], a graph
pooling method based on Top-k Selection Pooling. Its advantage
lies in considering the topological features and intrinsic features
of nodes to rank them comprehensively. Moreover, before
discarding the unselected nodes, it aggregates their parts to use all
nodes’ feature information fully, generating more representative
graph embedding vectors. However, GSAPool is designed for
hierarchical pooling architecture [21], as depicted in Figure 3, and
we only retained the part that computes the importance scores
for node ranking to be used in the global pooling architecture:

S = ySsprL + (1 — ¥)Srs1L, (4)

where the weight y is a hyperparameter that the user can specify;
Sserr denotes the score of the node’s topological structure feature,
while Spgrr. represents the score of the node’s feature. We rank the
nodes based on their final scores and select the top k nodes as
the pooling result. To measure the importance of each node in the
graph, here, k is taken as the total number of nodes, which means
we only rank the nodes without conducting a pooling operation.
To obtain the embedding of the entire graph for the classi-
fication of microbial co-occurrence networks, it is necessary to
aggregate the features of the nodes in the graph into a fixed-size
vector representation, a step known as the graph readout opera-
tion in graph classification. Here, we employ a one-dimensional
convolutional layer and a max pooling layer to extract the graph
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Figure 1. Overview of WSGMB, a computational framework based on graph neural networks for the classification of microbial co-occurrence networks
and for identifying biomarkers. The input consists of a microbial abundance table divided by phenotype, with the illustration showing data from diseased
and healthy samples. An equal number of samples are then extracted from both diseased and healthy groups, and the SparCC is used to infer microbial
co-occurrence networks related to the phenotype. These networks serve as training and testing data for the WSGCNN algorithm, which learns the
latent graph features associated with the phenotype in the network. Finally, the potential biomarkers are identified by measuring the differences in the

importance of nodes across various networks.

feature information, obtaining a fixed-size graph embedding vec-
tor. Finally, a fully connected layer and a Softmax layer are used
to achieve the predictive results. We use the degree of each
node as its initial feature matrix hy for two primary reasons: (i)
our understanding of microbes is limited, and we cannot obtain
information beyond abundance, and (ii) it can test the learning
capability of our proposed WSGCNN on the interaction infor-
mation of microbial community co-occurrence networks. The
selection of hyperparameters used in the study can be found in
the supplementary materials. Furthermore, we used the Python-
based DGL (Deep Graph Library) [22] to implement the WSGCNN
algorithm for weighted signed graph classification.

Measuring microbial status from network
classification

The selection of hyperparameters used in the study can be found
in the supplementary materials. Clinical studies may be more
concerned with identifying critical microbes and their interac-
tions that drive the shift from a healthy to a diseased state in
patients [23]. Using these microbes as biomarkers for diseases
can facilitate clinical interventions and treatments. To discern the
differences in microbial taxa between case networks and control
networks and to describe the significance of microbes during
the onset of specific diseases, we employed an intuitive method
of ‘kicking out’ nodes from the graph and observed its impact

on the predictive probability of the classification task for the
co-occurrence network. Specifically, after completing the model
prediction task of graph classification, we removed the edges
associated with specific nodes from the graph. These modified
graphs, now lacking specific node information, were reintroduced
into the model for prediction. Then, we calculated the rate of
change in prediction accuracy of the new graph relative to the
original graph as an importance score for the nodes:

PNi=0 —P
p

s=|

N ()

where p denotes the predictive probability of the original graph
classification and pn,.—o represents the new predictive probability
of graph classification obtained after removing the edges con-
nected to node i.

To measure the differences in the status of various microbes
within healthy and diseased networks, we calculated the impor-
tance scores for each node in the two types of co-occurrence
networks, then subtracted one score from the other and took the
absolute value to obtain the ‘difference score’ for each node:

d
=1

P—o — D"

ph

d
PN=0 —P
d = || Pa=0

Pl I, (6)
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Figure 2. General structure of WSGCNN. The input microbial co-occurrence network first undergoes graph convolution operation through multiple
message passing layers, where the nodes aggregate information from different neighbors to update their own features. Then the nodes are sorted using
the GSAPool pooling layer, and the whole graph features are obtained after pooling and feature concatenation. Finally, the features are extracted using
traditional one-dimensional convolution for learning and predicting network types. The color of the nodes represents the feature information.

where p? and p", respectively, denote the classification probabili-
ties for the disease and health networks. By applying the above
process to every node in the graph, nodes with higher scores
indicate a greater likelihood of being the key bacteria driving the
transition to a healthy state.

Statistical analysis

All statistical analyses were conducted in R version 4.3.1 and visu-
alizations were generated using the ‘ggplot2’ package. P-values
less than 0.05 were considered to indicate statistical significance.
For each microbiome study, microbial taxa were aggregated at the
genus level, retaining only those taxa with a relative abundance
greater than 0.0001 and present in at least 20% of the samples.
The co-occurrence network of microbes was constructed using
SparCC. The absolute values of the correlation coefficients of all
nodes were calculated, and after subtracting the autocorrelation,
the mean was computed. This average was used as a threshold for
determining correlations between nodes. The topological coeffi-
cients of the network were calculated using the ‘igraph’ R package.
For the nodes within the co-occurrence network, we calculated
the mean and interquartile range (IQR) and displayed these using
box plots.

EXPERIMENTS

Microbial co-occurrence network threshold
selection

The selection of the threshold affects the topological structure of
the microbial network. When the threshold is fixed at 0.2, there
is a tendency for the topological parameters of the three studies

to decrease with the increase in the number of samples in the
study queue (Figure 4A). When we fix the number of samples in
the study queue, the network topological parameters show the
same trend of decrease with the increasing threshold, indicating
that choosing a fixed threshold may not correctly reflect the
interaction relationships of the microbiome co-occurrence net-
work (Figure 4B). When the selected threshold is high, only a tiny
portion of nodes and edges are retained in the network, and most
nodes will be discarded, which will significantly affect our fair
analysis of all nodes.

To dynamically adjust the threshold to mitigate the impact of
changes in sample quantity on the microbial network structure,
we use the average of the absolute values of other correlation
coefficients in the correlation network, excluding autocorrelation,
as the threshold. The advantage of this approach is that even
if the number of samples in the research queue changes,
the microbial network can still maintain similar topological
parameters.

Graph classification model selection

The structure of graphs is distinct from that of images and typ-
ically unsuited for deeper network architectures, as they can
lead to excessive smoothing of node features. Conversely, shallow
networks may need to learn accurate node features [24]. Thus,
selecting an appropriate network architecture is critical for graph
classification tasks. Given that microbial co-occurrence networks
have fewer nodes, we manually choose the number of weighted
signed graph convolutional layers that are most suitable for the
classification model. Specifically, we begin by exploring with a
single graph convolutional layer, then progressively increasing the
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Figure 3. The global pooling architecture (left) and the hierarchical pooling architecture (right).

number of layers until the model’s classification performance no
longer improves.

We compared our proposed Weighted Signed Graph Convolu-
tional Neural Network (WSGCNN) with several baseline methods
to examine the efficacy of our approach. Since we describe micro-
bial co-occurrence network classification as a weighted signed
graph classification task, we selected a representative signed
graph embedding model, SNEA [25]. Another method we consider
is the classic graph classification approach DGCNN [26], for which
we adopted the GraphSAGE [27] convolutional layers.

To investigate the importance of the individual components of
WSGCNN, we designed the following variants:

¢ WSGCNN-Weight: Only considers the weights of connections
between nodes, disregarding the sign of the edges.

¢ WSGCNN-Sign: Only considers the sign of the edges between
nodes, treating the weight of every edge in the graph as equal
to 1.

Using CRC1 research as an example, we tested the five methods
mentioned above (test results for CRC2 and CRC3 can be found
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Figure 4. A The average degree distribution of microbial networks constructed based on three CRC studies with different sample sizes. B The edges
distribution of microbial networks constructed based on three CRC studies at different thresholds.

Table 1: The performances of different graph classification methods

Message passing layers DGCNN SNEA WSGCNN-Weight WSGCNN-Sign WSGCNN
AUC 1 0.9465 0.8115 0.9705 0.9930 0.9875
2 0.9910 0.9325 0.9775 0.9930 1.0000
3 0.9755 0.9420 0.9845 0.9940 0.9955
SP 1 0.9650 0.8120 0.9750 0.9910 0.9880
2 0.9880 0.9330 0.9750 0.9950 1.0000
3 0.9800 0.9520 0.9800 0.9970 0.9990
PR 1 0.9659 0.8160 0.9752 0.9912 0.9881
2 0.9882 0.9359 0.9753 0.9950 1.0000
3 0.9800 0.9514 0.9805 0.9970 0.9990
RE 1 0.9640 0.8110 0.9660 0.9950 0.9870
2 0.9940 0.9320 0.9800 0.9910 1.0000
3 0.9710 0.9320 0.9890 0.9910 0.9920

Note: Bold indicates the best prediction results.

in Supplementary Material Tables 2 and 3). Each method was
run 10 times with 100 epochs each, using different random data
splits (80-20 training-validation) for model training. We calculated
several evaluation metrics: the area under the ROC curve (AUC),
Specificity (SP), Precision (PR) and Recall (RE) for binary classifica-
tion of graphs.

The results in Table 1 indicate that our proposed WSGCNN sur-
passes the baseline across all metrics, achieving a prediction accu-
racy of 100%, demonstrating its powerful capability in classifying
microbial co-occurrence networks. The DGCNN method, utilizing
GraphSAGE as the message-passing layer, can learn the topolog-
ical features of microbial networks and has also achieved a high
prediction accuracy. In contrast, the predictive capability of the
attention-based signed graph embedding method SNEA ranks last
among the five methods, which may be due to the inapplicability
of the balance theory used by the SNEA method to microbial co-
occurrence networks. Comparisons between the WSGCNN’s two
variants, WSGCNN-Weight and WSGCNN-Sign, and the WSGCNN
itself reveal that the type of interactions between microbes can
provide additional biological information, enabling the model to
achieve higher classification accuracy. As supplementary infor-
mation, the strength of microbial interactions is highly subtle,
yet it still manages to enhance the predictive performance of the
model.

Identification of biomarkers in CRC and CD
networks

To identify bacteria associated with diseases, we collected OTUs
tables of microbial relative abundances from three CRC studies
and two Crohn's disease (CD) studies. We generated 500 case net-
works and 500 control networks for each survey. We then retrieved
66 CRC-related and 61 CD-related bacteria from the gutMDis-
order database. We found, through comparison, that the degree
of marked bacteria was almost higher than that of unmarked
bacteria in both CRC disease and control networks (Figure 5A),
and the same result was observed in CD (Supplementary Figure
3A). This suggests that marked bacteria play an important role
in microbial co-occurrence networks. Therefore, assessing the
status changes of bacteria in different networks using the WSGMB
method to identify disease-related bacteria could be an effective
strategy.

We evaluated the accuracy of the WSGMB method using 66
known CRC-related bacteria and 61 known CD-related bacteria
and selected two other methods, CACONET [28] and NetMoss
[29], for comparison. CACONET is also a graph neural network-
based method for assessing node importance, which posits
that marked bacteria are only important in case networks. The
NetMoss method identifies biological markers associated with
various diseases by evaluating the role changes of bacteria
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Figure 5. A Average degree of nodes in 500 co-occurrence networks for cases and controls from three CRC studies. Orange represents microbial markers
in the gutMDisorder database, and blue represents other bacteria. B Prediction power of three methods in three CRC studies. The red AUC value shows

the best prediction of each study across three methods.

in microbial case and control network modules. However, this
method is mainly designed for integrated microbial networks; for
ease of comparison, we applied it only to microbial networks of
individual studies.

The microbial biomarkers of the three CRC and CD studies
were identified using the three methods, respectively. The WSGMB
method performed the best among the three, achieving an Area
Under the Curve (AUC) of over 70% in each CRC study (Figure 5B)
and an AUC of over 65% in the two CD studies (Supplementary
Figure 3B). We observed that WSGMB predicts better when the
network topological characteristics of marked and unmarked bac-
teria are significantly different. By focusing solely on significant
microbes within case networks, the CACONET method may over-
look the changes in bacteria between healthy and case networks,
leading to poor predictive performance. The NetMoss method,
when applied to individual CRC and CD microbial networks, failed
toidentify the most marked bacteria, and did not demonstrate the
excellent predictive performance seen in integrated networks. The
WSGMB method is more sensitive to recognizing status changes
of bacteria across different networks due toits ability to utilize the
interaction information between microbes, thus identifying more
marked bacteria. Notably, some bacterial genera such as Acine-
tobacter, Lachnospira and Phascolarctobacterium, which have
been proven to be closely related to human health and disease
(Supplementary Figure 2), had relatively high differential scores.
Previous research has shown that Lachnospira’s fermentation of

pectin to produce short-chain fatty acids [30] plays a key role in
preventing CRC [31], which may explain their high differential
scores.

DISCUSSION

Although several machine learning methods have been developed
for screening potential microbial biomarkers, they rely solely
on the abundance characteristics of bacteria. The difficulty in
sample collection and the complexity of processing mean that
most studies analyze very few samples, often far fewer than the
number of microbial features, which significantly limits the capa-
bilities of machine learning. Many microbes inhabit the human
gut, forming a complex community structure, with species often
engaged in mutualistic symbiosis or competition, creating tightly
connected co-occurrence networks. Therefore, focusing only on
the abundance of specific microbes does not provide a com-
plete view of the community, nor does it comprehensively assess
the roles these microbes play within the health and disease
network. Unlike methods that link the abundance of individual
microbial groups with phenotypic outcomes, our proposed frame-
work WSGMB classifies co-occurrence networks constructed for
microbial populations, revealing differences in the status of spe-
cific bacteria across various networks by disrupting microbial
interactions.


https://academic.oup.com/bib/article-lookup/doi/10.1093/bib/bbad448#supplementary-data
https://academic.oup.com/bib/article-lookup/doi/10.1093/bib/bbad448#supplementary-data

Another relevant work using graph neural networks to identify
essential microbes is CACONET. In comparison with CACONET,
several points need to be clarified. First, CACONET employs
traditional graph classification methods without considering
the signs and weights of the network edges; our computational
framework has designed WSGCNN for weighted signed graphs
to fully utilize the information of connection signs and weights,
with innovative pooling methods yielding superior classification
predictions. Secondly, in constructing co-occurrence networks,
CACONET chose a uniform correlation coefficient cut-off
threshold, which may not retain true microbial interactions
as microbial interactions tend to weaken with an increase in
the sample size of study cohorts. Our approach averages the
correlation coefficients, retaining edges stronger than the average
connection strength, thus eliminating network structure changes
due to varying sample sizes. Lastly, our microbial biomarker
identification strategy assesses the significance of microbes
within both healthy and disease networks, reflecting the status
changes of specific microbes in the community from health
to disease; CACONET, on the other hand, only focuses on the
importance of microbes to disease networks, overlooking their
impact on healthy networks.

Our proposed Weighted Signed Graph Convolutional Neu-
ral Network (WSGCNN) outperforms the DGCNN method
used in CACONET on real datasets, demonstrating superior
capability in classifying co-occurrence networks. This also
indirectly indicates the method’s ability to extract unique
graph features from weighted signed graphs. To differentiate
the contribution of microbes in predicting network categories,
we disrupted the interactions of the same bacteria in both
healthy and disease networks. We calculated the change in
prediction accuracy for both networks, suggesting that focusing
on the importance of bacteria in the network may be a
reasonable strategy to distinguish disease-related bacteria from
others.

CRC is a highly prevalent gastrointestinal disease, often
accompanied by dysbiosis of intestinal microbial populations [32].
The gut microbes linked to this cancer are considerably affected
by environmental determinants such as dietary habits [33] and
lifestyle, resulting in pronounced variances across different
regions and ethnic groups [34].This variation poses challenges
for early clinical screening of CRC biomarkers based on microbial
abundance data and often leads to contradictory results among
different microbiome studies. We tested our method using data
from three CRC microbiome studies. We found that the WSGMB
method could identify more biomarkers than previous methods,
demonstrating the advantages of a network-based approach in
identifying disease microbial biomarkers. The results also suggest
that interactions among microbes may be a unique feature of co-
occurrence networks, and disrupting these interactions could be
a new avenue for clinical treatment. In the field of graph machine
learning, it is usually necessary to assign original features to
the nodes in the graph before performing the message-passing
step in the graph neural network model training. However, the
current understanding of microbes is unclear, preventing the
accurate representation of individual microbial features. We
used the degree of each node as its original feature, which
may not fully represent the feature information of the node,
thus limiting the predictive capability of the graph classification
model. In the future, as research advances, establishing a feature
database for microbes will undoubtedly enhance the ability of
graph neural networks to discriminate microbial co-occurrence
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networks, thereby increasing the accuracy of microbial biomarker
identification.

LIMITATIONS

This study has three crucial potential limitations. First, a fully
accurate categorization of the microbiome co-occurrence net-
works has not yet been achieved. This is because we only used
one topological feature—the degree of the nodes—when designing
the initial characteristics of the microbial nodes without pro-
viding additional unique information inherent to the microbes
themselves. Using only one topological feature to develop sig-
nificantly limits the learning capabilities of the weighted signed
graph neural networks regarding the features of the microbiome
co-occurrence networks. It may affect the assessment of the
importance of microbial nodes. Secondly, the number of samples
used in this study is limited. Due to the complex process of
collecting and analyzing gut microbiota, most microbiome studies
struggle to cover many samples. The limited number of samples
may result in some microbial interactions not being fully reflected
and hence overlooked. Finally, because only the impact of sin-
gle microbes on the co-occurrence network was considered, the
magnitude of the designed node difference scores in this study is
relatively small, which may affect the determination of important
microbes.

In our future work, we plan to establish a database with
a larger number of samples to enhance the outcomes of our
research and to fully exploit the characteristic information of
the microbes themselves to improve the predictive performance
of the weighted signed graph neural networks. Moreover, future
research will explore the effects of various microbial interactions
on human health to enable more precise identification of micro-
bial biomarkers.

CONCLUSION

We propose a computational framework that employs a novel
weighted signed graph neural network to identify microbial
biomarkers for intestinal diseases through a microbiome co-
occurrence network constructed from gut microbiome data.
By leveraging the correlations among microbes, we created
disease and control microbiome co-occurrence networks based
on health status. We designed a message-passing layer for this
weighted signed graph to extract potential microbial interaction
information within the co-occurrence network, achieving precise
classification of the microbiome co-occurrence network. Sub-
sequently, by disrupting the connections of specific microbial
nodes in the co-occurrence network and calculating their impact
on the classification accuracy of the two types of co-occurrence
networks, we determined the importance differences of nodes
across various networks, thereby identifying whether microbial
nodes serve as biomarkers. Encouraging results were obtained
in studies of CRC and CD, with a significant improvement in the
identification accuracy of microbial biomarkers compared with
competitive methods.

From our analysis, we can infer that the proposed weighted
signed graph neural network and computational framework
capture the interaction information among microbes effectively.
Quantifying the changes in microbial node importance charac-
terizes the differences between microbes in disease and control
samples, and these methods contribute to the increased accuracy
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of microbial biomarker identification. In the future, we hope
to apply the WSGMB to the identification tasks of microbial
biomarkers for multiple phenotypes rather than being limited
to the current binary phenotypes.

The WSGMB method significantly enhances the capability to
identify network-based microbial biomarkers. With the devel-
opment of more accurate correlation inference methods and
interpretable graph neural networks, this computational frame-
work will aid in our understanding of the link between human
microbiome interactions and health. By considering microbial
interactions on top of individual microbial abundance studies, we
can discover more overlooked details, which may play a crucial
role in disease clinical screening and treatment plan design.

Key Points

e We examine microbial roles within health-disease co-
occurrence networks for biomarker identification. This
strategy aids in pinpointing pivotal bacteria that cat-
alyze the transition from a healthy to a diseased state,
offering valuable insights for clinical diagnosis and prog-
nosis.

e Recasting the primary problem as a weight-signed graph
classification task and unveiling WSGMB, a graph neural
network-based solution. Within WSGMB, a novel convo-
lutional layer facilitates efficient message passing for
weighted signed graphs, optimizing the extraction of
both structural and weight attributes from such graphs.

e Ensuring WSGMB’s capability to train graph classi-
fication models end-to-end, leveraging microbial co-
occurrence network structural information and micro-
bial interaction patterns. The framework also quanti-
fies node significance in health and disease networks
by altering specific node connections and calculating
their impact on the predictive performance of the graph
classification model.
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