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ChatGPT (Chat Generative Pre-trained Transformer) is an arti-
ficial intelligence chatbot that utilizes natural language processing
to generate conversational dialogue that closely resembles human
interactions[1]. This language model can respond to queries and
compose diverse written content, spanning from articles, social
media posts, and essays to code and emails[1]. It has also been
widely applied in medical research, such as in surgery[2] and
radiology[3].

Researchers have employed ChatGPT to draft scientific
papers, which have been published[3,4]. The use of such tools
has increased the researchers’ efficiency and productivity to
some extent. However, there may also be some issues and
limitations associated with this approach. First, the data used
to train large language models like ChatGPT may have a time
lag, meaning the generated content may not be up-to-date or
accurate. Second, the quality of the questions posed to
ChatGPT greatly affects the quality of its responses, and even
slightly different prompts can yield inconsistent results[5].
Because of these challenges, authors should not rely on
ChatGPT or similar tools alone and should always confirm
and critically revise the generated content.

In order to tackle these problems, the World Health
Organization Collaborating Centre for Guideline Impleme-
ntation and Knowledge Translation proposes to develop
reporting guidelines for the use of ChatGPT and similar con-
versational tools in medical research writing. When utilizing
ChatGPT or similar chatbots in writing papers or conducting
medical research, it is important to adhere to reporting stan-
dards and provide detailed information about the process. Our

research team has developed a proposed draft list of items and
explanations for such guidance based on a review of the lit-
erature, as outlined in Table 1. In the next step, we plan to
establish an international multidisciplinary expert group to
develop a reporting standard for the application of ChatGPT
in medical research, abbreviated as CHEER (CHatGPT usEd
in mEdical Research), aiming to enhance transparency in the
use of chatbots like ChatGPT in medical research.
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Table 1
Potential reporting items for the use of ChatGPT and other similar
chatbots in medical research.

1. Did you use ChatGPT or similar software/tools to assist in writing the manuscript?
Explanation: If ChatGPT or similar tools were used during the writing of a research
paper, it is suggested to report the details to enhance the transparency of
the study.

2. Please specify the AI tool and its version that was used in writing the manuscript.
Explanation: Authors should disclose in the relevant sections of the paper the name (e.g.
ChatGPT, Claud, Bard, or NewBing) and the version (e.g. ChatGPT 3.5 or 4.0) of the AI
tool(s) that were used.

3. Please report the specific section of the manuscript where ChatGPT or similar tools
were used.

Explanation: Authors should explicitly report in the article for which paragraphs or
sections ChatGPT (or other similar tool) was used to assist readers in better
understanding and assessing the content and value of the paper.

4. Please describe the role of ChatGPT in assisting the manuscript writing process.
Explanation: In addition to reporting which paragraphs were generated with the
assistance of ChatGPT, authors should specify the exact role of ChatGPT in the
process. This may include, for example, language refinement, outlining ideas, or
generating content.

5. Please report whether the content generated by ChatGPT was verified and/or
modified. If not, please explain the reason.

Explanation: Content directly generated by ChatGPT may contain false or
exaggerated information, so it is recommended to manually proofread or verify
the generated content to ensure its accuracy and reliability and revise it if
necessary. For example, if ChatGPT was used solely for language refinement,
further modifications may be necessary. If no verification was performed, the
reason should be clearly stated.

6. Please report whether and how the ChatGPT-generated content can be expected to
have influenced the overall conclusions and accuracy of the research.

Explanation: Authors should report whether and how the content generated by ChatGPT
may have influenced the results. If ChatGPT was used for language editing correctly, it
generally should not affect the content. However, if ChatGPT is used to directly
generate content, it may also have an impact on the results.

AI, artificial intelligence; ChatGPT, Chat Generative Pre-trained Transformer.
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