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ABSTRACT
Introduction Large language models such as ChatGPT 
have gained popularity for their ability to generate 
comprehensive responses to human queries. In the field 
of medicine, ChatGPT has shown promise in applications 
ranging from diagnostics to decision- making. However, its 
performance in medical examinations and its comparison 
to random guessing have not been extensively studied.
Methods This study aimed to evaluate the performance 
of ChatGPT in the preinternship examination, a 
comprehensive medical assessment for students in 
Iran. The examination consisted of 200 multiple- choice 
questions categorised into basic science evaluation, 
diagnosis and decision- making. GPT- 4 was used, and the 
questions were translated to English. A statistical analysis 
was conducted to assess the performance of ChatGPT and 
also compare it with a random test group.
Results The results showed that ChatGPT performed 
exceptionally well, with 68.5% of the questions answered 
correctly, significantly surpassing the pass mark of 45%. 
It exhibited superior performance in decision- making and 
successfully passed all specialties. Comparing ChatGPT 
to the random test group, ChatGPT’s performance was 
significantly higher, demonstrating its ability to provide 
more accurate responses and reasoning.
Conclusion This study highlights the potential of ChatGPT 
in medical licensing examinations and its advantage over 
random guessing. However, it is important to note that 
ChatGPT still falls short of human physicians in terms of 
diagnostic accuracy and decision- making capabilities. 
Caution should be exercised when using ChatGPT, and 
its results should be verified by human experts to ensure 
patient safety and avoid potential errors in the medical 
field.

INTRODUCTION
With the emergence of large language 
models (LLMs) and advancements in natural 
language processing, numerous artificial 
intelligence (AI) models have been devel-
oped to generate comprehensive responses 
to human queries.1 Recently, among these 
LLMs, ChatGPT, a generative pretrained 
transformer developed by OpenAI, has gained 

significant popularity.2 This chatbot uses its 
embedded neural network to interact with 
users and provide precise responses. There-
fore, ChatGPT has found utility in various 
fields, including the social sciences, language 
editing and translation, becoming a valu-
able tool for many individuals in their daily 
tasks. It has also made a remarkable impact 
on the field of medical sciences.3 Numerous 
studies have explored different applications 
of ChatGPT in medical sciences, ranging 
from diagnostic evaluation and basic sciences 
to treatment, decision- making and even 
scholarly writing such as manuscripts, letters, 

WHAT IS ALREADY KNOWN ON THIS TOPIC
 ⇒ Recent studies reported promising results in vari-
ous medical licensing examinations within multiple 
countries.

WHAT THIS STUDY ADDS
 ⇒ This study specifically focused on the Iranian medi-
cal licensing examination, which serves as the final 
comprehensive test for medical students which ex-
amines the general information of a medical student 
before entering to clinical practice. Additionally, this 
study assessed various aspects of ChatGPT, includ-
ing its proficiency in basic sciences, diagnosis and 
decision- making. Furthermore, the performance of 
ChatGPT was compared with that of randomly se-
lected answers of computer examinees.

HOW THIS STUDY MIGHT AFFECT RESEARCH, 
PRACTICE OR POLICY

 ⇒ The future of medical education will be affected re-
markably by artificial intelligence systems. ChatGPT, 
which is a publicly available response chatbot, can 
be replaced with more specific and customised 
chatbots that can respond to queries based on text-
books, articles and scientific papers. Also, policy- 
makers may use more advanced versions of these 
chatbots as an initial evaluation of non- emergent 
diseases.
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presentations and also books.4 However, it is important to 
note that despite its promising capabilities, ChatGPT still 
requires debugging and further development, as it has 
been found to make errors in medical decision- making.5 
But it still works better than the majority of real human 
physicians in medical examinations. Recently, the perfor-
mance of ChatGPT in medical licensing examinations 
have been investigated in different countries.1 6 7 With all 
this in mind, we intended to evaluate the performance of 
ChatGPT in medical licensing examination of Iran, called 
preinternship, which is the final comprehensive assess-
ment of medical students before graduation. Further-
more, we sought to compare the results obtained from 
ChatGPT with those from a self- made random computer 
examinee in order to identify the chance of passing the 
exam by computer without using AI models.

METHODS
We selected the latest preinternship examination (March 
2023), which is a standardised integrated medical exam 
that medical students in Iran are required to pass after 
completing their clerkship. This is the final compre-
hensive medical examination in which every medical 
doctor encounters before graduation. This comprehen-
sive examination serves as the final assessment before 
graduation and covers various medical specialties. The 
exam primarily focuses on four major specialties: internal 
medicine, surgery, paediatrics and gynaecology, which 
collectively account for over 50% of the questions. The 
remaining questions cover other specialties including 
neurology, infectious diseases, radiology, pathology, 
dermatology, orthopaedics, urology, ophthalmology, 
otorhinolaryngology, pharmacology and biostatistics. 
Each examination consists of 200 multiple- choice ques-
tions (MCQs) with 4 options provided for each question 
and only 1 option being correct. The questions can be 
categorised into three types, namely basic science evalu-
ation, diagnosis and decision- making. All the questions 
were translated to English before entering to ChatGPT 
chatbot. Regarding the complexity of Farsi language, 
online translators are unable to translate accurately 
from Farsi to English. For this reason, an expert medical 
specialist who was familiar with English medical exams 
changed the structure of questions to be readable for a 
native English speaker. Each examinee must pass the exam 
with at least 90 correct answers (45%). Unfortunately, 
due to confidentiality of information, we have not access 
to each individual’s score. However, the average result of 
this particular exam was 114, with 6.8% of students failed 
the exam. To ensure accuracy, each question was carefully 
reviewed by two authors for any language or grammar 
errors. The questions were then entered into separate 
ChatGPT message boxes in consecutive order. We used 
GPT- 4 (23 March 2023) for this study. After receiving 
responses from ChatGPT, the selected option for each 
question was entered into an electronic collaborative 
spreadsheet. The authors verified the results, and finally, 

the data were analysed and compared with the pass mark 
for each question type and specialty (figure 1).

Random test group
In addition to using ChatGPT as a test participant, we 
also employed computer random testers to generate 
results representing the performance of random exam-
inees. To achieve this, we used a Java class called Mass-
MCQExaminees, which is provided in the appendix file. 
This software incorporates three input variables: the total 
number of tests, the number of choices for each ques-
tion and the number of examinees. The programme 
then randomly selects answers for the 200- question test 
for each computer participant (see online supplemental 
appendix). The average percentage of correct answers 
for each examinee will be calculated and presented in the 
console (eg, 24.6%). This virtual examination could show 
us what would be the exam result, if a participant chooses 
the answers randomly. The random average mark also 
could be compared with ChatGPT in order to show the 
rational thinking and reasoning abilities of the AI system.

Statistical analysis
To assess the performance of ChatGPT in the preintern-
ship examination, we employed several statistical analyses, 
including frequency, χ2 and simple t- tests. Initially, we 
calculated the frequency distribution of correct answers 
for each question type and specialty. This allowed us to 
understand the distribution of correct responses across 
different categories. Next, we conducted χ2 tests to assess 
the association between correct answers and question 
types or specialties. This analysis helped determine if 
there were any significant relationships or dependencies 
between the correct answers and specific question types 
or specialties. The simple t- test was used to compare the 
mean correct answers of ChatGPT with the pass mark cut- 
off (0.45 for our study) and random test group results. 
Also, we used the cumulative distribution function (CDF) 
of the binomial distribution to find the chance of passing 
the exam with random answers.

RESULTS
Table 1 presents the results of the exams conducted for 
each question type. It is evident that ChatGPT performed 
exceptionally well and was able to pass the examination 
with a high score. The number of correct answers obtained 
by ChatGPT was 137 (68.5%), which is significantly higher 
than the pass mark of 45% (p<0.001). Although ChatGPT 
demonstrated a superior performance in the area of 
decision- making compared with other question types, 
there were no significant differences observed between 
each question type. Additionally, table 2 shows the perfor-
mance of ChatGPT in each specialty. In the table, there 
are two columns indicating the rate of correct answers 
regarding specialty, and correct diagnosis rate (eg, in 
some questions, AI could not be able to find the correct 
answer but diagnosed the disease). ChatGPT successfully 
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passed all of the specialties, with the highest performance 
observed in gynaecology and surgery (78.9% and 75%, 
respectively). However, the performance of ChatGPT 
in various specialties was not significantly different 
(p=0.702). It is noteworthy to mention that even in ques-
tions where ChatGPT failed to find the correct answer, 
the exact diagnosis in some cases was correct (175 correct 
diagnosis). However, diagnostic ability was much higher 
in surgery and internal medicine, in comparison to paedi-
atrics, gynaecology and other specialties (p=0.032).

Comparison to random examinees
To provide a benchmark for comparison, we used the 
previously mentioned Java class to generate results from 
5000 computer participants who answered each question 
randomly, without recalling any database. As anticipated, 

Figure 1 An example of MCQ test given to ChatGPT. MCQ, multiple- choice question.

Table 1 The results of exam sorted by the type of 
questions

Questions 
(%) Type

Correct 
answers

Pass 
mark 
(%) P value*

Diagnosis 43 (21.5) 29 (67.4) 45 0.003

Basic 
science

84 (42.0) 54 (64.3) 45 <0.001

Decision- 
making

73 (36.5) 54 (74) 45 <0.001

Total 200 137 (68.5) 45 <0.001

*P values were calculated with one- sample t- test with the test 
value of 0.45. Also, the p value for question type and correct 
answers was estimated by χ2 test (0.422).



4 Ebrahimian M, et al. BMJ Health Care Inform 2023;30:e100815. doi:10.1136/bmjhci-2023-100815

Open access 

the average percentage of correct answers among the 
random testers was approximately 25%. This aligns with 
expectations since each MCQ had one correct answer out 
of four choices. Conducting a simple t- test, we found that 
the performance of ChatGPT was significantly higher 
than that of the random test group (p<0.001). This 
indicates that ChatGPT’s performance surpasses that of 
random guessing, demonstrating its ability to provide 
more accurate responses and reasoning in the context of 
the preinternship examination.

Probability of passing the examination with an excellent mark
As we stated earlier, for probability estimation of at least 
90 correct answers (the cut- off used by Iranian National 
Organization of Medical Educational Testing), we 
employed CDF of the binomial distribution. Therefore, 
the probability of getting less than 90 correct answers is:
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Consequently, the probability of having at least 90 

correct answers (passing the exam) with random testing 
is the complementary probability as shown below:

 P
(
X ≥ 90

)
= 1 − P

(
X < 90

)
≈ 0.041 = 4.1%  

As observed, while computer random- test models 
were able to answer an average of 50 questions correctly 
(25%), the probability of passing the exam with random 
answers was very low, at 4.1%. However, ChatGPT passed 
the exam with the notable mark at 68.5%. To investigate 
whether ChatGPT’s performance could be attributed to 
chance, we conducted a simple t- test using test values 
of both 25% and 4.1%. The resulting p values were very 
small, which rejects the hypothesis that ChatGPT’s exam 
results were achieved by random test answering systems. 
It is noteworthy that if we use the binomial distribution 
to estimate the probability of a person answering exactly 
137 questions correctly, the probability is calculated to be 
0.0038%. This highlights the exceptional performance of 

ChatGPT and demonstrates that its success in the exam is 
highly unlikely to be a result of random chance.

DISCUSSION
The results demonstrate that ChatGPT achieved an excel-
lent mark in the examination, surpassing the pass mark by 
a significant margin. This indicates that ChatGPT has the 
potential to accurately answer medical- related MCQs and 
perform well in different question types, including basic 
science evaluation, diagnosis and decision- making. The 
superior performance of ChatGPT in decision- making 
aligns with its advanced natural language processing 
capabilities and its ability to generate precise responses. 
These findings are consistent with previous studies that 
have highlighted the effectiveness of ChatGPT in various 
domains, including medical sciences.

In a similar study evaluating the performance of 
ChatGPT in the US Medical Licensing Examination 
(USMLE), the AI- based model achieved a correct answer 
rate of over 60%, which is equivalent to the passing score 
of a well- trained third- year medical student.8 Moreover, 
another study focusing on the three steps of the USMLE, 
involving 376 MCQs, also reported similar passing scores 
of 60%.9 Additionally, multiple studies have assessed 
the performance of public AI language models, such as 
ChatGPT, in medical licensing examinations, particularly 
in various specialties and subspecialties. These studies 
have demonstrated the success of AI models in disciplines 
such as radiology, ophthalmology, medical physiology 
and plastic surgery.10–13 It is important to note that these 
studies primarily evaluated the performance of ChatGPT 
with exams conducted in the English language. However, 
studies on Chinese medical exams have reported subop-
timal results with ChatGPT.14 This suggests that the accu-
racy of ChatGPT may vary across different languages 
which is consistent with existing data. This forced the 
researchers to translate their MCQs to English in order to 
mitigate this bias. In this study, we also ensured the trans-
lation of questions to English by an expert in medical 
field terminology. On the other hand, there are reports 
suggesting the incompetency of ChatGPT in specific 
medical examinations. For instance, ChatGPT did not 
reach the passing threshold for life support exams, in a 
scenario- based examination.5 However, these controver-
sial results may be due to technical problems like using 
non- standardised questions, unclear queries and also 
designing exams with not publicly available information.

As mentioned previously, several studies confirmed 
the accuracy of ChatGPT in various medical licensing 
examinations. However, there is a shortage of large- scale 
comprehensive studies in this context. It is important to 
note that despite its impressive performance, ChatGPT 
may not be able to answer all questions correctly, which 
is to be expected by researchers. One possible reason for 
this is that ChatGPT is a publicly accessible AI bot that 
relies on publicly available large databases to generate 

Table 2 Comparison of each subspecialty

Field
Total 
questions

Correct 
answers (%)

Correct 
diagnosis (%)

Internal 
medicine

46 32 (69.6) 44 (95.7)

Surgery 24 18 (75) 24 (100)

Paediatrics 24 16 (66.7) 19 (79.2)

Gynaecology 19 15 (78.9) 17 (89.5)

Other 
specialties*

87 56 (64.4) 71 (81.6)

Total 200 137 (68.5) 175 (87.5)

P value   0.702 0.032

*Other specialties include neurology, infectious diseases, radiology, 
pathology, dermatology, orthopaedics, urology, ophthalmology, 
otorhinolaryngology, pharmacology and biostatistics.
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responses, rather than specific textbooks or specialised 
medical resources.

It is expected that using custom learning models based 
on ChatGPT’s application programming interface (API), 
can improve the performance of ChatGPT in medical 
exams.15 16 These personalised APIs may improve the 
results significantly in every medical field, especially on 
those where ChatGPT could not reach the passing mark.

An intriguing question that arises is whether AI- based 
models, such as ChatGPT, can replace human physicians. 
At present, the answer remains negative. While ChatGPT 
has shown remarkable performance in certain tasks, it 
still lags behind human physicians in terms of diagnostic 
accuracy and decision- making capabilities. The exper-
tise, clinical judgement and nuanced understanding of 
complex medical cases that human physicians possess are 
not yet fully replicated by AI models.

On the other hand, the impact of using AI- based 
models in medical field led to some concerns for health 
policy- makers. Although using these models may come 
with potential advantages such as understanding complex 
language structures and categorising unstructured data, 
there are also some drawbacks. For example, the level 
of transparency in decision- making progress, ethical 
concerns and comprehensibility of AI- based answers may 
lead to potentially harmful consequences.17 Fortunately, 
in this study, the performance of ChatGPT in decision- 
making was acceptable. But using these models in 
real- time clinical situations is still under question. Addi-
tionally, medical students will use AI- based models in their 
daily educational programmes, which is another poten-
tial risk for their traditional human learning process, 
and in a long- time period may decrease the capabilities 
of human doctors.18 Therefore, regarding the usage of 
AI- based models in the modern era is inevitable, health 
and medical policy- makers should be aware of the advan-
tages and disadvantages of these AI tools and adjust their 
national laws due to newly coming changes. In addition, 
there are limited data on usefulness as well as accuracy 
of AI in different aspects of medicine for patients and 
healthcare workers. Although AI may be a powerful tool 
in medicine, it should be used with caution by healthcare 
workers.19 Overall, the ability of AI to answer MCQs will 
not reflect its usefulness in clinical practice as well as it 
could not been replaced by expert’s decision yet.

Finally, like any other study, there are several limitations 
to consider in this work. First, the evaluation of ChatGPT’s 
performance was solely based on its ability to answer 
MCQs in the preinternship examination. This narrow 
focus may not fully capture the complex and nuanced 
decision- making process required in real- world medical 
scenarios. Additionally, the study only assessed the perfor-
mance of ChatGPT in a single country’s medical licensing 
examination, which may limit the generalisability of the 
findings to other healthcare systems and contexts. Further 
research is needed to explore the potential biases, limita-
tions and ethical considerations associated with the use of 
AI models like ChatGPT in medical settings.

CONCLUSION
The results indicated that ChatGPT showed promising 
capabilities in answering MCQs and achieved an excellent 
mark, surpassing the pass mark by a significant margin. 
This highlights the potential of ChatGPT in assisting 
medical professionals by providing accurate responses 
and supporting decision- making processes. However, 
it is important to acknowledge that ChatGPT still has 
limitations and should not be seen as a substitute for 
human physicians. Also, personalised custom API’s with 
the ability to answer the prompts based on medical text-
books may improve the performance of AI- based models 
significantly.
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