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We have developed the CADLIVE (Computer-Aided Design of LIVing systEms) Simulator that provided a rule-based
automatic way to convert biochemical network maps into dynamic models, which enables simulating their dynamics
without going through all of the reactions down to the details of exact kinetic parameters. The simulator supports
the biochemical reaction maps that are generated by the previously developed GUI editor. Notice that the part of
the GUI editor had been previously published, but, as yet, not the simulator. To directly link biochemical network
maps to dynamic simulation, we have created the strategy of three layers and two stages with the efficient
conversion rules in an XML representation. This strategy divides a molecular network into three layers, i.e., gene,
protein, and metabolic layers, and partitions the conversion process into two stages. Once a biochemical map is
provided, CADLIVE automatically builds a mathematical model, thereby facilitating one to simulate and analyze it.
In order to demonstrate the feasibility of CADLIVE, we analyzed the Escherichia coli nitrogen-assimilation system (64
equations with 64 variables) that consists of multiple and complicated negative and positive feedback loops.
CADLIVE predicted that the glnK gene is responsible for hysteresis or reversibility of nitrogen-related (Ntr) gene
expression with respect to the ammonia concentration, supporting the experimental observation of the runaway
expression of the Ntr genes.

[Supplemental material is available online at www.genome.org. CADLIVE is freely available at http://kurata21.bio.
kyutech.ac.jp/cadlive/menu.htm or http://www.cadlive.jp/.]

A challenge created by systems biology is to understand how all
of the cellular molecules work in concert as a living system
(Kitano 2002). An attempt to clarify the dynamics within cells
not only predicts the consequences for mutations, alterations in
available metabolites, or environmental changes, but also reveals
some design principles underlying their molecular architectures,
e.g., a general mechanism of how cells acquire complex systems
showing robust properties to survive strict environmental varia-
tions (Barkai and Leibler 1997; Yi et al. 2000; Tyson et al. 2003).
Major objectives of systems biology are to build molecular-
interaction networks and to predict or understand the dynamics
at the molecular-interaction level, where mathematical simula-
tion plays an important role. These efforts contribute to advances
in genetic engineering for rationally designing useful organisms
(Becskei and Serrano 1999; Gardner et al. 2000; McAdams and
Arkin 2000; Atkinson et al. 2003).

Advances in biological, analytical, and computational tech-
nologies contribute to developing a mathematical model to ex-
plore the dynamics of complex biological systems. Various levels
of biochemical details, from very abstract models such as Boolean
networks (Kauffman 1993; Bhattacharjya and Liang 1996) to very
concrete models that include the full biochemical interactions
with their exact kinetic parameters (Bhalla and Lyengar 1999;
Kholodenko et al. 1999; Chen et al. 2000; Hasty et al. 2001;
Schoeberl et al. 2002; Hatakeyama et al. 2003), have been pro-
posed to understand molecular architectures and their dynamic
features. The abstract model can deal with a large-scale network,
analyzing the dynamics to the point where one can predict the
attractor of a molecular network and know enough about the

network architecture to connect these networks to attractors of
choice, but there is a doubt whether this model truly represents
biological reality. The concrete model closely fits the biological
reality and may carry more weight with experimental biologists,
but its complexity requires decades of research to obtain the ex-
act kinetic parameters of detailed molecular mechanisms in vivo,
resulting in restricting the application of the model.

Generally, there are two approaches to build molecular sys-
tems, reverse engineering and forward engineering. The very ab-
stract model generally uses reverse engineering, whereas the con-
crete model adopts forward engineering. Reverse engineering
typically requires the use of simplistic parametric models of a
large-scale network, e.g., Bayesian networks and Boolean net-
works, the parameters of which are adjusted to fit real-world data
(D’Haeseleer et al. 2000; Csete and Doyle 2002; Dougherty et al.
2002; Hartemink et al. 2002; Gardner et al. 2003). In forward
engineering, a dynamic model is built based on detailed molecu-
lar interactions with exact kinetic parameters to achieve biologi-
cal reality. This requires extensive knowledge of the system being
studied.

Ideally, we would like to gain access to the activities of all-
important molecular species including complexes and modified
molecules. There is a strong need for methods that can handle
concrete and complicated molecular systems at an intermediate
level without going all the way down to exact biochemical reac-
tions (D’Haeseleer et al. 2000). A solution for such a requirement
is to combine forward engineering and reverse engineering. For-
ward engineering builds mathematical models with kinetic-
related parameters from biochemical maps, and reverse engineer-
ing explores the kinetic parameters to fit to experimental data.
From this viewpoint, the model would focus on capturing the
intrinsic architecture of molecular networks rather than their de-
tailed kinetics, where gene regulatory and metabolic network
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maps should play a central role in simulating their dynamics.
The research of “biochemical maps to dynamics” is a promising
field. However, there has been a big gap between the two, be-
cause the gene regulatory and metabolic networks within a cell
appear too complicated and heterogeneous to automatically con-
vert into plain mathematical models. Thus, most of the previous
simulators begin with the description of mathematical equations
with the assistance of GUI, and they have not supported the
automatic conversion of biochemical network maps into dy-
namic models (Mendes 1993; Goryanin et al. 1999; Tomita et al.
1999; Hucka et al. 2002; Sauro et al. 2003).

In order to directly link biochemical networks to dynamic
models, we have developed the CADLIVE (Computer-Aided De-
sign of LIVing systEms) Simulator that provided a rule-based au-
tomatic way to convert biochemical network maps into dynamic
models with mechanism-related parameters, supporting the bio-
chemical maps generated by the previously developed GUI editor
(Kurata et al. 2003). The aim of CADLIVE is to simulate qualita-
tive features of dynamic models, not to reproduce the details of
exact behaviors. To efficiently convert the maps into dynamic
models, the technology of three layers and two stages has been
originally developed with the elaborately designed rules in an
XML representation, which divides a biochemical network into
three layers, i.e., gene, protein, and metabolic layers, and parti-
tions the conversion process into two stages. The simulation con-
sists of forward and reverse engineering; forward engineering
converts gene regulatory and metabolic networks into dynamic
models, and reverse engineering explores the kinetic parameters
of the model to fit to experimental data. Once a biochemical map
is provided, CADLIVE automatically builds a dynamic model,
thereby facilitating simulation and analysis. In order to demon-
strate the feasibility of the CADLIVE Simulator, we analyzed the
Escherichia coli nitrogen-assimilation system that consists of mul-
tiple and complicated negative and positive feedback loops,
where the activity and synthesis of glutamine synthetase is regu-
lated to adapt to the great changes in the ammonia concentra-
tion. CADLIVE predicted that the glnK gene is responsible for
hysteresis or reversibility of nitrogen-related (Ntr) gene expres-
sion with respect to ammonia concentration, supporting the ex-
perimental observation of the runaway expression of the Ntr
genes (Blauwkamp and Ninfa 2002b).

Methods

Regulator-reaction equations

In order to construct gene regulatory and metabolic networks,
the CADLIVE Simulator uses a regulator-reaction equation, Regu-
lator (Modifier) �0 Reactants → Products, which clearly shows
the relationship between regulators and their regulated reactions
(Kurata et al. 2003). Systems Biology Markup Language (SBML)
level 2 supports this formula (Hucka et al. 2002). The symbols
indicate a catalyst (�0), an activator (�>>), and an inhibitor
(�II). Reversible and irreversible reactions are described by the
arrows (↔) or (→), respectively.

Forward engineering based on three layers and two stages

As shown in Figure 1 and Table 1, we classified biochemical re-
actions into three layers, i.e., gene, protein, and metabolic layers,
and divided the conversion process into two stages. In the con-
version of metabolic networks into General Mass Action (GMA)

or simplified Michaelis-Menten equations (MM), the concentra-
tions of enzyme–metabolite complexes are cancelled, because
they are far less than those of metabolites in vivo. In the protein
layer, since most proteins function in a complex or modified
form, it is not practical to neglect the concentrations of com-
plexes or modified proteins. Thus, Conventional Mass Action
(CMA) is used to describe detailed protein signal-transduction
pathways. In the gene layer, since various molecules such as pro-
teins, amino acids, nucleic acids, and RNAs act in concert for
transcription and translation, it is difficult to mathematically
describe such reactions based on their complicated molecular
mechanism. The use of ordinary transcription and translation
equations (TT) is a rational choice for taking in gene expression
within a cell. The combination of CMA and TT is able to describe
gene regulatory networks. Problems for CMA are that its differ-
ential equations are stiff, due to the huge differences in values of
kinetic parameters and molecular concentrations, and that many
kinetic parameters are required.

At the second stage, in order to overcome such problems, we
applied the Two-Phase Partition (TPP) method to the conversion
of CMA with TT to differential and algebraic equations (DAEs),
thereby reducing not only the stiffness, but also decreasing the
number of kinetic parameters (Kurata and Taira 2000). The TPP
method divides the kinetics of molecular interactions into two
phases, the molecular-binding phase and the reaction phase, as-
suming association/dissociation rates between proteins to be
quite fast compared with the rates of synthesis/degradation of
mRNAs or proteins. This is a commonly used assumption in bio-
logical systems. Consequently, TPP substitutes algebraic equa-
tions for stiff differential equations. In addition to DAEs,
CADLIVE is able to convert the ordinary differential equations of
TT, CMA, GMA, and MM into S-system at the steady state, which
is useful for analyzing the sensitivity and stability in symbolic
form.

The strategy of three layers and two stages is performed ac-
cording to the elaborately defined rules that are implemented in
XML as the “sanac” (synthesis and analysis of networks architec-
ture in computer) representation. This format is designed by us-

Figure 1. Strategy for three layers and two stages. A flow of the math-
ematical conversion according to three layers and two stages. The reac-
tions are classified into three layers, i.e., gene, protein, and metabolic
layers, and the conversion process is divided into two stages. At the first
stage, both gene and protein networks are converted into the ordinary
transcription and translation equations (TT), Conventional Mass Action
(CMA), respectively, whereas the metabolic network uses General Mass
Action (GMA) or simplified Michaelis-Menten equations (MM). At the
second stage, such ordinary differential equations are further converted
into differential and algebraic equations (DAEs) or S-system (Supplemen-
tal Method 1).
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ing the framework of Systems Biology Markup Language (SBML)
(Hucka et al. 2002). The use of these rules enables the conversion
of various complicated reactions, such as transcription regula-
tions with multiple activators and suppressors, formation/
degradation of multicomponent molecules, and complex modi-
fications.

Reverse engineering for exploring kinetic parameters

In order to build dynamic models, it is required to fit the kinetic
parameters to experimental data. The problem is that the values
of most kinetic parameters remain to be measured because of
experimental difficulties. Instead of measuring kinetic param-
eters one by one, we estimate the values for unmeasured param-
eters so that the dynamic simulation agrees with experimental
data. In order to adjust the kinetic parameters to the experimen-
tal data, we used a search by genetic algorithms (GAs), where a
fitness function is defined to characterize how correctly the esti-
mated values of the parameters explain experimental data. First,
a random search, which gives the kinetic parameters random
values within specific regions, is used as the initial screening to
find the kinetic parameter sets that provide a relatively high fit-
ness. The obtained parameters are used as the initial individuals
for the search by GAs. The GA is known as one of the algorithms
that can seek out the global minimum, based on the heuristic
assumptions that best solutions will be found in the regions of
the parameter space that contains a high proportion of the solu-
tions showing a high fitness. The use of the genetic operators of

selection, crossover, and mutation explores the parameter spaces
efficiently.

CADLIVE simulator

Overview

Figure 2 shows the process flow of the CADLIVE Simulator. The
details are described in Supplemental Method 1. The simulator
consists of the editors that describe regulator-reaction models,
the parser (parsedae) that converts the regulator-reaction equa-
tions into a mathematical model, the converter (checkdae) that
changes the mathematical model into the subroutine of the C
programming language, the simulator engine (solver), the opti-
mizer for estimating the values of biochemical parameters so as
to reproduce experimental behaviors, the analyzer that carries
out sensitivity/stability analysis and S-system analysis, the visu-
alizer that draws simulated results, and the database for storing
mathematical models.

Editor and notation of biochemical networks

We developed the editors to construct the regulator-reaction
model for a concrete biochemical network according to the es-
tablished rules that are implemented in “sanac” format. By reg-
istering the species and reactions with their attributes, we con-
struct regulator-reaction equations. The CADLIVE Simulator has
two kinds of editors. One is a GUI editor, and the other a text
editor. The editor consists of two tables, i.e., the regulator-

Table 1. Simple examples of conversion from regulator-reaction equations to mathematical equations

Layer
Regulator-reaction equation
(chemical reaction equation) First conversion Second conversion

Metabolic
E − o S →

kx
P

�E + S
→

ka

←
ks ES →

kx
E + P�

MM
d �P�

dt
=

Vmax�S�

Km + �S�

GMA
d �P�

dt
= k � �S�g1 �E�g2

Protein
E − o A →

kx
B

�E + A
→

ka

←
ks E : A →

kx
E + B�

CMA
d �E�

dt
= −ka � �E� �A� + �ks + kx� � �E : A�

d �A�

dt
= −ka � �E� �A� + ks � �E : A�

d �E : A�

dt
= ka � �E� �A� − �ks + kx� � �E : A�

d �B�

dt
= kx � �E : A�

DAEs

�E0� = �E� + �E : A�

�A0� = �A� + �E : A�

�E : A� =
1

Km
�E� �A�

d �B�

dt
= kx � �E : A�

Gene
S : Promoter − II geneX →

km
mRNAX

mRNAX →
kp

X

(Inhibition)

TT
d �mRNAX�

dt
= km � �1 −

�S : Promoter�
�Promoter0� � � �geneX�

d �X�

dt
= kp � �mRNAX�

(Km) Michaelis constant, (Vmax) maximum rate constant, (k) rate constant, (g1, g2) power coefficients, (ka) association rate constant, (ks) dissociation rate
constant, (kx) conversion rate constant, (km) transcription rate constant, (kp) translation rate constant. The square brackets [ ] indicate the molar
concentration and the suffix 0 indicates the total concentration. Actually, since biochemical networks include various complicated reactions, such as
transcription regulations with multiple activators and suppressors, formation/degradation of multicomponent molecules, and complex modifications,
the detailed rules must be created (Supplemental Method 1).
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reaction equation table and the species table (see CADLIVE Web
page) (Kurata et al. 2003).

Parsedae module

Based on three layers and two stages, the parsedae module parses
and converts the “sanac” file for regulator-reaction equations
with the various elements and attributes into mathematical mod-
els (a checkdae file) according to the selected mathematical for-
mulas. In this module, the gene and protein layers are converted
into CMA, including TT equations. The choice of the TPP
method converts the regulator-reaction equations into DAEs
through CMA, where the two conversion processes are carried
out sequentially. The metabolic layers are converted into GMA or
MM equations. The rules provided by the elements and attributes
in XML enable computers to parse and convert regulator-reaction
equations into a mathematical model accurately and efficiently.
The parsedae module generates the checkdae file that describes
mathematical models, TT, CMA, GMA, MM, and DAEs. Through
the interface of php, one is allowed to edit mathematical models
directly according to the instruction of CADLIVE, because the
checkdae file is written in the text format that consists of the
variable declaration part and the equation part. In other words,
users can write their own mathematical models in the checkdae
file. This greatly facilitates the flexibility for editing a mathemati-
cal model.

Checkdae module

The checkdae module converts a mathematical model, which is
written in the checkdae file, into the user functions that will be
complied by the C language to link to simulation libraries and
the parameter setting file, where one sets the initial concentra-
tions of the molecules, the kinetic parameters, and the param-
eters for controlling simulation. In the parameter-setting file, us-
ers are allowed to merge another file to update the current data.
The checkdae module also converts ordinary differential equa-
tions including CMA, GMA, and MM into S-system at the steady
state. Once the steady-state solutions of the differential equa-
tions are obtained, they can be converted into S-system at the
steady state, where the coefficients of the S-system are provided
automatically in symbolic form. Simultaneously, the checkdae
module generates the various functions of sensitivities and sta-
bility, whereby users analyze the sensitivities and stability at the
steady state.

The checkdae module also implements the function for sur-
veying kinetic parameters to investigate the behavior of a model
over a specific range of the values of some parameters. This al-
lows users to effectively study the dependency of the model’s
behavior on the kinetic parameters, and is therefore a very effec-
tive means of forecasting the effects of parameter perturbations.
The capability to predict the effect of the change in parameters or
the activity that is becoming attainable in silico is an essential
requisite for the rational design of engineered organisms.

Solver

Two distinct types of simulation can be carried out as follows: (1)
time course simulation, where the values of variables are deter-
mined as a time series; (2) steady-state analysis, where the values
of variables are determined for a state in which metabolite con-
centration does not change. For differential equations, the
CADLIVE Simulator implements the Runge-Kutta method, the
step-adaptive Runge-Kutta method, and the NDF that can be ap-
plied to highly stiff differential equations. The NDF has been
programmed based on ode15s of MATLAB. The Runge-Kutta or
the step-adaptive Runge-Kutta method is used for nonstiff differ-
ential equations. The Newton-Raphson algorithm is used to solve
algebraic equations. The combination of the Newton-Raphson
algorithm with the Runge-Kutta or with the step-adaptive Runge-
Kutta method, or the NDF solves DAEs. The solver not only simu-
lates dynamic behaviors of biochemical networks, but also solves
the steady-state solutions by applying a quasi-steady state ap-
proximation to all the differential equations, resulting in gener-
ating algebraic equations. The Newton-Raphson method solves
such algebraic equations to obtain the steady-state concentra-
tions. In order to enhance the calculation rate, the CADLIVE
Simulator uses the Message-Passing Interface (MPI) for parallel
calculation.

Optimizer

CADLIVE implements a search by genetic algorithms (GAs),
where a fitness function is defined to characterize how correctly
the estimated values of the kinetic parameters explain experi-
mental data. In the CADLIVE Simulator, the GA module has
many sophisticated algorithms, e.g., crossover algorithms includ-
ing UNDX, UNDXm, SPX, and BLX, and algorithms for genera-
tion alternation including MGG and island model, which show
high capability to fit the simulated results to experimental data.
Users operate the optimizer on command lines on LINUX, using

Figure 2. A process flow of the conversion of a biochemical network
map to mathematical equations in the CADLIVE Simulator. The parsedae
module parses the regulator-reaction equations that are described by the
GUI Editor, converting into mathematical equations (checkdae file). The
checkdae module converts the mathematical equations into the user
functions available for the C language and the parameter file that is used
for input of the initial concentrations of the species, the kinetic param-
eters, and the control parameters for the simulator. These functions and
parameters are compiled to link to the simulation engine. In the checkdae
file, one is allowed to edit mathematical models directly, because the
checkdae file is written in the text format that consists of the variable
declaration part and the equation part. The simulator supports dynamic
simulation, steady state analysis, S-system analysis, and optimization of
kinetic parameters.
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the user functions and parameter setting files that are generated
by the checkdae module.

Sensitivity and stability analysis

Sensitivity and stability analyses show how a biochemical system
responds to perturbations or uncertainties. Among many meth-
ods for system analysis, the sensitivity and stability analyses are
useful for characterizing the robustness of the mathematical at a
steady-state level, and allows one to determine which parameters
have the most effect on the model, or which factors cause the
system to oscillate. The CADLIVE Simulator makes it possible to
discover the steady state of the system, and to analyze how the
changes in pool sizes from defined initial conditions affect the
steady-state values.

Interactive simulation software

The simulator aims at simulating a dynamic model and analyz-
ing sensitivity and stability at the steady state. Since there have
been various system analyses, such as bifurcation and stochastic
analyses (Hucka et al. 2002), CADLIVE does not implement such
analyzers. Instead, the checkdae module produces the user func-
tion and parameter-setting files for the generated mathematical
model, which is written in C. Therefore, users are able to use
these mathematical equation files for further analysis on their
own programs or analyzers. Users are also allowed to download
the time course data and steady-state solutions to their PCs. In
addition, since each CADLIVE module can be executed on com-
mand lines on Linux, users utilize the respective module for their
purpose, separately.

Client and server model

The CADLIVE Simulator is a client-server model, supporting In-
ternet Explorer. Users access a server through php, and operate
on Web pages. The system functions on LINUX (Red Hat Version
7.1), and uses Xerces2 Java Parser for parsing the regulator-
reaction equations in XML, postgreSQL for managing database,
the C programming language for calculating differential and al-
gebraic equations and matrixes, and Message-Passing Interface
(MPI) for parallel computing.

Nitrogen-assimilation system

A schematic diagram of the E. coli nitrogen-assimilation system is
shown in Figure 3. E. coli absolutely needs ammonia for synthe-
sizing glutamine and glutamate, which are the sources for almost
all nitrogen-containing compounds, including amino acids and
nucleotides. Glutamine and glutamate are synthesized through
glutamine synthetase (GS), glutamate synthase (GOGAT), and
glutamate dehydrogenase (GDH) by adding ammonia to 2-keto-
glutarate that is an intermediate of the TCA cycle. Among them,
GS plays a major role in the ammonia assimilation. Multiple
feedback loops control the activity and synthesis of glnA (GS) and
the transcription of nitrogen-regulated (Ntr) genes, glnG (NRI),
glnL (NRII), glnK (GlnK), and nac, whose products facilitate the
adaptation to ammonia deficiency, monitoring the concentra-
tions of nitrogenous and carboneous components. The feedback
loops are conventionally divided into two major loops for con-
trolling the activity and synthesis of GS. The former module con-
sists of UTase/UR, PII, GlnK, PI, and GS; the latter consists of
UTase/UR, PII, GlnK, NRI, NRII, and GS. A central regulator of PII
is the key to coordinate the two loops, which transduces the
information regarding glutamine and 2-ketoglutarate to both

regulations for the GS activity and GS synthesis (Ninfa and At-
kinson 2000). The functions of most Ntr genes have been as-
signed, but a physiological function of GlnK remains to be elu-
cidated. GlnK is a PII homolog in function, but its transcription
regulation is governed by NRI-P, whereas PII is synthesized con-
stitutively (Blauwkamp and Ninfa 2002b).

In this study, we focus on the function of GlnK, whose
physiological role has been attractive (Atkinson et al. 2002;
Blauwkamp and Ninfa 2002b). In the cells lacking GlnK, a very
high expression of the Ntr promoters occur in nitrogen-starved
cells, but the Ntr expression displays “runaway expression” when
the ammonia is fed. This overexpression of the Ntr genes causes
growth defects, because the products of overexpressed nac genes
inhibit serine synthesis (Blauwkamp and Ninfa 2002a). On the
other hand, the nac expression closely coordinates with nitrogen-
starved cells of a wild type. The nitrogen-starved wild type does
not display such a runaway expression very much when ammo-
nia is added, i.e., the cells quickly return to a growth phase. The
role of GlnK, a homolog of PII, is suggested to involve quick or
reversible response. In order to assign the function of GlnK and to
elucidate the mechanism of the runaway expression, CADLIVE ana-
lyzed Ntr gene expression with regard to the changes in the ammo-
nia concentration in the absence or presence of GlnK.

Construction of the nitrogen-assimilation system

On the GUI editors of CADLIVE, registering the species and re-
actions with their associated elements and attributes constructed

Figure 3. A schematic diagram of the E. coli nitrogen-assimilation sys-
tem. (:), (-) Binding complexes and modification, respectively. The arrows
indicate the reactions: binding and conversion ( �), catalyzing the re-
actions ( �), inhibiting the reactions ( ), activating the reactions
( �), and transcription ( �).
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the regulator-reaction equations of the nitrogen-assimilation sys-
tem. Based on the strategy of three layers and two stages, the
simulator parsed the regulator-reaction equations, converting
them into mathematical equations with kinetic parameters ac-
cording to the TPP Method (Supplemental Method 2). The nitro-
gen-assimilation system consists of three layers, e.g., gene, pro-
tein, and metabolic layers. The gene and protein layers were con-
verted into DAEs through CMA with TT. The metabolic layer was
converted into MM. In order to connect the protein–gene layer to
the metabolic layer, the enzymes, GS, GOGAT, and GDH, in the
differential equations of the metabolic layer were defined as
time-dependent variables, which are common to those of the
gene–protein layer.

Optimization of the nitrogen-assimilation system

Search parameter

In order to determine the kinetic parameters for the dynamic
model of the nitrogen-assimilation system, we carried out GAs.
We classified two types of kinetic parameters, i.e., the values
assumed/provided from literatures, and the values estimated in
the model. In order to further decrease the number of the pa-
rameters to estimate, we considered the dependence relations
among such parameters. The parameters to estimate can be di-
vided into two classes, some parameters that are the key to gov-
ern the dynamics and the other parameters irrelevant to it. We
focus on the key parameters, while we give the values assumed
from literatures to the remaining ones. We exemplify a simple
enzyme reaction to illustrate how to select key parameters. An
enzyme reaction can be divided into an association between an
enzyme and a substrate, and a conversion of the enzyme–
substrate complex into a product. The reaction rate is determined
by an association constant and by a conversion rate constant.
However, we can make different reaction rates by varying the
association constant, while the conversion rate constant is fixed.
In this optimization, we mainly explore the association constants
between components (K[1-28]) as the critical parameters; the rate
constants of conversions such as protein syntheses and phos-
phorylations are assigned representative values assumed form lit-
eratures (Bremer and Dennis 1996). Since the function of GlnK is
the same as that of PII, the corresponding kinetic parameters
except transcriptions are assumed as the same value as follows:
K[3] = K[4], K[5] = K[6], K[7] = K[8], K[9] = K[10], K[11] = K[12],
K[13] = K[14], and K[15] = K[16]. The transcription-rate constant
for GlnK is set so that the concentration of GlnK is smaller than
PII, because the nitrogen-assimilation system shows the Ntr re-
sponse without GlnK, but not without PII.

Fitness function

Assuming that the nitrogen-assimilation system is able to main-
tain the ratio of glutamine to 2-ketoglutarate against the remark-
able change in the ammonia concentration, the fitness function
is defined by:

Fitness =
N�C ratio|low ammonia concentration

N�C ratio|high ammonia concentration
,

where the N/C ratio is the ratio of the glutamine concentration to
the 2-ketoglutarate concentration at the steady state. After ob-
taining the parameters’ sets that show a high fitness, we adjust
the dynamic model to experimental data by using the second
fitness function:

Fitness_2 = −�
i=1

n �Xi
e − Xi

s

Xi
e �2

,

where Xi is the concentration of a component i and n is the
number of data (e, experimental data; s, simulated data).

Module decomposition

Since the full nitrogen-assimilation system had many critical pa-
rameters to explore, we decomposed the system into functional
modules. First, we separated the metabolic module that consisted
of GS, GDH, and GOGAT out of the full system, exploring the
metabolic module so that the glutamine and 2-ketoglutarate con-
centrations achieved the steady-state level at the high ammonia
concentration, then fixing the values of these kinetic parameters.
Second, we conveniently decomposed the full model into the GS
activity-controlling module and the GS synthesis-controlling
module. The former module consists of UTase/UR, PII, GlnK, PI,
and GS; the latter consists of UTase/UR, PII, GlnK, NRI, NRII, and
GS. How to divide the kinetic parameters into the two modules is
shown in Supplemental Method 2. Twenty-eight parameters of
K[1-28] were selected to estimate. Each module was optimized
regarding the first fitness function by GAs (Yoshida and Kurata
2004). For the GS activity-controlling module and the GS syn-
thesis-controlling module, the kinetic parameters of K[1-14] and
of K[1-6,15-28] were explored, respectively. After obtaining a
high-fitness value (0.5–1), we merged the parameters of both
modules, where the overlapped parameters of K[1-6] were aver-
aged. The GAs used the merged parameters as the initial indi-
viduals to optimize the full model. After 100 generations were
calculated, we obtained a high fitness value (0.5–1). Using this
full model, we optimized the second fitness function (Fitness_2),
i.e., the difference between the target data and simulated data, by
searching the critical parameters within relatively narrow ranges.
In the series of GAs, we used a simple GA with UNDX as a cross-
over method.

Results

Construction of dynamic model

In order to demonstrate how the CADLIVE Simulator links a
biochemical network map to dynamic simulation without going
all pathways down to the details of exact kinetics, we exemplified
the E. coli nitrogen-assimilation system, whose biochemical map
has been presented, but there have been few kinetic data in vivo
(Ninfa et al. 2000). By using CADLIVE we constructed the regu-
lator-reaction equations of the nitrogen-assimilation system,
parsing them to generate DAEs through CMA according to the
TPP Method (Supplemental Method 2). The DAEs with 113 ki-
netic parameters were converted from the CMA with 141 kinetic
parameters at the second stage. The rules provided by the ele-
ments and attributes in the “sanac” notation were satisfactory for
directly linking gene regulatory and metabolic networks to dy-
namic models.

Although the biochemical network map has been described
at the molecular-interaction level, most of the kinetic parameters
remain to be measured in vivo. In order to estimate the kinetic
parameters, we carried out genetic algorithms (GAs). Figure 4
shows the time course of the optimized model, where the am-
monia concentration decreased to one fifth at 500 min. The ratio
of the glutamine concentration to the 2-ketoglutarate concentra-
tion (N/C ratio) and the NRI concentration were simulated so
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that they agreed with experimental data at the steady state (Se-
nior 1975; Reitzer and Magasanik 1983; Ikeda et al. 1996). The
concentration of NRI (one of the Ntr proteins) was restored
within several hours after ammonia depletion, which explains
qualitative features of the transient response (Atkinson et al.
2002). Assigning the values assumed from literatures to the ki-
netic parameters regarding protein synthesis and conversions
would reproduce such dynamic features (Bremer and Dennis
1996).

Transient response and robustness

The nitrogen-assimilation system can be conveniently divided
into two feedback regulator modules for controlling the GS ac-
tivity and controlling the GS synthesis. Note that these two mod-
ules are the same as those that we divide the full system into to
optimize the dynamic model. The GS activity feedback regulator
is implemented through the protein interactions without any
protein synthesis, it is intuitively expected to achieve a fast re-
sponse, and the N/C ratio is supposed to be limited, because the
total GS concentration is fixed. In contrast, the GS synthesis feed-
back regulator can increase the N/C ratio by synthesizing GS
through positive-feedback loops, and we expect a slow response
because it requires gene expressions. These features are reason-
able in terms of the molecular architectures. In order to validate
the dynamic model, we investigated whether these regulators
showed such rational regulations in terms of a transient response
and robustness. As shown in Figure 5, we simulated how these
regulators provided a fast response and a robust property to the
N/C ratio against the changes in the ammonia concentration. For
the transient response, the GS activity feedback module regu-
lated the GS activity at minute-scale (Fig. 5A), whereas the GS
synthesis control required several hours to restore the active GS
concentration (Fig. 5B), which was consistent with the experi-
mental observation (Atkinson et al. 2002). For the N/C ratio, the
feedback loop for GS activity enhanced the robustness of the N/C
ratio to the change in the ammonia concentration more than the
nonfeedback system (the metabolic module that consists of GS,
GDH, and GOGAT) (data not shown). The addition of the GS
synthesis feedback module to the GS activity module was able to
further recover the N/C ratio due to the synthesis of the total GS.
Both controls contribute to fast responses or enhanced robust-
ness, but they show tradeoffs. The GS activity control indicates a
fast response, but the N/C ratio is limited. In contrast, the GS

synthesis control increases the N/C ratio by synthesizing GS, but
it does not achieve fast response. These features are consistent
with the experimental observation or the rational expectation in
terms of the molecular architecture of the system (Atkinson et al.
2002). Thus, our model captures the intrinsic features of tran-
sient response and the robustness to the changes in the ammonia
concentration.

Model validation by knockout mutants

In order to demonstrate the validity of the dynamic model, we
compared the simulated results of various knockout mutants
with the experimental data (Ninfa et al. 2000), as shown in Table
2, where the GS concentrations were simulated under an ammo-
nia-rich or ammonia-limiting medium. We focused on qualita-
tive behaviors of GS, since few kinetic data have been measured
in vivo, and the simulation does not aim at reproducing the exact
dynamic behaviors. Except for �glnD mutant (Table 2A), the
simulated GS concentrations for a wild type and the mutants,
�glnG (�NRI), �glnL (�NRII), �glnB (�PII), and �glnK (�GlnK),
agreed with the experimental data. The simulated and experi-
mental features of the wild type and mutants can be deduced
intuitively by tracing reaction pathways.

Figure 5. Model validation in terms of transient response and robust-
ness. (A) Transient responses for the ratio of glutamine to 2-ketoglutarate
(N/C ratio) (———) and the active GS concentration (·····) in the cells
lacking the GS synthesis control module (the regulation with the GS
activity control module alone). The active GS indicates nonadenylylated
GS that catalyzes the conversion from glutamate and ammonia to glu-
tamine. The ammonia concentration was decreased to one-fifth at 500
min. The GS activity module was obtained by setting the kinetic param-
eters K[15,16], which are the association constant between PII or GlnK
and NRII, as zero in the full model. (B) Transient responses of the ratio of
glutamine to 2-ketoglutarate (N/C ratio) (———) and the active GS con-
centration (·····) in the full model that consists of the GS activity control
and GS synthesis control modules. The ammonia concentration was de-
creased to one-fifth at 500 min.

Figure 4. Simulation for the time course of the ratio of glutamine to
2-ketoglutarate (———) and the total NRI concentration (-------) in wild-
type cells. The concentration of ammonia decreases to one-fifth at 500
min. The circles are the targets for the total NRI concentration assumed
from literatures.
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First, we verify the consistent data between experiments and
simulations. In Table 2A, for �glnG, �glnL, and �glnB, the de-
crease in the ammonia concentration hardly affects the GS syn-
thesis, i.e., the Ntr response does not occur, whereas the �glnK
mutant shows the Ntr response. The �glnG mutant has no tran-
scription factor (NRI), and the �glnL mutant is not able to phos-
phorylate NRI due to lack of NRII, thus, these mutants deregulate
the GS synthesis. Due to lack of PII, the �glnB mutant is not able
to sufficiently transmit the change in the ammonia concentra-
tion to the NRII–NRI phosphorylation cascade, which deregu-
lates the GS synthesis. In the �glnB mutant, GlnK, which has the
same function as PII, does not supplement the role of PII, because
the effect of GlnK is smaller than that of PII. For the same reason,
�glnK shows the Ntr response. In Table 2B, for �glnL, phos-
phoarylated NRI is not dephosphorylated due to lack of NRII:PII,
resulting in the increased GS synthesis. For �glnD, nonuridy-
lylated PII suppresses the phosphorylation of NRII and NRI, re-
sulting in the decease in the GS synthesis. For �glnB, NRII and
NRI are phosphorylated, which increases the GS synthesis. For
�glnK, the GS concentration is almost consistent with that of the
wild type, because GlnK is not expressed at a high-ammonia con-
centration. Second, we investigate the inconsistent data for
�glnD mutant. In our model, the depletion of the sensor protein
(glnD) for 2-ketoglutarate and glutamine leads to deregulation of
GS, but the real cells are able to sense the change of 2-ketoglu-
tarate through PII, resulting in enhancing GS synthesis. The in-

consistency is caused by the fact that our model does not con-
sider the sensory reaction of PII.

The comparisons between experimental data and simulated
results demonstrate that the dynamic model is able to predict not
only the qualitative behaviors of the wild type, but also those of
several mutants. For the inconsistent data, we understand the
reason why the inconsistency is derived from lack of the sensory
pathway. Consequently, using the experimental data of those
knockout mutants demonstrates the validity of the dynamic
model.

Prediction of hysteresis

Using the validated model, we simulated and analyzed the dy-
namics of the mutant lacking GlnK and a wild type in order to
predict the mechanism for “runaway expression” of the Ntr
genes. In Figure 6, the steady-state concentration of the nac pro-
teins was plotted as a function of ammonia concentration. Nac is
one of the Ntr proteins, and is controlled by NRI-P. Between two
threshold concentrations of ammonia, the control system has
two stable steady states. With the decrease in ammonia concen-
tration, nac expression showed an abrupt increase at the low-
threshold concentration. Conversely, with the increase in am-
monia concentration, nac expression decreased rapidly at the
high-threshold concentration. The minimum concentration of
ammonia necessary to drive nac expression into a high level is
distinctly lower than the maximum concentration necessary to
hold nac proteins at a high level. Both threshold concentrations
are different, indicating the bistability between both of the
threshold values. This is a typical hysteresis curve, which ex-
plains the runaway expression of the Ntr genes.

Such a hysteresis curve is closely related to GlnK, because
the region showing bistability becomes narrow with the increase
in the transcription rate for GlnK. In the wild type that expresses
GlnK, the hysteresis curve attenuates greatly. GlnK is a homolog
of PII, but its transcription is controlled by NRI-P, whereas PII
expresses constitutively (Ninfa and Atkinson 2000). A meaning-
ful difference between GlnK and PII is transcription regulation.
The increased synthesis of GlnK by NRI-P suppresses the phos-
phorylation of NRI by GlnK dephosphorylating NRII-P, indicat-
ing that it weakens the effect of the positive-feedback loop for
NRI-P-activated transcription of the Ntr genes. When the effect of
GlnK becomes strong, the hysteresis is changed into a reversible
reaction, where the ammonia concentration uniquely deter-

Table 2. Model validations using knockout mutants

A

Cell type

Changes in GS when cells are transferred
to an ammonia-limiting medium

Experiment Simulation

Wild type ++ ++
�glnG (�NRI) � �
�glnL (�NRII) � �
�glnD (�UTase/UR) ++ +
�glnB (�PII) � �
�glnK (�GlnK) ++ ++

B

Mutant

The GS concentration of mutants is
compared with that of a wild type in

the ammonia-rich medium

Experiment Simulation

�glnL (�NRII) + +
�glnD (�UTase/UR) � �
�glnB (�PII) ++ ++
�glnK (�GlnK) � �

The GS concentrations of a wild-type and knockout mutants were simu-
lated in an ammonia-limiting or ammonia-rich medium to compare with
those of experimental data.
(A) The GS concentrations were compared between an ammonia-rich
medium and an ammonia-limiting medium, where a wild type greatly
increased the GS concentration due to the Ntr response. When the cells
were transferred from an ammonia-rich medium to an ammonia-limiting
medium, the GS concentration increased more than five-fold (++), in-
creased five- to two-fold (+), and hardly changed (less than two-fold) (�).
(B) The GS concentrations of the mutants were compared with those of
a wild type in an ammonia-rich medium. Compared with the wild type,
the GS concentration of mutants increased five-fold (++), increased five-
to two-fold (+), hardly changed (�), and decreased (�).

Figure 6. Hysteresis curves of nac protein with respect to ammonia
concentration in the wild-type and the GlnK mutants. The mutant lacking
GlnK ( ), the wild type: transcription rate for GlnK = 0.09 min�1

( ), the mutant overexpressing GlnK: transcription rate for
GlnK = 0.45 min�1 (———), and the mutant that greatly overexpresses
GlnK: transcription rate for GlnK = 0.9 min�1 (-------).
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mines Ntr expression. The negative feedback loop of GlnK is
shown to be indispensable for a reversible response to the change
in ammonia concentration. Thus, the experimental observation
of “runaway expression” can be explained by the hysteresis of the
mutant lacking GlnK (Blauwkamp and Ninfa 2002b). In addition,
the hysteresis curves involved the cooperative binding of NRI-P
to the promoter glnAp2. With the decrease in the number of
cooperatively bound NRI-P, the hysteresis curves attenuate. Mul-
tiple NRI-Ps are known to bind the promoter cooperatively, in-
dicating an ultrasensitive transcription, i.e., switch-like dynamics.

Irreversible transition into and out of ammonia starvation
is driven by hysteresis in the mutant lacking GlnK. Hysteresis
refers to toggle-like switching behavior in a dynamic system.
Hysteresis transitions are discontinuous. Once a system has been
switched on by moving the control parameter (ammonia) across
the activation threshold, it cannot be switched off by bringing
the control parameter back across the activation threshold in
the opposite direction (Ferrell Jr. 2002; Tyson et al. 2003). Non-
hysteresis switches behave differently, switching on and off
at the same values. In general, positive and negative feedback
loops can generate a bistable system that shows hysteresis.
The ingredients required for bistability include some sort of
feedback, e.g., positive feedback, double-negative feedback, au-
tocatalysis, or the equivalent, but feedback alone does not guar-
antee that a system will be bistable. A bistable system must also
possess some types of nonlinearity within the feedback circuits.
Some of the enzymes in the feedback circuits must respond to
their upstream regulators cooperatively, or in an ultrasensitive
manner. As expected, the nitrogen-assimilation system satisfies
such a requirement, because NRI-P cooperatively binds to the
promoter of glnAp2 to synthesize GS, NRI, and NRII in a positive
feedback manner. In the two loops, the positive and negative
feedback must be properly balanced for the circuit to exhibit
bistability. The positive-feedback loops create alternative states of
low and high NRI-P activity, while the negative-feedback loops
drive the control system back and forth between these states.
GlnK is a critical balancer between the positive and negative-
feedback loops and is responsible for hysteresis or reversibility.
Bistability and hysteresis are new ways of looking at the Ntr re-
sponse in E. coli.

Discussion

Feasibility of CADLIVE

Not only molecular biology, but also systems biology have pro-
duced detailed molecular interactions to construct concrete maps
of gene regulatory and metabolic networks, which lead to an
understanding of the dynamic molecular architectures within
cells. Mathematical simulation plays a major role, but a problem
has been how to connect biochemical maps to dynamic simula-
tions. Since mathematical modeling appears complicated and
technical, and requires many exact kinetic parameters, there has
been a big gap between the biochemical maps and the dynamic
simulations.

The CADLIVE Simulator has been demonstrated to handle
gene regulatory and metabolic networks at an intermediate level
without going all the way down to exact biochemical reactions.
The aim of CADLIVE is to simulate the qualitative features of
dynamic models, not to reproduce the details of exact behaviors.
CADLIVE constructs a general model that includes protein com-
plexes and modified molecules based on their individual mecha-

nisms. This creates a promising modeling methodology at the
intermediate level between very abstract models and very con-
crete models with exact kinetic parameters. The strategy of
CADLIVE-based modeling consists of forward and reverse engi-
neering. In the forward engineering, CADLIVE builds the math-
ematical model with kinetics-related parameters from a bio-
chemical map, and then reverse engineering estimates the ki-
netic parameters that express the qualitative features of the
biological system, thereby simulating the dynamic model. Fur-
ther, since a CADLIVE-built model is a collective body of plain
differential and algebraic equations, it is able to use powerful
control engineering methods such as sensitivity, stability, bifur-
cation, and hysteresis analyses to explore design principles of
molecular architectures. In this article, the use of the CADLIVE
Simulator built a mathematical model for the nitrogen-
assimilation system, and estimated the kinetic parameters by ge-
netic algorithms. The generated model was able to satisfy the
behaviors of a wild-type and knockout mutants or the biological
rationalities in terms of transient responses and robustness. Us-
ing this validated model, we analyzed the mechanism for the
“runaway expression” of the nitrogen-related (Ntr) genes, which
had been observed with respect to the reversible change in the
ammonia concentration. In terms of control engineering, we pre-
dicted the mechanism for hysteresis of the Ntr gene expression.
The negative-feedback control by GlnK is clarified to be respon-
sible for quickly adapting to the changes in the ammonia con-
centration by reducing the hysteresis.

Breakthroughs in forward engineering

One of the most important breakthroughs for CADLIVE is the
proposition of efficient and practical rules to integrate all pos-
sible molecular interactions into mathematical models, thereby
simulating the dynamic features underlying their molecular ar-
chitectures. Complicated mathematical models are successfully
classified according to the strategy of three layers and two stages,
which enables a simulator to automatically parse and convert
biochemical network maps into mathematical models. Another
great advantage for mathematical simulations is the use of TPP
that converts biochemical networks into DAEs, which decrease
the number of kinetic parameters and reduces the stiffness of
differential equations.

In the nitrogen-assimilation system, TPP converted the
CMA with 141 kinetic parameters into DAEs with 113 param-
eters. Twenty percentages of the parameters were reduced, which
seems a small reduction. However, it greatly contributes to the
enhanced efficiency of optimization, because the number of the
critical parameters, which are used as the parameters to explore,
has been reduced by one-half, i.e., 56 association and dissocia-
tion rate constants in CMA were reduced to 28 association con-
stants in DAEs. For stiffness, the simulation of CMA failed when
the ammonia concentration was changed at 1000 min (data not
shown), indicating that CMA is not applicable to a great change
in the ammonia concentration. This problem has not been
solved by any solvers (Runge-Kutta, step-adaptive Runge-Kutta,
or NDF). In contrast, the simulation of DAEs was completed suc-
cessfully (the step-adaptive Runge-Kutta is the best solver), be-
cause stiff CMA with the association and dissociation rate con-
stants that have huge differences in the values was replaced by
algebraic equations in the DAEs. The TPP method contributes to
the reduced number of parameters and solving the stiffness of
differential equations for biochemical systems.
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Reverse engineering

For the problem of how to obtain the values of unmeasured pa-
rameters, we present the optimizer that implements Genetic Al-
gorithms (GAs). Since it is hard to develop a fully automatic
optimizer, we implement the basic tools for optimization. It is
important for an efficient optimization to define a fitness func-
tion and to reduce the number of kinetic parameters to estimate.
In addition to those, decomposing a network plays an important
role for optimization. In the nitrogen-assimilation system, the
N/C ratio was an effective fitness function, because an optimiza-
tion of this criterion generated the dynamic model that well
agreed with experimental data of a wild-type and various knock-
out mutants. In order to reduce the number of the kinetic pa-
rameters to estimate, we divided the parameters into some criti-
cal parameters that govern dynamics and the others irrelevant to
it, considering the kinetics. In this simulation, we mainly ex-
plored the association constants as critical parameters, and the
rate constants of conversions such as protein syntheses and phos-
phorylations were assigned representative values assumed/
provided form literatures (Bremer and Dennis 1996). This idea
is very useful not only for reducing the number of the parameters
to explore, but also for expressing the transient response with
a biological reality. In addition to these, decomposing net-
works is a critical solution for optimizing the large-scale model
with 113 kinetic parameters. We divide the nitrogen-assimilation
system into three modules in terms of feedback control architec-
tures, the metabolic circuits, the GS activity feedback loop,
and the GS synthesis feedback loop, so that each module uses
the common fitness functions (N/C ratio) (Yoshida and Kurata
2004). This leads to a successful decomposition for optimiza-
tion.

Versatility and exchangeability

In order to demonstrate the versatility of the CADLIVE Simula-
tor, we simulated the various kinds of biological models, e.g., the
heat-shock response, the circadian clock, and metabolic circuits,
as shown in the simulator Web site. These mathematical models
that consist of DAEs captures the essences of their dynamic fea-
tures, showing that the formalism of DAEs is useful for simulat-
ing gene regulatory networks. In CADLIVE, DAEs are automati-
cally generated by applying a rapid equilibrium approximation
to binding reactions. It is a common assumption, since binding
reactions occur at a faster time scale than production and degra-
dation of proteins in vivo. A typical example is the Michaelis-
Menten equation, which is derived by applying a rapid equilib-
rium approximation or a quasi steady-state approximation to en-
zyme and substrate complex formations.

If DAEs are not preferred, i.e., neither rapid equilibrium ap-
proximations nor quasi steady-state approximations are appro-
priate, one can select other formalisms such as CMA. As an al-
ternative, using the editor can change the type of reactions from
a binding reaction to a reversible reaction. In such a case,
CADLIVE converts a reversible reaction into CMA. The CADLIVE
Simulator is able to directly link many kinds of biochemical re-
actions to mathematical equations. Thus, we expect that our con-
version methods are elaborately designed to produce general dy-
namic models. Nevertheless, CADLIVE allows users to directly
edit a mathematical model, which guarantees that they make
their own mathematical model freely. This optional edition is
useful for users who want to make very concrete models or to
modify the CADLIVE-derived model at a lower level. Note that

the nitrogen-assimilation model in this study (also the models in
our Web pages) never uses such an optional edition.

In order to construct a large-scale model, it is necessary to
combine or merge various biochemical networks. The important
thing is to unify a data format among researchers. Systems Biol-
ogy Markup Language (SBML) is a candidate of such universal
data representations for biochemical networks. Thus, we de-
signed the “sanac” representation as an extension of SBML at
level 2, which enables combining SBML-related files to ours. It is
a great advantage for the construction of a large-scale biochemi-
cal network and the subsequent simulation.

Systems biology aims at understanding the whole cell as
dynamic molecular systems. The CADLIVE Simulator has pro-
vided a promising tool from a map to dynamic simulation. Once
biochemical reaction maps are built, CADLIVE produces dy-
namic models. The use of CADLIVE analyzes the dynamic fea-
tures of biochemical systems, thereby elucidating how the mo-
lecular processes act in concert within a cell. In the future,
CADLIVE will be a core system to integrate various biochemical
reactions into large-scale dynamic systems, and may construct
virtual cells that produce all possible features of real biological
systems at the molecular interaction levels.
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