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Abstract

Objective: Bacterial infections (Bls) are common, costly, and potentially life-threatening in critically ill patients. Patients with suspected Bls may
require empiric multidrug antibiotic regimens and therefore potentially be exposed to prolonged and unnecessary antibiotics. We previously
developed a Bl risk model to augment practices and help shorten the duration of unnecessary antibiotics to improve patient outcomes. Here, we
have performed a transportability assessment of this Bl risk model in 2 tertiary intensive care unit (ICU) settings and a community ICU setting.
We additionally explored how simple multisite learning techniques impacted model transportability.

Methods: Patients suspected of having a community-acquired Bl were identified in 3 datasets: Medical Information Mart for Intensive Care IlI
(MIMIC), Northwestern Medicine Tertiary (NM-T) ICUs, and NM “community-based” ICUs. ICU encounters from MIMIC and NM-T datasets
were split into 70/30 train and test sets. Models developed on training data were evaluated against the NM-T and MIMIC test sets, as well as
NM community validation data.

Results: During internal validations, models achieved AUROCs of 0.78 (MIMIC) and 0.81 (NM-T) and were well calibrated. In the external com-
munity ICU validation, the NM-T model had robust transportability (AUROC 0.81) while the MIMIC model transported less favorably (AUROC
0.74), likely due to case-mix differences. Multisite learning provided no significant discrimination benefit in internal validation studies but offered
more stability during transport across all evaluation datasets.

Discussion: These results suggest that our Bl risk models maintain predictive utility when transported to external cohorts.

Conclusion: Our findings highlight the importance of performing external model validation on myriad clinically relevant populations prior to
implementation.

Key words: critical care; external validation; antibiotic stewardship; machine learning; electronic health records.

low risk of BI are potentially exposed to prolonged and
unnecessary antibiotics. Prolonged antibiotic exposure is not
risk free and may result in increased antimicrobial resistance
in the community as well as a myriad of antibiotic-associated
adverse drug events such as gut microbiome dysbiosis and
hematologic abnormalities.”~'> Developing data-driven strat-
egies to help providers stratify patient-level BI risk shortly
after an ICU admission offers a promising avenue in antibiotic
stewardship.>*'?

We previously proposed a model to predict BI risk in
patients at 24 h following ICU admission in a single-center
tertiary ICU setting that achieved an area under the receiver

Introduction

For patients in the intensive care unit (ICU), bacterial infec-
tions (BIs) are a substantial driver of morbidity, mortality,
and cost. Repeated international point prevalence studies
have found that 51%-54% of patients in the ICU have sus-
pected or proven infections, with ICU mortality rates between
25% and 30%, more than twice that of patients without an
infection."* As a result, physicians in the ICU have a low
threshold for initiating empiric antibiotic therapy (EAT).
They do so early and broadly, and typically de-escalate or
implement targeted therapies based on information collected

during follow-up.>* Navigating the difficult decision space
between failing to treat a serious BI against overzealous anti-
biotic regimens is compounded by a lack of consensus treat-
ment guidelines regarding EAT duration and protocol.
However, recent efforts have sought to address this by identi-
fying barriers, improving diagnostics, and enhancing antibi-
otic stewardship as a core competency of critical care.”™® A
negative consequence of current practice is that patients with

operating curve (AUROC) of 0.8 and a negative predictive
value (NPV) >93% in an internal validation cohort.'* It is
widely acknowledged that the performance of any clinical
prediction model should be evaluated in different populations
using equivalent information prior to clinical implementa-
tion.”> " For a classification model trained and tested in 2
independent populations, differences between the populations
in terms of predictor and/or outcome distributions can lead to
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variation in model class discrimination and calibration per-
formance.'”*'"** Although a prediction model that is both
valid and consistent across external populations is desirable,
there are many noteworthy examples that suggest this goal is
unrealistic. Studies such as the external validation of a
vendor-developed sepsis model presented in Wong et al*®
demonstrated that even models developed with ample resour-
ces can demonstrate poor transportability to new settings and
generalize poorly to new patient populations. This poses
issues for community hospitals and organizations with limited
capacity to develop prediction models in-house who may
need to rely on models developed at larger institutions or
those provided by third parties.

The aim of this study was to assess the transportability of a
previously established model and modeling framework'* on 2
distinct but related cohorts. Specifically, we sought to assess
whether the previously published model developed in a terti-
ary ICU setting had external validity in both a new tertiary
ICU as well as a community ICU setting. Additionally, we
sought to answer whether retraining of the model with simple
multisite learning techniques (data pooling and model ensem-
bling) using data from the 2 tertiary ICUs would improve the
performance in the community ICU setting.

Methods
Datasets

Data were obtained from 2 sources, each representing distinct
healthcare systems and timeframes. The first dataset was
extracted from the Medical Information Mart for Intensive
Care I (MIMIC-III). MIMIC-III is a freely available and dei-
dentified dataset collected from over 40 000 patients who
received care at Beth Israel Deaconess Medical Center ICU
between 2001 and 2012.%%*” The second dataset was obtained
from the Northwestern Medicine (NM) Enterprise Data Ware-
house (EDW). The NMEDW is a comprehensive and inte-
grated repository of all clinical and research data sources
across the NM health system. NMEDW ICU encounter infor-
mation was sourced from a manually curated subset of 55 989
ICU encounters across 6 NM affiliated hospitals in Northeast-
ern Illinois (including several community hospitals) for patients
admitted between January 10, 2011 and January 1, 2020.
There exist both similarities and differences between
MIMIC-III and NMEDW. Both datasets contain administra-
tive, clinical, and physiological data for all ICU encounters.
They diverge in how and where their respective data arise from.
MIMIC-II predominantly comprised data collected during
patients’ ICU stays, while the NMEDW is more comprehensive,
containing information collected across the continuum of care
at NM. The data present in the NMEDW is less curated and
thus required more time investment in data cleaning and trans-
formation prior to modeling. Lastly, the NMEDW represents
patients seen in varied ICUs and hospital settings. ICU encoun-
ters from NMEDW were split into 2 datasets based upon hospi-
tal type and geography, where ICU encounters from NM
tertiary referral hospitals were labeled NM-T and encounters
from NM-affiliated community hospitals were labeled NM-C.
Encounters in NM-C represented the use case of community
ICUs with interest in implementing a prediction model devel-
oped using an external source, and thus served as an external
validation cohort (NM-C,,) for models developed using
MIMIC and NM-T data. For clarity, the unsplit datasets were

labeled MIMICp, NM-Tp, and NM-C,,;, and the models built
from training data were labeled MIMICy;, NM-Ty4, Pooledyy,
and Ensembley, (details described below).

Cohort

Cobhort selection and computational phenotype labeling were
performed on all patients as detailed in our prior work."
Briefly, patients 16 years or older suspected of having a BI
upon admission to an ICU were eligible for our study. Patients
matched this phenotype if they had: one or more antibiotic
doses administered in the ICU within 96 h of ICU admission
and a microbiology culture sampled from a sterile site within
24 h of the first antibiotic dose. Patients who matched these
cohort criteria were allocated to 1 of 3 groups based upon
their BI status: serious BI, nonserious Bl/no BI, and unknown
BI status (Figure 1), detailed below. Due to the common
occurrence of occult Bls, a direct classification of BI status via
microbiology culture indication could result in false negative
BI labels. To adjust for this, we considered both duration of
antibacterial therapy and microbiology culture status when
assigning ICU encounters to the BI status groups.

Microbiology cultures

Microbiology cultures incorporated into cohort enrollment
and BI phenotyping were accepted from the following speci-
mens: blood, joint, cerebral spinal fluid, pleural cavity, perito-
neum, or bronchoalveolar lavage. Microbiology cultures were
assigned a binary classification for “Bl indicated” based upon
the bacterial species and observed colony size. ICU encounter-
level microbiology culture status was considered positive if
any microbiology cultures were “BI indicated” in the 72 h fol-
lowing the first qualifying microbiology culture. Information
for this classification was sourced from the structured
MICROBIOLOGYEVENTS table in MIMIC-III and from
free text microbiology reports in the NMEDW. All free text
microbiology reports were analyzed using our previously pub-
lished Python package, MicrobEx.*® Briefly, MicrobEx is a
rule-based text parser that was developed and externally vali-
dated for extracting BI status and bacterial species informa-
tion from free text microbiology reports.”® Two consecutive
positive cultures were required for positive BI for coagulase-
negative Staphylococcus and other common contaminate spe-
cies to warrant inclusion.

Antibiotic prescriptions

All instances of prescriptions used for systemic, empiric, or
targeted antibacterial usage were considered for cohort enroll-
ment. In MIMIC-II, prescriptions tagged with Anatomical
Therapeutic Chemical (ATC) code J01%° were selected. In
NMEDW, the same was identified using regular expressions,
manual curation, and medical expert review.'* In both data-
sets, antibiotic duration was calculated as the number of con-
secutive antibiotic days starting with the first antibiotic dose
described above (ty). ICU encounters were classified as
“short” if consecutive antibiotic days were less than 96 h, oth-
erwise they were considered “prolonged.” Patients often
received antibiotic therapy prior to ICU admission and often
continue following discharge. To capture this, consecutive
antibiotic duration was permitted to start up to 24 h prior to
ICU admission and continue to accumulate up until hospital
discharge if the medication was also administered during the
patient’s ICU stay. Additionally, patients who died within
24 h of their final antibiotic dose were coded as having
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Figure 1. Bl status labeling and classification. Our phenotype for Bl suspicion upon ICU admission requires that: (1) an antibiotic be administered within
96 h following ICU admission and (2) a microbiology culture be drawn within 24 h of (1). Clinical data were collected for 24 h after the first ICU antibiotic
(to) and are used to predict binary Bl status at t,+24h (LEFT). Binary infection status was categorized as a function of continuous antibiotic duration and
bacterial infection status (RIGHT). Bl status was classified as serious (prediction event) for patients who received a positive bacterial culture and
prolonged antibiotic therapy. Patients who received short antibiotic therapy with either positive culture (nonserious Bl) or negative culture (no Bl) were

labeled prediction nonevents.

received prolonged antibiotic therapy (n=MIMICp: 1266,
NM-Tp: 1238, NM-C,,;: n=484).

Outcome

Patients with both a positive bacterial culture and prolonged
antibiotic therapy were classified as serious BI status (predic-
tion event) for the #y, .4, prediction timepoint (Figure 1).
Patients with negative bacterial culture and a short antibiotic
timeline were considered to have no BI (prediction nonevent).
Patients with a positive BI culture but short antibiotic treatment
duration were considered to have nonserious Bls (prediction
nonevent). Finally, patients who received prolonged antibiotics
without a positive bacterial culture have less clear infection sta-
tuses due to the possibility of occult infections. We follow pre-
vious study'* to categorize these patients as unknown BI status
and exclude them from modeling for this study.

Data extraction, cleaning, and preprocessing

We follow our previous studies’ in-depth descriptions and
open-source code for the extraction, cleaning, and preprocess-
ing of static and longitudinal data from the MIMIC-III data-
base.' Data preparations for both NM-Tp and NM-C,,
followed the same framework and are detailed herein.

Static and longitudinal predictor data were extracted from
the NMEDW using structured SQL queries and data ware-
house expert support. The query code was adapted from
open-source code provided by the team responsible for the
MIMIC-III database. All raw longitudinal and categorical
variables were collected to reflect the 24-h window after the

first antibiotic dose (fp: #9424) (Table S1). Raw data were
cleaned using an iterative process of data harmonization,
quality assessments, and manual review with clinical domain
expert input. Disparate units were addressed using conversion
dictionaries. Variable density plots, missingness, and distribu-
tion parameters were compared across all 3 datasets and man-
ually reviewed (Table S1 and Figures S3-S12). Predictors
lacking values during the #y: ¢y 24 window were considered
missing and were imputed using the median values from the
associated training set. If issues were identified, conservative
thresholds paired with clinical expertise and reference value
ranges were used to remove erroneous values. Cleaned data
were then converted into median-based unit variances relative
to the median and interquartile ranges of patients with predic-
tion nonevents (eqn. 1). Finally, all continuous values within
the 24-h collection window were aggregated using functions
(minimum, maximum, or both), based on our previous
model.' After 1-hot encoding categorical variables, our final
feature list included 55 variables.

7 X "
"Rz

Modeling and statistical analyses

ICU encounters from MIMICp and NM-Tp, were split 70/30
into independent train (¢ai,) and test (i) sets, while encoun-
ters in NM-C were set aside for model validation (NM-C,,).
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Individual patients with more than 1 eligible ICU encounter
were assigned to the same split. Missing values were imputed
using the median values from the associated training set. Poo-
ledirain (7m=4637) and Pooled (7 =1989) were created by
pooling equal sized samples that maintained the respective BI
proportions from MIMIC and NM-T.

Random Forests classifiers were trained using Python 3 and
scikit-learn.>**! Models (MIMICy;, NM-Tyy, Pooledys) were
trained on MIMIC,4in, NM-T¢in, and Poolediain. Model
hyperparameters were selected through a 10-fold cross valida-
tion process using a binary cross entropy loss function and a
consistent grid-search hyperparameters dictionary (number of
trees: [25, 50, 150, 250], max features: [3, 10, 20, ‘auto’],
max depth: [5, 7, 10, 15], minimum samples split: [2, 5, 10],
minimum samples leaf: [2, 5, 10]).

False negative BI classifications are particularly impactful.
Thus, steps were taken to calibrate each model to the associated
training data, and then measure the class discrimination thresh-
old. Models were fit and calibrated to their associated training
set using the CalibratedClassifierCV method in scikit-learn,
which uses 10-fold cross-validation to estimate classifier param-
eters and calibrate predicted probabilities using Platt scal-
ing.>*** Fit models applied to test sets from differing
institutions (eg, MIMICy; on NM-T ;) were first recalibrated
on the associated training set (eg, NM-T,.;,). High sensitivity
(>0.9) class discrimination thresholds specific to each model
and training set were found using 10-fold cross validation. In
cases where models demonstrated poor calibration on a given
set of training data, a known characteristic of ensembled tree
models,”* the high-sensitivity threshold was instead determined
with a ridge regression model via 10-fold cross validation.
Ensembley; was a mean fusion ensemble (soft-voting) assembled
from MIMICy; and NM-Ty, (both calibrated to the associated
training set) and was chosen due to its simplicity and compara-
ble class discrimination performance over other weighted and
stacked ensembling techniques.>* Class discrimination and pre-
diction performance among models were measured using
AUROC, F1 score, precision, recall, and NPV. Following our
main use case, the external validity and transportability of the
models were assessed based on class discrimination and calibra-
tion performance in the external community ICU cohort (NM-
Cyal). Statistical differences between AUROCs were measured
using DeLong’s algorithm.>***® Model feature importance were
calculated using permutation-based methods implemented in
scikit-learn based on the impact of shuffling single feature val-
ues on model performance. Model calibration was assessed
using mean calibration, cox regression, and calibration curves,
comparing predicted risk to observed risk.>**”*® Case-mix
characteristics and relatedness between development cohorts
(MIMICp or NM-Tp) and the validation cohort (NM-C,,)
were measured using the AUROC of respective membership
models (transportability c-statistic) as recommended in Ref.”*
We set «=0.005 by default, as previously recommended for
large datasets.”” In cases with more than 10 comparisons, a
Bonferroni correction was applied. Model fairness was assessed
using an equal opportunity fairness definition and was calcu-
lated as described in Hardt et al.**-*!

Results
Cohort characteristics

We identified ICU encounters in MIMICp (=19 633;
37.7% of all ICU encounters), NM-Tp (=11 076; 40.2% of

Table 1. Demographics of Bl positive and negative labeled patients
across hospital datasets.

Variable MIMICp NM-Tp NM-C,
Gender—N, %
Female 5340 (47%) 3112 (47%) 1241 (50%)
Male 6013 (53%) 3514 (53%) 1244 (50%)
Age in years (SD) 65.3£17.0 64.1x17.1 66.7£17.8
Race and ethnicity—N, %
Black/non-Hispanic 1294 (11%) 782 (12%) 151 (6%)
White/non-Hispanic 8218 (73%) 4586 (69%) 2040 (82%)
Hispanic 468 (4%) 606 (9%) 166 (7%)
Other 1373 (12%) 652 (10%) 128 (5%)

NM-T, NM tertiary referral hospitals; NM-C, NM community hospitals;
MIMIC, MIMIC-III.

all ICU encounters), NM-C,,; (n=4059; 38.8% of all ICU
encounters) that met our study inclusion criteria. The demo-
graphics of patients in the 3 datasets used are presented in
Table 1. Table 2 shows the distribution of bacterial culture
results, antibiotic therapy duration, and BI status (prediction
variable) across each dataset. Notably, patients in the MIM-
ICp were found to have a BI prevalence of 24.8% while
patients in NM-Tp and NM-C,,; had BI prevalence of 44.2%
and 44.6%, respectively.

Model evaluation

In Table 3, we present the model evaluation results for the
models in the tertiary ICU settings (MIMIC and NM-T). On
both test sets (MIMIC,.,, and NM-T,.), the models trained
and tested on their respective training cohorts (eg, MIMICy
on MIMIC,.,) had significantly (P <.002) higher AUROC
than models trained on external development cohorts (eg,
MIMICy; on NM-T..). Relatedness between MIMIC,,;,, and
NM-T,,;n measured through the membership model AUROC
(case-mix c-statistic) was 0.97, suggesting large differences in
case-mix characteristics between both development cohorts.

Table 3 additionally summarizes the results of 2 multisite
learning approaches designed to improve overall model gener-
alizability of the models in the tertiary ICU setting. We com-
pared a soft-voting ensemble (Ensembley;) of models
(MIMICy; and NM-Ty,), each calibrated to the evaluation
site, to a calibrated model trained on pooled training data
from each cohort. The AUROC generated by Pooledy; and
Ensembley; were each significantly different from those pro-
duced by NM-Ty; on NM-T; and MIMICy; on MIMIC,.
with a Bonferroni-adjusted P < .002. Similarly, the difference
between the AUROC of Ensembleys and Pooledy, was signifi-
cant on NM-T. (P:2><1074) but not on MIMIC,.
(P=.037). The recall values observed for Pooledy; were nota-
bly lower than the desired recall of 0.9 on both MIMIC,;
and NM-T . due to poor calibration (see below).

Table 4 and Figure 2 summarize model performances in the
community cohort (NM-C,,;) where NM-Ty, showed better
or indistinguishable discrimination performance than the
other models. Compared to other models, MIMICy, had a
significantly lower AUROC (P <.002) and achieved lower
precision and recall at a comparable classification threshold.
For the multisite models, the AUROC for Pooledy; was signif-
icantly different from NM-Ty;, however no difference was
observed between NM-Ty; and Ensembley;, or between
Ensembley; and Pooledy;. Case-mix characteristics between
development (MIMICp and NM-Tp) and NM-C,,; cohorts



102

Table 2. Cohort stratified by Bl status and hospital datasets.

Journal of the American Medical Informatics Association, 2024, Vol. 31, No. 1

Microbiology Antibiotic BI status MIMIC N NM-T N NM-CN
culture duration classification (% cohort; % ICU)?* (% cohort; % ICU)? (% cohort; % ICU)?
Positive Prolonged Positive 2829 (14.4%; 5.4%) 2926 (26.4%; 10.6%) 1109 (27.3%:; 10.6%)
Negative Short Negative 6988 (35.6%; 13.4%) 2786 (25.1%; 10.1%) 987 (24.3%; 9.4%)
Positive Short Negative 1536 (7.8%; 2.9%) 914 (8.3%: 3.3%) 389 (9.6%; 3.7%)
Negative Prolonged Unknown 8280 (42.2%;315.9%) 4450 (40.2%; 16.2%) 1574 (38.8%; 15.0%)

@ Percentages are listed as percentage relative to patients meeting cohort criteria, and relative to all adult ICU encounters. Patients meeting cohort criteria
represented 36.77%, 29.00%, and 36.34% of all adult ICU encounters in MIMIC, NM-T, and NM-C, respectively.
NM-T, NM tertiary referral hospitals; NM-C, NM community hospitals; MIMIC, MIMIC-IIL

Table 3. MIMICy;, NM-T\,, Ensembley,, and Pooledy, classification performance.

Model® Evaluation set Evaluation set BI (%) AUROC F1 NPV Precision Recall High sensitivity threshold
MIMICy MIMIC 24.8 0.782 0.502 0.924 0.351 0.884 0.131
NM-Ty MIMIC ¢ 24.8 0.694 0.440 0.900 0.291 0.909 0.145
Pooledyy MIMIC, ., 24.8 0.774 0.538  0.878 0.436 0.703 0.131
Ensembley, MIMIC 24.8 0.767 0.458 0.937 0.303 0.942 0.131
NM-Tm NM-Tieqe 44.3 0.810 0.715 0.867 0.594 0.898 0.267
MIMICy NM-T e 44.3 0.722 0.657 0.808 0.521 0.891 0.274
Pooledy, NM-T e 44.3 0.788 0.696 0.773 0.662 0.734 0.267
Ensembleyy, ~ NM-Tiu 44.3 0.798 0.695  0.879 0.556 0.926 0.267

# All models are calibrated to the respective training set (eg, MIMIC,..;,) for a given testing set (eg, MIMIC ).
NM-T, NM tertiary referral hospitals; NM-C, NM community hospitals; MIMIC, MIMIC-III; Pooledys, equal sized samples from MIMIC and NM-T
concatenated together; Ensembley,, soft-voting ensemble of NM-Ty; and MIMIC).

Table 4. Modeling classification discrimination and performance on NM-C,,.

Model AUROC F1 NPV Precision Recall High sensitivity threshold Case-mix C-statistic
MIMICy 0.741 0.671 0.835 0.529 0.915 0.274 0.98
NM-Ty 0.807 0.712 0.877 0.582 0.919 0.267 0.82
Pooledy, 0.795 0.711 0.795 0.644 0.794 0.267 0.87
Ensembley 0.798 0.697 0.896 0.552 0.945 0.267 N/A

NM-C,, BI prevalence: 44.6%. All models calibrated on NM-T,.;n. NM-T, NM tertiary referral hospitals; NM-C, NM community hospitals; MIMIC,
MIMIC-III; Pooledyy, equal sized samples from MIMIC and NM-T concatenated together; Ensembley,, soft-voting ensemble of NM-Ty; and MIMICy;; Case-
mix C-Statistic, C-statistic from membership model for model’s development data and NM-C,,.

appear to be highly distinct based on the C-statistics presented
in Table 4 and cohort BI status distributions presented in
Table 2. Higher C-statistic values also appear to correspond
with lower AUROC values in NM-C,,;, suggesting that model
discrimination performance is affected by the case-mix varia-
tion in our cohorts. Finally, a visual summary of the best per-
forming models across all evaluation sets is presented in
Figure 3. When comparing each model’s performance across
all evaluation sets, the range of AUC values for multisite
learning models were lower (more stable) compared to single
institution models.

Figure S15 presents a baseline characterization of NM-Ty,,
MIMICy,, and Ensembley, predicted probabilities in the NM-
Cyal unknown BI status cohort (prolonged antibiotics and
negative microbiologic culture). Overall, the 3 models agreed
on 79.8% of classifications, and 85.4% of negative classifica-
tions made by MIMICy; were agreed upon by NM-Ty,. Table
S5 presents a chi-square contingency table analysis comparing
the all-cause in-hospital mortality, evaluated up to 28 days
following t, versus predicted BI status. Across MIMICreg,
NM-Tres, and NM-Cy,, we were able to reject the null
hypothesis that negative and positive BI risk prediction had
equivalent mortality rates at P < .005.

Predictor effects

Figure 4 displays the relative variable importance for each
model in NM-C,,;. Maximum temperature was consistently
found to have >85% relative importance in all models. Hav-
ing a blood culture performed, leukocytes present in urine
and norepinephrine delivered were highly important in some
but not all models. These categorical variables also had rela-
tively high differences in distribution among sites, suggesting
site-specific predictor effects (Figures $3-512). Blood urea
nitrogen (BUN), heartrate, white blood cell count (WBC),
ratio of arterial oxygen partial pressure to fractional inspired
oxygen (Pa0,:FiO,), respiration rate, and systolic blood pres-
sure (SBP) were found to be moderately important among all
models. These continuous variables, along with Maximum
temperature, had relatively minor differences in distributions
between the sites (Figures S3-S12). Figure S13 displays the rel-
ative variable importance for the NM-T i/ MIMIC,, i, ver-
sus NM-C,,; membership models. Minimum Glasgow coma
score and having blood bands measured were most important
to differentiate NM-T4in versus NM-C,,;, while PaO,:FiO,,
having a urine culture performed, and receiving external ven-
tilation were most important to differentiate MIMIC,,;,, ver-
sus NM-C,,.
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Figure 2. NM-Cval A. Receiver operating characteristic curves (ROC). B Precision recall curves (PRC). The ROC generated by NM-Ty, was the highest of
any model on NM-Cval and was significantly different than PooledM and MIMICM but not significantly different than EnsembleM at adjusted P< .002 via
Delong's test. However, there was no difference observed between the ROC of EnsembleM and PooledM. Finally, MIMICM's ROC was significantly
different from all other models at P<.002. All significant differences observed in ROC were additionally observed in PRC.

MIMICy

NM-Twm

Pooledy

Ensembley

0.80

0.78

0.76

0.74

072

0.70

Figure 3. AUROC heatmap between models and evaluation sites. Gold rings indicate the best-performing model on each evaluation cohort while gold
numbers present the AUROC delta relative to the gold ring model. *Denotes significant difference from gold ring model using DeLong test at P< .002.
Although NM-Ty, and MIMICM performed best in each of the individual evaluation sets, the difference between their highest and lowest AUROC across
all evaluation cohorts was larger (0.012, 0.06, respectively) compared to PooledM and EnsembleM (0.03 and 0.03, respectively).

Model calibration

Overall, average BI predictions for each model closely
matched the BI prevalence in NM-T,., and NM-C,,;, how-
ever standard deviations were large across all models and
datasets, especially for Pooledy; (Table S2). The reliability dia-
gram for patients in NM-C,, (Figure 5) and calibration statis-
tics presented in Table S3 suggest NM-Ty;, MIMICy,, and
Ensembley; achieve comparable and acceptable calibration on
NM-C,,. Pooledys demonstrated poor calibration on patients
in NM-C,, across all calibration statistics (Table S3) and all
BI prevalence patient bins (Figure 5), likely contributing to

the mismatch between observed recall and desired recall in
Table 4. Table S4 presents results from the NM-Cy, fairness
analysis, where equality of opportunity and AUROC differen-
ces observed between advantaged and disadvantaged groups
are less than 0.11 (NM-Ty) and 0.09 (MIMICy,).

Discussion

We previously developed and validated a variety of tools and
frameworks to help identify patients at low risk of BI who are
likely to benefit from discontinuing EAT within 24 h of
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initiation."**® In the current study, we carried out an in-
depth transportability assessment of the previously developed
BI prediction model architecture on 2 distinct cohorts—terti-
ary and community ICUs. We additionally explored how
model transportability was affected by employing multisite
learning (data pooling and model ensembling) with data from
each development cohort. In line with a variety of model
development and validation recommendations, we placed
particular emphasis on: (1) analyzing/correcting for both
model discrimination and calibration, (2) examining model
performance across different populations, (3) reporting simi-
larity between development and validation cohort, and (4)
testing strategies to improve model transportability.'!$:20-22
Our main findings are as follows: A BI model developed in a
historical tertiary ICU (MIMIC) transported adequately to an
unaffiliated community ICU (NM-C) with a highly different
case-mix, whereas a BI model developed in an affiliated terti-
ary ICU setting (NM-T) with more similar case-mix and
extract-transform-load (ETL) processes transported well.
Additionally, learning on information from both tertiary ICU
settings (MIMIC, NM-T) offered no significant improvement
in model discrimination in the community setting, however
multisite models offered more stable transportability across
all evaluation datasets. The results from this study demon-
strate that while the architecture of a clinical prediction model
(ie, electronic phenotype, predictor input, etc.) may be trans-
portable between different sites, the models themselves may
not translate with the same performance. Furthermore, model
transportability can be affected by numerous factors relating
to the case-mix profiles, predictor effects, and ETL processes
and thus should be addressed on a case-by-case basis. Our
results highlight the importance of performing external model
validation on a variety of clinically relevant populations prior
to model implementation.

Model performance variation in a new population can be
influenced both by the model fit parameters and population
case-mix (eg, distribution of predictor variables and setting
characteristics).'8-20:21:24.25:42 Iy the external validation, we
observed a relatively strong agreement in variable importance
among models. We also observed that model performance
was higher in an external validation cohort when the c-statis-
tic comparing case-mix differences between development and
validation cohort was lower. These results suggest that case-
mix differences between cohorts are a plausible source for the
model performance discrepancies observed in the external val-
idation cohort (NM-C,,j). One potential driver of case-mix
variation between cohorts is likely to come from differences
in BI prevalence. The higher prevalence of BI in the NM
cohorts compared to MIMIC cohort suggest that patients in
NM cohorts had either a higher baseline risk for BI or that
clinicians at NM sites had a higher threshold of BI suspicion
needed to trigger microbiology cultures and empiric antibiot-
ics. This latter interpretation is aligned with the microbiology
culture and antibiotic prescribing practice changes expected
from recent antibiotic stewardship efforts given that the NM
cohorts represent a more contemporary population and prac-
tice pattern than the MIMIC cohort.®'%*=* Additionally,
differences in BI prevalence between MIMIC and NM cohorts
could also be impacted by upstream factors relating to data
warehousing, such as availability of information on antibiotic
prescriptions and or microbiology cultures performed outside
of the ICU. Furthermore, relatively low differences were
observed between model performances across demographic

subgroups, suggesting cross-site model performance is not
driven by equal opportunity disparities. Finally, high levels of
semantic and syntactic variability have been shown to exist
between data derived from different EHR systems, but the rel-
ative effects of these differences on the resulting cohorts
remain unclear.*®*”

While there are no other prediction models that seek to spe-
cifically identify patients at low risk of BI, our classification
results are in line with previously published models designed
for similar prediction tasks. For instance, previous studies
reported AUROC:s ranging from 0.78 to 0.85 for predicting
sepsis and septic shock in the emergency department and ICU
setting during the 8-24 h prior to diagnosis***** and AUROCs
in the 0.65 to 0.80 range for predicting mortality in septic
patients.’®% The most important variables in these studies
(SBP, BUN, respiratory rate, and temperature) were also
among the top 10 most important variables in all 4 of our
models. Next, several related publications have reported
improvements in model performance after employing multi-
site learning techniques such as federated and transfer learn-
ing.3**8-53 Wardi et al*® presented a pretrained deep learning
model for sepsis detection that observed significant perform-
ance increases after using transfer learning to task specific
fine-tuning. While a similar approach could have offered
model performance improvements, we chose to use a Random
Forests model with simple multisite learning techniques to
balance model performance with model simplicity, parsi-
mony, and usability. We found that models trained using 2
simple multisite learning methods (data pooling and ensem-
bling) had indistinguishable or reduced discrimination per-
formance compared to models trained on data from a single
institution with a similar case-mix. However, when looking at
model discrimination across all evaluation datasets, our mul-
tisite learning models offered more stable transportability
than single institution models. These mirror the findings of
Reps et al,>* who found that across 5 datasets and 21 out-
comes, weighted fusion ensembles produced more stable class
discrimination when transported to new databases compared
to single database models. Encouragingly, our results suggest
that for some multisite learning tasks, model ensembling can
offer similar performance to centralized data pooling while
also avoiding complicated data sharing processes. These
results warrant further study to compare the performance
dynamics of data pooling and model ensembling.

Our study has several limitations. First, the observational
design of our study required us to use a computational pheno-
type to infer patient information such as BI status and antibi-
otic days. Furthermore, due to the free-text nature of
microbiology culture notes, we used a previously validated
software package that we developed to infer the BI status of
patients, but it is possible that patients may have been misclas-
sified in some cases.”® We addressed both limitations by
employing extensive manual case review through the data
extraction, preprocessing, and modeling phases of our study
for each dataset. A manual review was carried out on 10 false
negative patients for Ensembley; and NM-Ty; (Supplementary
Data S1 and S2). In this chart review, we identified that in 7
out of the 10 cases, urinary tract infections were the sole infec-
tion identified and were often a secondary issue in the encoun-
ter. These results highlight the challenge associated with
dichotomizing the results from nuanced microbiology reports,
where significant variability exists in reporting and
interpretation.’**°
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The intended use-case of our model is to output a data-
driven metric that critical care providers can consider when
making antibiotic de-escalation treatment decisions starting
1 day after starting antibiotics empirically. In the current
paradigm of treating suspected Bls in the ICU, there exist
many cases where clinical gestalt and existing methods of
characterizing BI risk guide effective antibiotic treatment
practices. However, there also exist numerous opportunities
where clinical guidelines and existing practices provide less
clear guidance on how to proceed. It is for these such cases
that our model provides the most utility by reducing the num-
ber of unnecessary or inappropriate antibiotic days given to
patients who are at low risk of BIL. Patients with unclear BI
status are arguably those who stand to benefit from our
model predictions the most. Figure S15 and Table S5 present
a preliminary, but limited, characterization of model perform-
ance in patients in this population. To better assess the clinical
effectiveness and safety of the model, a cluster-randomized
clinical trial, randomizing at the provider or unit level would
be warranted.

Conclusion

We evaluated the external validity and transportability of a
previously established BI risk prediction model developed in a
tertiary ICU setting in both a new tertiary ICU and a com-
munity ICU setting. Additionally, we examined whether uti-
lizing simple multisite learning techniques with data from the
2 tertiary ICUs improved model performance in the commun-
ity ICU setting. Overall, our results suggest that our BI risk
models maintain predictive utility when transported to exter-
nal cohorts. Echoing published guidelines, we recommend
that institutions seeking to implement an externally developed
prediction model: (1) chose model(s) developed on data with
similar case-mix and predictor effects and (2) evaluate and
recalibrate the chosen model(s) in the cohort(s) where the
model(s) will be used prior to implementation. Furthermore,
while models developed with multisite learning have the
potential to improve class discrimination and performance
stability, these improvements are not guaranteed and should
therefore be evaluated on a case-by-case basis.
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