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Abstract
Objectives: Electronic health records (EHRs) user interfaces (UI) designed for data entry can potentially impact the quality of patient information
captured in the EHRs. This review identified and synthesized the literature evidence about the relationship of UI features in EHRs on data quality
(DQ).

Materials and methods: We performed an integrative review of research studies by conducting a structured search in 5 databases completed
on October 10, 2022. We applied Whittemore & Knafl’s methodology to identify literature, extract, and synthesize information, iteratively. We
adapted Kmet et al appraisal tool for the quality assessment of the evidence. The research protocol was registered with PROSPERO
(CRD42020203998).

Results: Eleven studies met the inclusion criteria. The relationship between 1 or more UI features and 1 or more DQ indicators was examined.
UI features were classified into 4 categories: 3 types of data capture aids, and other methods of DQ assessment at the UI. The Weiskopf et al
measures were used to assess DQ: completeness (n¼10), correctness (n¼10), and currency (n¼3). UI features such as mandatory fields,
templates, and contextual autocomplete improved completeness or correctness or both. Measures of currency were scarce.

Discussion: The paucity of studies on UI features and DQ underscored the limited knowledge in this important area. The UI features examined
had both positive and negative effects on DQ. Standardization of data entry and further development of automated algorithmic aids, including
adaptive UIs, have great promise for improving DQ. Further research is essential to ensure data captured in our electronic systems are high
quality and valid for use in clinical decision-making and other secondary analyses.
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Background and significance

Electronic health records (EHRs) include information about
patients’ health status, care decisions, care received, and care
underway. Such information is often used by clinicians
(nurses, doctors, and other health professionals) to support
decision making in day-to-day care. When aggregated
through secondary analyses, it can serve as the foundation for
delivering robust clinical decision support (CDS) in the form
of alerts and recommendations to clinicians at the point of
care.1 High-quality CDS has been shown to increase the effec-
tiveness of clinical decision-making and reduce documenta-
tion time.2 For EHR data to be genuinely useful to clinicians
in day to day practice and as meaningful CDS, however, the
data collected (eg, assessments, medication administration,3

progress notes,4 and nursing care plans5) must be of high
quality. Though there are no standard definitions, many

experts agree that the main dimensions of data quality (DQ)
are completeness, correctness, and currency.6–10 Data are: (1)
complete if the expected patient data are present;7,8 (2) accu-
rate or correct if the data are true, truly reflective of real
observations, in agreement with other relevant elements or
coherent with what the element is measuring;7,8 and (3) cur-
rent if the data were recorded in the time frame of
interest.6,7,9,10

The design and features of the EHR user interface (UI), the
computer screens with which the user interacts,11–13 have a
potential impact on the quality of data gathered in the
EHRs.12,14,15 A well-designed UI should facilitate the genera-
tion of high-quality EHR data by providing the content, fea-
tures, and functionality that support clinicians to accurately
document desired data.9,14,16 The requisite components of the
UI needed to produce high-quality data vary based on the
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purpose and type of data being documented (eg, care planning
information, vital signs, discharge status) and the structure of
the data (eg, structured, unstructured data, or both).14

Recently, concerns have been raised about the unintended
consequences of poorly designed EHR UIs.11,17–19 Though
the application of usability metrics has become popular to
limit interface design flaws, improve the user experience, and
reduce errors, these metrics do not routinely include explicit
measures assessing the impact on DQ.20–22 Poorly designed
UIs can cause data entry errors, failure to capture needed
information, and dissemination of inaccurate information
potentially resulting in dire consequences for patients.12,23

Further, use of these inaccurate data in CDS algorithms will
result in generating invalid CDS3,15,24,25 that may go unde-
tected. Metrics continue to evolve for evaluating the DQ at
the backend (database side) but these do not adequately
address the errors that can occur at data entry or UI side.7

The importance of understanding the relationship between
the EHR UI data collection features and the quality of data
captured in the EHR database is just now gaining attention.11

Since the data collected in EHRs are used in care decisions of
all types that directly influence patient outcomes, it is crucial
to determine what is known about the relationship between
UI features and the quality of data collected. Although a posi-
tive usability assessment is evidence of user acceptance of a
UI, it does not fully address the relationship between the UI
and DQ. Below we report the results of our comprehensive
integrated literature review to address this gap.

Objective

The specific aim of this integrative review is to synthesize find-
ings from primary research studies to better understand what
is known about the relationship between EHR UI features
and the quality of data.

Materials and methods

This was an integrative review following the updated method-
ology proposed by Whittemore and Knafl.26 The identifica-
tion of the literature; extraction of the concepts, patterns, and
relationships between UI features and DQ; and synthesis
involved multiple iterations (PROSPERO identification num-
ber: CRD42020203998).27

Literature sources and search strategy

Our reproducible search strategy was developed with the
assistance of a health sciences librarian (M.A.) with no set
begin date and an end date of October 10, 2022. We searched
5 databases (EMBASE, CINAHL, Web of Science, PubMed,
and APA PsycInfo) using a common strategy for all but adapt-
ing it to the nuances of each database. The search strings thus
varied by database, but all included the key concepts of “user
interface,” “electronic health records,” and “data quality”
connected with logical operators “and” and their equivalent
terms connected with “or.” We downloaded the records from
the search results into an electronic reference manager (End-
Note version X9) and systematic review production tool
(Covidence). Appendix S1 displays the details of the database
search strategies.

Inclusion and exclusion criteria

Our inclusion criteria for selecting eligible studies were: (1)
peer-reviewed, (2) written in English, (3) focused on the UI

data entry features and functionality of systems (eg, EHRs)
that captured health care information, (4) included clinicians
(eg, nurses, physicians, and other health providers), and (5)
included at least 1 measure of DQ. Exclusion criteria were:
(1) opinion articles, case studies, conference abstracts, letters,
newspapers, and editorials; (2) studies without clinicians; (3)
studies that focused on data entry with no DQ component,
and (4) studies that examined DQ with no data entry compo-
nent. We did not exclude articles based on dates or study
design.

Screening and selection

Following the literature search, all identified articles were
downloaded and duplicates removed. The title, abstract
screening, and full-text reviews were performed independently
by individual reviewers in 2 different dyads; (O.O.M.) and
(F.D.S.) reviewed nearly 95% of the articles with (O.O.M.)
and (G.M.K.) reviewing those remaining. The cumulative
interrater reliability was 95.2% with a Cohen Kappa of 0.45
indicating moderate agreement. Disagreements were settled
through discussion during the abstract and title review phase.
When consensus could not be reached, the article was moved
to full-text review. The full-text review process was conducted
similarly by both dyads with disagreements being settled
through consensus and when needed by a third reviewer
(R.I.B.).

Extraction of review article information

For each of the included articles, we extracted: (1) reference
information, (2) purpose of study, (3) description of the UI,
(4) study design, sample, data source, and study location, (5)
measures of DQ and usability (if assessed), (6) results, and (7)
the study quality assessment rating. The extraction was itera-
tive and validated by 4 co-authors (O.O.M., R.I.B., G.M.K.,
and Y.Y.) to ensure the desired content was captured clearly
and accurately. Based on the content extracted, we assessed
the quality of each study article.

The DQ measures identified in each review article were
classified into categories identified by Weiskopf et al,8 3 of
which are identified as core by most experts: (1) completeness:
if the expected patient data are present;8 (2) correctness: if the
data are accurate, truly reflective of real observations, in
agreement with other relevant elements or coherent with what
the element is measuring;8 and (3) currency: if the data were
recorded in the time frame of interest.7,8 All studies included a
UI description (an inclusion criteria).

Appraisal of the quality of studies

We adapted Kmet, Lee and Cook quality assessment tool28 to
evaluate the quality of the studies (see Table 1). The updated
version of the risk bias quality assessment tool helped us focus
on rating the strength of the elements of the studies of interest
to us. The 4 areas examined included: (1) system description
(1 item), (2) usability assessment (3 items), (3) DQ assessment
(3 items), and (4) study design and findings (3 items). Two
raters (O.O.M. and R.I.B.) used the quality assessment tool to
independently evaluate the studies. Raters reached a consen-
sus after discussing their differences in scores, and the third
rater (G.M.K.) reconciled disagreements. Each of the 10 items
could be scored on a 0-2 scale with a possible total score
range of 0-20, with higher scores indicating higher quality of
studies for the purposes of this review.
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Results

Our search yielded 1,323 studies, with 30 studies retained to
full-text review. Of those, 11 met the inclusion criteria and
were included as final studies in the review. The reviewing
process and results are depicted in Figure 1.

Study characteristics

The 11 included studies from 9 different countries across 3
continents. Five studies29–33 came from North America (Can-
ada [n¼ 1] and United States [n¼4]), 4 from Europe34–37

(Denmark, Sweden, Turkey, United Kingdom, n¼ 1 in each),
and 2 from Asia38,39 (China, Israel, n¼ 1 in each). Seven of
the studies were comparative studies of UIs29,30,33,36,37,39 or
data entry processes,31 comparing DQ before and after an
update implementation. The remaining 4 were cross-sectional
studies, examining DQ without a pre-post compari-
son.32,34,35,38 Three studies32,34,35 were reported to have been
underpinned by a theoretical model or conceptual framework.
One of them followed the Weiskopf & Wang DQ assessment
framework,34 the second applied a usability engineering per-
spective in the analysis phase,32 and the third was rooted in
narrative theory and distributed cognition.35

Eight studies were quantitative,29,31,33,34,36–39 2 were quali-
tative,32,35 and 1 used mixed methods.30 The study designs
included randomized control trial,39 experimental design,33

pre-post comparison,29,37 retrospective chart review,31,38

descriptive,34 within-participant study,36 mixed methods,30

qualitative analysis,32 and ethnographic study.35 Samples of
clinicians were small ranging from 6 to 85 with one of the
studies having a sample drawn from more than 1 system or
location (sites¼5).35 Patient record data were included in 10
studies.29–34,36–39 All but one34 of the studies that utilized
subsets of actual patient record data (cases) extracted these
from a single system or utilized hypothetical scenarios.36,39 In
5 studies,29,30,37–39 1 or more aspects of usability (eg, task
completion, time required for task, user satisfaction, key-
strokes) were also assessed. Usability measures included those
locally developed or previously validated instruments such as
the System Usability Scale.22,40 Table 2 displays details
of study characteristics and extracted evidence in the Supple-
mentary Material.

Data quality measures

Per our criteria, all 11 studies29–39 included at least 1 measure of
DQ and provided rich descriptions of the UIs and/or screen

Table 1. Risk bias quality assessment tool—updated version.

Tailored components 2 1 0

Intervention/technical system
1. Completeness of user interface

design description. (Interface
design¼description of the
features a subject interacts
with in electronic system
supporting data entry)

High Moderate No description

Usability
2. Extent to which usability of

the interface was evaluateda

(based on number of standard
usability components
evaluated)

>4 2-4 0-1

3. Quality of assessment tool
used to evaluate user interface.

Validated tool or reference to an
existing measure assessment

Nonvalidated tool and no refer-
ence to an existing measure
assessment

No tool or measure assessment

4. Rigor of sampling method/s
involving users.

Random selection Nonrandom selection No sample

Data quality
5. Extent to which data quality

were includedb (based on
standard data quality
measures)

3þ 1-2 0

6. Quality of assessment tool
used to evaluate data quality

Validated tool or reference to an
existing measure assessment

Nonvalidated tool and no refer-
ence to an existing measure
assessment

No tool or measure assessment

7. Rigor of data selection/
extraction

Random selection Nonrandom selection None

Study design and findings
8. Study included control group

or pre-post measures
Control group Pre-Post None

9. Rigor and clarity of data
analyses

High Moderate Low

10. Generalizability of results 2 or more study sites, random
selection (of EHR), and large
sample size

Small sample size or 1 study site Qualitative data

Total score

a Usability evaluation, eg, time to document, ease of use, user satisfaction.
b Data Quality (DQ) measures: completeness, correctness, currency. Quality score category: Low (0-7), Moderate (8-14), High (15-20). Total quality score

per item: Intervention/technical systems (2), usability, Data quality and Study design and findings (6 each).
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layouts. Nine studies29–32,34–36,38,39 assessed 2 or more DQ
measures and 5 studies reported usability assessments.29,30,37–39

Completeness was examined in 10 studies.29–36,38,39 Across
the 10 studies, completeness was analyzed as the percentages
or proportions of missing30,33,38 or complete fields;29,31,34

counts of complete fields;39 and/or the mean/average number
missing,33 complete36 patient information, or perceptions of
completeness by nurses32 or physicians.35

Correctness was examined in all but one.33 Within the con-
struct of correctness, 3 studies explored concordance34,36,38

(matching information across anesthesia records, concord-
ance across 3 systems, amount of unrelated diagnostic infor-
mation documented), 4 examined accuracy by comparing
expert designed sources (predictive modeling,39 data model-
ing,37 templates,29,31), and 3 reported user perceptions of cor-
rectness or accuracy.30,32,35

Lastly, currency was addressed in 3 studies. One study eval-
uated currency by assessing the time between entry to

emergency room to documentation of vital signs.34 The 2
qualitative studies provided user perceptions; one described
currency contrasting documentation done at the point of care
visit versus elsewhere after the visit32 and the second in terms
of chronological coherence.35

UI features and DQ

In all 11 studies, at least 1 UI feature was identified and
expected to impact 1 or more of the 3 core quality measures.
As no a priori categorization of UI features linked to DQ was
found, we inductively derived categories from our findings in
this review and classified these UI features into 1 of 4 catego-
ries based on the mode of data capture aid: (1) mandatory
data capture aids;33,38 (2) nonmandatory data capture
aids;29,31 (3) automated algorithmic data capture
aids,30,36,37,39 and (4) other ways to relate UI features and
DQ.32,34,35 Below we report the findings by group category.

Figure 1. PRISMA flow chart showing search results.

Journal of the American Medical Informatics Association, 2024, Vol. 31, No. 1 243



Table 2. Extensive evidence reports of 11 studies about the user interface features and data quality.

First author, year Tailored purpose of study User interfaces
Study design, sample data source and

location
Measures of data quality (DQ)

and usability Results Quality assessment

Avidan and
Weissman38

To determine completeness, con-
cordance, and user accept-
ance of Anesthesia
Information Systems (AIMS),
a customizable data entry
product that replaced an
existing system 1-year
postimplementation.

Original interface: A variety of
features streamlined for data
entry, such as user response
in one field links to applicable
follow-up fields (eliminating
the need to view nonapplica-
ble fields). Saving was permit-
ted only after all mandatory
fields were completed.

New interface: N/A

Study design: (a) retrospective chart
review of 4 mandatory forms, (b)
satisfaction survey of clinicians

Sample: 12,287 anesthesia records of
one hospital’s anesthesia depart-
ment—entered by 60 Anesthesiol-
ogists (in 17 operating rooms).

Sub-sample: 5,626 patients with age
record and one or more of follow-
ing:

• Tracheal tube (TT), n¼1,848
• Laryngoscope blade (LB),

n¼1,967
• Intravenous catheter (IVC),

n¼3,464
• IV site insertion
• Operating room (OR), n¼7022
• Ward, n¼2710

User satisfaction:
49 surveys were completed by anes-

thesiologists.

Theories/models: None

Data source: Anesthesia data

Location: Israel

Completeness: % anesthesia
records captured in 4 manda-
tory forms.

Concordance: Distribution of
TT, LB and IVC sizes versus
age groups (0-2, 2-5, 5-10,
10-18, >18); relationship
between the variables.

IV insertion site: % frequency of
IV insertion on left arm in
OR and comparison with %
of left arm insertion ward

User satisfaction and usability:
Clinician’s acceptance and
usability of AIMS.

Analytical approach: Counts,
percentages; chi-square test
and Pearson’s correlation
coefficient

Completeness: 99.6% of all anesthe-
sia records were complete.

Concordance: Significant association
between TT size and age
(P <.0001), between LB size and
age (P<.0001), and between IVC
size and age (P<.0001).

IV insertion site: 73.8% of left arm
IV insertion in OR and 52.9% in
ward; IV insertion on left arm sig-
nificantly higher in OR
(P< .0001).

User satisfaction and usability:
Proficiency:
80% good-very good
Usability:
88% good-very good
Form design:
86% good-very good

Moderate

Adams et al29 To determine change in com-
pleteness, user satisfaction,
and documentation time fol-
lowing the introduction of an
immunization entry software
for children’s immunization
visits.

Original interface/Process: Com-
plex multistep human process
that required data entry on
paper.

New interface: Immunization
tracking software upgraded
to have predefined standar-
dized list of vaccinations that
can be selected using the key-
board, eliminating the need
to type or handwrite
information.

Study design:
Pre- and postimplementation of new

electronic tracking system

Sample:
1 primary care center with 488 chil-

dren (<5 y/o) visits:
231 pre; 257 post

User Satisfaction/Documentation
time: Survey administered to 9
nurses.

Theories/model: None

Data source: Vaccine data

Location: United States

Completeness:
% Immunization visits and doses

missing in database.

Correctness:
% of inaccurate on-schedule

data in database.

User satisfaction: Nurses’ satis-
faction 3-month postimple-
mentation.

Documentation time: Percentage
of nurses who deemed the
system as time saving.

Analytical approach: Descriptive
analysis; Percentages

Completeness:
Dose missing:
37.9% (pre) versus 0% (post)

Correctness:
Incorrect on-schedule data:
31.6% (pre) versus 8.6% (post)

User satisfaction:
100% recommend regular use of

software

Documentation time: 89% agreed
that the system saved time.

Moderate

Greenbaum et al30 To determine the effect of a
domain-specific ontology and
machine learning-driven user
interfaces on the efficiency,
completeness, accuracy of
documentation of presenting

Original interface: Unstructured
free text entry of presenting
problems.

New interface:
(1) Unstructured free text entry

of presenting problems and

Study design: Mixed methods study;
pre-and postintervention design,
and a qualitative study

Sample: 1 hospital trauma center.
• Pre¼55 nurses; 56,186 patient vis-

its

Completeness:
Structured data capture (%

patients whose presenting
problems can be automati-
cally mapped to HaPPy)

Reviewer ratings of complete-
ness (rating 1-4).

Completeness:
Structured data capture: 26.2% (pre)

vs 97.2% (post), P<.0001.

Completeness rating:
3.35 (pre) vs 3.66 (post), P¼.0004

Moderate
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Table 2. (continued)

First author, year Tailored purpose of study User interfaces
Study design, sample data source and

location
Measures of data quality (DQ)

and usability Results Quality assessment

problems in the emergency
department (ED).

(2) Structured data entry
using the top 5 suggested pre-
senting problems (clicking)
and contextual autocomplete
(typing the first few letter)
that ranked concepts by the
predicted probability via
machine learning coded in
HierArchical Presenting
Problem ontologY (HaPPy)
from triage vital signs, demo-
graphics, and a brief triage
note.

• Development¼85 nurses; 144,077
visits

• Post¼ 53 nurses, 77,303 patient
visits

3 reviewers independently rated 150
random patient records (50 pre,
50 post, 50 during unscheduled
system downtime) on complete-
ness, precision, and overall quality
using a 4-point Likert Scale.

Theories/model: None

Data source: Medical-surgical data

Location: United States

Accuracy:
Reviewer ratings of precision

and quality (rating 1-4).

Keystrokes:
Number of keystrokes per pre-

senting problem.

Analytical approach: Support
vector machine; Fischer’s
exact test and t-test.

Accuracy
Precision rating:
3.59 (pre) vs 3.74 (post), P¼.0998.

Quality rating:
3.38 (pre) vs 3.72 (post), P¼.0002.

Keystrokes:
11.6 (pre) vs 0.6 (post), P<.0001.

Skyttberg et al34 To compare 3 documentation
platforms in emergency units
on vital sign (v/s) data
quality.

Original interface:
1) paper-based documentation,
2) mixed documentation (paper

data entry manually trans-
ferred into EHR),

3) direct documentation into
EHR

New interface: N/A

Study design: Descriptive study

Sample: v/s data from 335,027 emer-
gency care visits of patients >18y/
o in 2013 at 5 hospitals

1) Paper-based:
Hospital 1¼59,679
Hospital 2¼62,764
2) Mixed:
Hospital 3¼59,900
3) Electronic:
Hospital 4¼78,991
Hospital 5¼73,693

Theories/model: Weiskopf & Wang
data quality assessment frame-
work

Data source: Medical-Surgical data

Location: Sweden

Completeness:
%v/s in EHR

Correctness/accuracy: Plausibil-
ity and concordance as a
proxy

Currency:
timeliness of v/s documentation

into EHR (relative to patient
arrival)

Analytical approach: Descriptive
analysis.

Completeness:
1) Paper-based
• Hospital 1¼2%
• Hospital 2¼1%
2) Mixed
• Hospital 3¼95%
3) Electronic
• Hospital 4¼71%
• Hospital 5¼62%

Correctness/accuracy:
High for all 3 systems.

Currency:
1) Paper-based: Low
2) Mixed: Low
3) Electronic: Medium

Low

Urchek et al31 To compare completeness and
accuracy of templated versus
nontemplated documentation
tool for entering clinical
examinations of pediatric
supracondylar fractures.

Original interface: Nontem-
plated form for documenta-
tion.

New interface: Templated form
for structured entry of clinical
examination notes.

Study design: Retrospective Chart
Review

Sample: 119 children (1-15 y/o; 42
templated vs 77 nontemplated)
with supracondylar fractures at 1
pediatric hospital

Theories/model: None

Data source: Orthopedic data

Location: United States

Completeness: % Patients with
complete history and physical
(H&P) documentation.

Accuracy: % Accurate documen-
tation of nerve palsies (com-
parison with attending’s
notes).

Analytical approach: Percen-
tages, chi-square test of
homogeneity

Completeness: 67% (templated) vs
10% (nontemplated), P<.001.

Accuracy: 84% (templated) vs 93%
(nontemplated), P¼ .16

Moderate

Yang et al32 To examine how the goals of
home care nurses affect their
EHR documentation
strategies.

Original interface: Laptop-based
commercial EHR with vary-
ing interface controls.

Study design: Qualitative study

Sample: A convenience sample of
1 rural home health agency.

Completeness: Reason and
action taken to complete
entry at patient home or a
later time.

Completeness: Nurses start documen-
tation at the patient’s home and
have to complete/modify the entry
later because EHR entry screen

Low
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Table 2. (continued)

First author, year Tailored purpose of study User interfaces
Study design, sample data source and

location
Measures of data quality (DQ)

and usability Results Quality assessment

New interface: N/A
10 home care patients.
5 white female registered nurses,

25-47 y/o.

Theory/model: Usability engineering
perspective for analysis

Data source: Care plan data

Location: Pennsylvania, United States

Accuracy: Perceptions of correct
information based on goals
impacting documentation
strategies.

Currency: Reduced time: reason
for completing documenta-
tion at a later time.

Analytical approach: Thematic
analysis

allows it.

Accuracy: 1 nurse was concerned
because they sometimes click
wrong button. 1 saves incomplete
text in entry screen for later com-
pletion.

Currency: To reduce time, 2 nurses
completed their data entry later to
reduce time spent at patient visit
and to avoid infection.

Jensen and Bossen35 To examine the use and reasons
for use and nonuse of the
overview interface in EHR.

Original interface:
An overview screen display of

patient information summa-
rizing integrated patient
information from diverse
sources in the EHR.

New interface: N/A

Study design: Ethnographic studies

Sample: 380 departments from 5 hos-
pitals

Snowball sample of 6 Physicians (3
users and 3 nonusers) from 5 dif-
ferent departments by information
technology (IT) staff.

8 physicians (5 users and 3 nonusers)
from 4 departments with most
uses (2 anesthesiologic and 2 out-
patient) by head of departments

Theories/model: Narrative theory
and distribution cognition

Data source: Clinicians and IT staff
data

Location: Denmark

Completeness: Perception of the
completeness for use/nonuse
of patient summary data.

Accuracy: Perception on the
trustworthiness for use/non-
use of patient summary data.

Currency: Perceptions on the
chronological coherence of
data

No direct measure of DQ, but
addressed the following:

Use: # interface uses per day for
a department

Analytical approach: Thematic
analysis; counts, and
percentages

Completeness: Lack of trust of com-
pleteness was a reason for nonuse
of patient summary data.

Accuracy: Lack of trust in accuracy
of information was a reason for
nonuse.

Currency: Concerns about the chro-
nological coherence of data.

Reason for use
Clinical work largely standardized,

less distributed, less complex.

Use:
�1/day (65%)
2-3/day (14%)
�3/day (21%)

Low

Hua and Gong39 To explore text prediction tech-
niques that enhance quality
and efficient data entry

Original interface: Two
interfaces:

Control:
Structured data entry via multi-

ple choice questions and
unstructured data via free
text and comment fields with
no text prediction capability.

New interface: Treatment—
Cueing list as added feature
to structured data entry via
multiple choice questions and
unstructured data via free
text and cueing list and auto-
suggestion as added features
to comment fields.

Study design: Randomized control
trial

Sample:
52 nurses
Control: 25 nurses
Treatment: 27 nurses
260 reports of patients’ falls for 5

case scenarios

Usability: 52 surveys (5-point rating)

Theory/model: None

Data source: Patients falls data

Location: China

Completeness: Counts of verified
narrative text and missing
information in comments
field.

Accuracy: Percentage of
structured entry accuracy

Usability: Nielsen’s Attitudes of
Usability—measured learn-
ability, efficiency, memory,
satisfaction

Keystrokes: Number of mouse
clicks and keystrokes

Analytical approach: Descriptive
and regression analysis

Completeness: Control vs Treatment
group

Narrative (free text):
3.8 6 2.3 vs 5.1 6 2.4, P¼ .000

Comments field: 20/125(16.0%) vs 2/
135(1.5%), P¼ .000

Accuracy: Control vs Treatment
group

79.4 6 10.1% vs 83.2 6 11.0%,
P¼ .000

Usability
Control vs Treatment group
Learnability
4.0 6 0.3 vs 4.1 6 0.5, P¼ .545
Efficiency
4.1 6 0.4 vs 4.3 6 0.6, P¼ .386
Memory
3.5 6 0.5 vs 3.8 6 0.5, P¼ .099
Satisfaction
3.8 6 0.4 vs 3.9 6 0.5, P¼ .458
Keystroke
173.2 6 117.0 vs 89.48 6 9.4,

P¼ .000
Mouse clicks
13.3 6 2.1 vs 17.2 6 3.7, P¼ .000

High
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Table 2. (continued)

First author, year Tailored purpose of study User interfaces
Study design, sample data source and

location
Measures of data quality (DQ)

and usability Results Quality assessment

Kaka et al33 To compare data collection plat-
forms (paper and electronic)
developed to improve data
entry and data quality

Original interface: Paper

New interface: electronic: Forms
with entry field that requires
saving data before navigating
to next page and highlights
missing fields before submit-
ting forms

Study design: Experimental study
(random assignment)

Sample: 106 patients (53 each for
paper and electronic)

Physicians
Paper: 44
Electronic: 48

Theory/model: None

Data source: Psoriasis and psoriatic
arthritis patients

Location: Canada

Completeness: Measured mean
of incomplete physician
entries of all patient data.

Documentation: Average time
taken to enter data and
patient-physician encounter
time.

Analytical approach: Descriptive
analysis: mean (SD), and t-
test for comparison of the
means of 2 samples.

Completeness:
Paper vs Electronic
3.34 6 3.24 vs 2.19 6 2.32

Documentation time:
Data entry time:
14.2 6 7.69 vs 16.14 6 6.48, P¼ .20

Patient-physician encounter (paper vs
electronic):

46.5 6 15.9 vs 37.2 6 10.5,
P¼ .0035

Moderate

Kostopoulou et al36 To compare the data complete-
ness and correctness in con-
sultations entry software with
and without a clinical deci-
sion support system (CDSS).

Original interface: Text search
feature with no predictive
capability for finding clinical
data elements.

New interface:
Ontology-driven predictive text

capabilities and drop-down
menu for suggested list of
symptoms associated with
diagnoses.

Study design: Within-participant
study

Sample: 34 general practitioners
12 patients
With CDSS—6 patients
Without CDSS—6 patients
Hypothesis 1: More data items to be

documented system with CDSS
than one without CDSS.

Hypothesis 2: Entry software with
CDSS contains a lower proportion
of diagnosis-related data items
than system without CDSS.

Theory/model: None

Data source: Clinical consultation
data

Location: United Kingdom

Completeness: Measured the
means of documentation cap-
tured and incidence rate ratio
between the entry software
with CDSS and one without
CDSS.

Correctness: Measured the
means of unrelated (biased)
entries and proportion of
diagnosis-related data in
entry software with CDSS
and one without CDSS.

Analytical approach: Descriptive
analysis; Regression analysis;
Wilcoxon matched-pairs
signed-ranks; and sign tests.

Completeness: Without CDSS
All data (codes and free text)—

12.15 6 4.00
Codes—2.15 6 2.53
Free text—10.00 6 4.24
Diagnosis-related data—8.40 6 2.86
With CDSS
All data (codes and free text)—

15.73 6 5.22
Codes—12.39 6 5.33
Free text—3.34 6 3.03
Diagnosis-related data—9.60 6 3.36
Hypothesis 1
Overall—1.29 [1.18, 1.42] P< .001.
Coded—5.76 [4.31, 7.70], P< .001
Free text—0.32 [0.27, 0.40],

P< .001

Correctness:
Without CDSS
All data (codes and free text)—

0.71 6 0.17
Codes—0.78 6 0.33
Free text—0.72 6 0.21
With CDSS
All data (codes and free text)—

0.63 6 0.17
Codes—0.65 6 0.19
Free text—0.54 6 0.37
Hypothesis 2
Overall: �0.08 [�0.11 to �0.05],

P<.001).
Codes: �0.13 [�0.19 to �0.08],

P< .001.
Free text: �0.18 [�0.24 to �0.12]

P< .001

Moderate
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Table 2. (continued)

First author, year Tailored purpose of study User interfaces
Study design, sample data source and

location
Measures of data quality (DQ)

and usability Results Quality assessment

Kuru et al37 To validate the quality data col-
lection in SISDS method,
based on user acceptability
and performance of SISDS
compared to the existing
approaches.

Original interface: Transcrip-
tionist oriented approach

New interface: Free text data
entry field designed with
inline editing for making
changes to contents on entry
screens while user is still
entering data without tog-
gling between edit and read
view.

Study design: Descriptive study
design and pretest and posttest
design

Sample: Transcriptionist oriented
approach versus SISDS Methods

8 radiologists examined each method
16 cases
3 significant cases diagnosed by ICD

codes
K21.9¼250 instances
K44.9¼126 instances
K22.4¼116 instances
Acceptance and usability
16 criteria survey questions to 20

physicians and clinicians

Theory/model: None

Data source: Esophagus data

Location: Turkey

Accuracy: % difference of cor-
rectly diagnosed cases by
radiologists in SISDS method
and transcriptionist approach

Acceptability: Measured radiol-
ogists and clinicians’ satisfac-
tion from survey

Analytical approach: Descriptive
analysis

Accuracy
Transcriptionist oriented approach
7 cases of K22.4: correctly diag-

nosed.
Success rate¼43.75% (7/16)
SISDS Method
13 cases of K22.4 correctly diag-

nosed
Success rate¼81.25% (13/16)

Acceptability: SISDS rated 25 out of
32; high satisfaction compared to
other reporting approach

Moderate

2
4

8
J
o
u
rn
a
l
o
f
th
e
A
m
e
ric

a
n
M
e
d
ic
a
l
In
fo
rm

a
tic

s
A
s
s
o
c
ia
tio

n
,
2
0
2
4
,
V
o
l.
3
1
,
N
o
.
1



Mandatory data capture aids
This feature requires users to complete data fields before
being allowed to move to the next task. Two studies reported
the use of mandatory fields. In 1,38 the feature was used to
capture important anesthesia details. Completeness after 12
months was at 99.6% with correctness measured through
concordance with significant associations (P<.0001) between
age and tracheal tube, laryngoscope, and catheter sizes. In the
second study, as an alternative to paper entry, clinicians were
provided an electronic tablet to enter key information on
patients with psoriatic arthritis that disallowed submission
until all highlighted fields were completed. The authors
reported improvement in completeness while increasing docu-
mentation time.

Nonmandatory data capture aids (checklists and templates)
This category included 2 studies comparing free text data cap-
ture to data entered using a checklist29 or template.31 Check-
lists and templates of data items are typically evidence based
and set-up as memory aids to remind users to adequately
characterize, deliver, and document appropriate care. In 1
study,29 researchers sought solutions to reduce missing vac-
cine doses in a multistep immunization data entry process.29

By switching to a single-point data entry system with selec-
tions from predefined standardized vaccine information lists,
they improved the completeness and correctness by reducing
missing doses from 37.3% to 0%.29

A second study addressed completeness of pediatric ortho-
pedics data by replacing nontemplate (unstructured) forms
with template forms for structured documentation of clinical
examination.31 After implementing template forms, the com-
pleteness of patient history and physical documentation rose
from 10% to 67% (P< .001). No significant difference was
found between the proportions of accurate documentation of
nerve palsies (assessed through comparison with attending’s
notes) in the template form (84%) versus the nontemplate
forms (93%) (P¼ .16).31

Automated algorithmic data capture aids
There were 4 studies in this category representing different
purposes and varying degrees of complexity in the type of
model or algorithms used to support DQ. Three studies
focused on capturing structured data30,36,39 with one39 also
including unstructured data capture. One used a nationally
recognized standardized terminology by mapping data to a
domain-specific ontology.30 In these studies, predictive algo-
rithms that generated auto-suggestions were used to enhance
the completeness and accuracy of patient data entered: for
falls,39 presenting problems,30 and symptoms and diagno-
ses.36 Completeness was significantly higher in the Hua and
Gong39 study on unstructured falls data (34%, P ¼ .000) in
the treatment (auto-suggestions) versus control group (no
auto-suggestions). Significant differences in completeness of
structured data capture were found for the treatment groups
who received auto-suggestions for problems in the Green-
baum et al30 study (P <.0001) and for problems and symp-
toms in the Kostopoulou et al36 study (P< .001) versus the
groups receiving none. Correctness was also examined in all 3
studies.30,36,39 In the falls study, the treatment group (cueing
lists) had significantly higher correct structured data capture
(3.8%, P¼ .000)39 compared to those receiving no cueing
lists. In the study on symptoms and diagnosis, the treatment

group had significantly higher correctness (P< .001)36 than
the control group measured as amount of unrelated diagnoses
data entry. In the presenting problems study no significant dif-
ferences, as measured by user perceptions, were found
between the treatment and control groups.30

In the fourth study, Kuru et al37 examined the reporting of
esophagus related data by radiologist. For the treatment
group, in-line editing based on the Structured, Interactive,
Standardized, and Decision Supporting Method (SISDS)
developed model and algorithm, was provided to enhance the
correctness of data captured.37 A success rate of 81.25% in
capture of correct diagnosis was achieved with the SISDS
group compared to 43.75% for the transcriptionist control
group.37

Other ways to relate UI features and DQ
There were 3 studies in this category, all examining complete-
ness, correctness, and currency.32,34,35 In 1 study, 3 vital sign
data entry formats were compared across 5 institutions.34

The other 2 are qualitative studies; one assessed DQ of first
home visit documentation in 1 EHR;32 and the second exam-
ined physician perceptions of DQ of content in an EHR over-
lay screen.35

In the first study, Skyttberg et al34 compared DQ of 3 dif-
ferent formats; paper-based, mixed (paper transferred to elec-
tronic), and electronic of vital signs of data entry from 5
emergency rooms. The percentage of vital signs captured
(completeness) was highest in the mixed (M) documentation
format (95%), followed by electronic (E) data entry (62%-
71%), and finally paper-based (P) entry (1%-2%).34 Correct-
ness was measured as concordance with vital sign norms and
found to be high across all 3 formats. Currency was measured
as the time between admission to EHR and entry of vital signs
into the record (with “15” was the desired benchmark).34

Paper-based and mixed had low currency and the electronic
format had medium currency.34

The 2 qualitative studies in the review focused on nurses32

and physicians35 perceptions about UI features that influence
DQ. In the Yang et al32 study, home care nurses from 1
agency were queried about their reasons for delaying full doc-
umentation of a patient’s first home visit until a later time and
place away from the patient. The nurses indicated that docu-
mentation requirements and system design prevented com-
plete data entry at the point of care (compromised currency).
Work arounds were created and used as memory aids (eg,
entering some key data into EHR and creating written notes)
for the purpose of ensuring completeness and correctness at
the time of delayed data entry.32

In the second qualitative study Jensen et al,35 conducted
ethnographic research with a small sample of physicians from
5 hospitals to examine reasons for use and nonuse of the UI
overlay screen. The overlay was originally designed to provide
a comprehensive view of patient’s key data points extracted
from various parts of the EHR. The study was motivated by
learning that there were a surprisingly low percentage of
users. The findings indicated the need to consider the com-
plexity of the patient population and physician specialty
when designing UI features intended to deliver high-quality
data. Some found the overlay sufficiently complete, correct,
and current. Other physicians found the data incomplete,
inaccurate, and lacking in chronological coherence resulting
in the lack of trust and nonuse of the overlay.35
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Quality appraisal of studies

Quality Scores ranged from 4 to 16 (total possible¼ 20), with one
of the studies ranking at high quality,39 7 at moderate29–31,33,36–38

quality and 3 studies at low32,34,35 quality (Table 3).

Discussion

Given the growing emphasis on secondary uses of EHR data
(eg, primary data compiled into multidimensional reports,
CDS, research etc.) and availability of powerful analytical
tools and methods (eg, artificial intelligence), it is crucial to
ensure high quality of the data entered into the EHR. As
noted, this integrative review of 11 studies represented a wide
range of study designs, rigor, UI features, data types involved,
and measures of DQ. The designs of the 11 studies varied
from descriptive qualitative studies to 1 RCT with the major-
ity involving comparative designs. Clinician sample sizes
across the studies were small with the data source being
unique to each study. Measures used to assess DQ were
diverse, making clear comparisons across studies difficult.
Limited sample sizes and varying quality of evidence hinder
our ability to make inferences about the relationship between
particular UI features and quality of data. To ensure robust
findings that are generalizable, future research should empha-
size randomized controlled trials with powered samples to
investigate the impact of EHR UI features on DQ. There are
nonetheless a number of important findings about DQ and
the relationship between UI features and DQ that can be
drawn from this review.

As noted, the reviewed studies examined DQ measures con-
sistent with the core set of correctness, completeness, and cur-
rency identified in the literature.6,7 However, authors in our
review used a variety of measures to assess these categories in
order to accommodate the diverse data sources. Several
researchers also used indirect proxies as validation when
direct observation was not possible. For example, tube size
could be validated as correct by a second observer or by use
of concordant measures in which the documented tube size is
considered valid if it matches the range of sizes recommended
for the patient’s age.38 While it makes sense to tailor the
measures to the differing data sources, some standardization
of measures is necessary to enable comparisons across similar

datasets. This requires development or validation of standar-
dized measures with high precision while ensuring that the
context of data is adequately captured.

Currency, though recognized as a pivotal measure as indi-
cated in the literature,6,7 was assessed in only 3 of the 11 stud-
ies in this review.32,34,35 This suggests the potential lack of
robust interface (UI) features to ensure data currency. Knowl-
edge of the time or time period covered for the events entered
into the record is essential to sequencing events and evaluat-
ing impact on outcomes over time. Thus, systems should sup-
port its capture. As was reported, there is often a delay in
reporting information due to context factors (eg, need to give
comprehensive hands on care to multiple patients before
charting on them). Factors such as patient workload and
acuity also delay timely entry.41 One potential solution could
be to expand use of equipment at the point of care that auto-
matically collects and transfers data and the time of capture
to the EHR (eg, vital signs, cardiac rhythms, and intravenous
drips).41 Another is to use voice activated charting which
could allow the clinician to document key information into
the computer while caring for the patient.42 While automa-
tion might not suit all data types, we should strive to develop
approaches that enable instant quality data capture at the
point of care. These innovative UI features would also ensure
that data-driven clinical decision-making is based on the cur-
rent condition of the patient at the time of intervention.

Consistent with findings from a recent review on the prac-
tice of DQ evaluation, completeness and correctness were
commonly assessed.7 Of the 11 included studies in this
review, 10 studies assessed completeness and 10 assessed cor-
rectness with 9 evaluating both. As such, completeness and
correctness stood out as pivotal DQ measures. UI features
such as mandatory fields (forced data entry)33,38 and prede-
fined templates31 and picklists29 (limited set of responses to
check) were reported to be helpful in capturing complete and
correct data. However, these features frustrated some clini-
cians; the former increased documentation time,33 and the lat-
ter often did not contain the desired responses.29,31 The
interface overlay, a feature designed to present a valid general
summary (completeness, correctness, and currency) of the
patient’s circumstance to the clinician, was found to be very
helpful to some specialties and unacceptable to others.35 The

Table 3. Quality assessment result of 11 studies from the updated risk bias quality assessment tool.

First author Intervention/technical
systems

Usability Data quality Study design and findings Quality scorea

(n 5 20)
I.1 I.2 I.3 I.4 I.5 I.6 I.7 I.8 I.9 I.10

Hua and Gong39 2 2 2 2 1 1 2 2 1 1 16
Avidan and Weissman38 2 1 1 1 1 1 1 0 2 1 11
Adam et al29 2 1 1 1 0 1 1 1 2 1 11
Greenbaum et al30 2 0 0 1 1 1 2 1 1 1 10
Kostopoulou et al36 2 0 0 0 1 1 1 2 1 1 9
Kuru et al37 2 0 1 1 1 1 1 0 1 1 9
Kaka et al33 2 0 0 0 1 1 2 0 1 1 8
Urchek et al31 2 0 0 0 1 1 1 0 2 1 8
Skyttberg et al34 1 0 0 0 2 1 1 0 0 1 6
Yang et al32 2 0 0 0 1 1 1 0 1 0 6
Jensen and Bossen35 1 0 0 0 1 1 1 0 0 0 4

a Total score (n) ¼ 20; Quality score category: Low (0-7), Moderate (8-14), High (15-20). Note: Studies were scored based on the updated version of the
Risk Bias Quality Assessment Tool. I.1: Completeness of user interface design. I.2: usability evaluation. I.3: Quality of the usability tool used to evaluate user
interface. I.4: Rigor of sampling method/s involving users. I.5: Extent to which data quality was evaluated. I.6: Quality assessment tool used to evaluate data
quality. I.7: Rigor of data selection/extraction. I.8: Study included control group or pre-post measures. I.9: Rigor and clarity of data analyses. I.10:
Generalizability of results.
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finding reinforces the need to tailor DQ interface features to
the dataset and user characteristics.

The potential benefits of using structured and standardized
terminologies at the UI to support data correctness were high-
lighted in the included studies in this review. For example,
consistent use of the same measures, such as vital sign meas-
urements that are recorded in the exact same way, was found
to support easy interpretation and comparison of these data
within and across organizations.34 This avoids the need for
others who did not enter the data to standardize them for
multiple uses through mapping, a process that will naturally
compromise correctness. Use of nationally accepted standar-
dized terminologies at the UI also has the potential to enhance
correctness of data entered since responses sets for an element
are limited to terminologies that have been systematically
developed for the purpose. Such use further supports the abil-
ity to easily compare data with all others who utilize the same
standardized terminologies, a national goal for making health
data interoperable.43

Auto-suggestion and autocomplete were UI functionalities
that emerged as promising for enhancing data completeness
and correctness, especially when powered by predictive mod-
els and standardized terminologies. Greenbaum et al’s study
serves as evidence of the power of combining predictive algo-
rithms with nationally recognized terminologies. Thus, the
development and adoption of standardized data elements,
especially when combined with intuitive UI features, promise
significant enhancements in DQ measures and set the stage
for more rigorous data-driven methodologies in future
research.

It is important to underscore again, however, that UI fea-
tures and measurements of correctness and completeness will
depend on the data sources and the complexity of them. For
instance, in Kostopoulou et al36 study, the researchers added
fields for capturing details of the patient’s situation to elimi-
nate errors that occurred with an earlier version of an auto-
mated diagnoses selection aid. As a result, the team now uses
the amount of other details as a proxy for assessing correct-
ness of diagnosis. Another example is correctness being
assessed by user perceptions. An applicable example is clini-
cian perceptions about the correctness of their fellow clini-
cian’s data entry captured in the EHR.

In general, we believe that automated algorithmic data cap-
ture features that utilize standardized terminologies show the
most potential for improving data correctness30,36,37,39 and
completeness.30,36,39 This is because these features reduce the
need for recall while using data entered to predict and deliver
most likely responses for the data fields. Automated algorith-
mic aids including contextual autocomplete and auto-
suggestions are typically driven by predictive models that
enhance capture of clinical information within a single con-
text of use (eg, entry of a standardized patient chief com-
plaint, enhancing data entry of fall patients). These features
have commonalities with the robust adaptive UIs (AUIs) that
are gradually gaining traction in healthcare systems.44–47

AUIs are interactive systems designed to preserve usability of
UIs across various contexts of use (user, platforms, and envi-
ronment) based on adaptation rules.11,48 Similar to the auto-
mated algorithmic aids they also utilize algorithms and
datasets to enhance UI features for data entry. AUI features
are more sophisticated than those found in our studies
because they carefully consider variability in context of use.
These interfaces are expensive to develop because they include

multiple parameters such as cognitive complexity, behavioral
predictability, predictive accuracy, users’ autonomy to opt
out of adaptation rule, users environment, and interface ele-
ments that accommodate both novice and experts.11,48,49

Their UI features focus on ensuring a high degree of data cor-
rectness, speed of data capture.48,49 Thus, AUI could enhance
DQ in healthcare, especially when augmented with generative
artificial intelligence (AI) models such as Large Language
Models to analyze complex heterogeneous data, generate
auto-suggestions that could influence complete, correct, and
current data. Further research is needed to explore the rela-
tionship between AUIs and DQ.

In summary, the studies collectively provide preliminary
evidence of the crucial impact UI features can have on DQ.
There are features, such as automated algorithmic capture
aids, that have the potential to enhance completeness, and
correctness. However, little is known about their impact on
currency. This underdeveloped area is critical for clinical deci-
sion making, quality improvement, and research. Ultimately,
further research is required to understand impact of UI fea-
tures on DQ.

Limitations of the study

We identified several limitations of this review. First, we
might have missed identifying important research studies in
the 5 databases searched due to the unique features involved
in completing advanced searches (eg, variations in registered
terminologies such as Medical Subject Headings [MESH] and
keywords). The permutation of keywords to create search
strings may have also introduced some bias and resulted in
the omission of relevant publications. Finally, we may have
failed to identify all of the appropriate terms that characterize
this area of science, also causing us to potentially miss appli-
cable published studies.

A second limitation was the use of an untested tool for our
risk assessment. When no appropriate tool was found, the
Kmet et al28 tool was modified to help rate study facets per-
taining to this review. A third limitation was the difficulty we
encountered in synthesizing the study findings due to the wide
variations in quality and content of the 11 studies. As a result,
we may have inadvertently missed important points. To
address this issue, we worked hard to make all tables clean
and concise and included Table 4 to simply illustrate
important study points.

Conclusion

In summary, we have identified key features and elements
ranging from simple to complex automated data capture aids,
that support the capture of high-quality EHR data relevant
for purposes such as making care decisions, using predictive
modeling to generate care suggestions, health care research.
However, this area of research is underdeveloped, and gaps
exist in the relationship between UI features and DQ. There-
fore, we encourage researchers to identify ways the tools and
research strategies uncovered in this review can be used to
ensure one’s EHR dataset of interest (eg, care planning data,
diversity inclusion and equity data, emergency room visits,
epidemiological data) is capturing complete, correct, and cur-
rent data. We believe a clear priority for future work is to
carefully examine and validate ways UI features can be

Journal of the American Medical Informatics Association, 2024, Vol. 31, No. 1 251



Table 4. Summary of studies report on user interface features and data quality.

Datasets and authors Interface feature/s examined
(upgraded feature, compared

screens)

Completeness Correctness Currency Results

Studies on mandatory data capture aids
Anesthesia details such as

drugs, patient birthdates,
sizes of catheter, blades,
tubes.

Avidan and Weissman38

AIMS system with context
sensitive mandatory data
entry field that enforces
complete data and saving of
entry before proceeding to
next task

X X 12 months of AIMS use
resulted in complete data in
99.6%/12,290 anesthesia
records; concordance:
significant associations
(P<.0001) between age and:
tracheal tube size,
laryngoscopy blades; IV
catheters

Psoriasis and psoriatic arthri-
tis patients’ data captured
by physicians.

Kaka et al33

Paper entry vs Mandatory entry
field highlighted missing data
requiring field completion
before submitting

X Improvement in completeness
of psoriatic patient data
captured electronically via
the mandatory field but
increased documentation
time

Studies on nonmandatory capture aids
Immunization record
containing doses of
vaccines, schedule of vaccine
administration.

Adam et al29

Complicated human data entry
process vs Predefined
immunization list organized
for user to select without
having to type or handwrite

X X Improvement in completion
and correctness as measured
by a reduction in missed and
incorrectly scheduled vaccine
doses; documentation time
was reduced, and user
satisfaction was improved

Documentation of
supracondylar fracture in
children.

Urchek et al31

Unstructured nontemplate
forms vs templates with
nonmandatory entry field for
structured entry of the
children’s information

X X Improvement in completeness
in templates over
nontemplates (P<.001);
difference in correctness
(accuracy) not significant
(P¼.16)

Studies on automated algorithmic data capture aids
Capture of presenting prob-

lems with structured terms
in information system.

Greenbaum et al30

Unstructured text entry vs
Using a predictive model and
autocomplete to support
capture of problems as
structured/coded data

X X Improvement in completeness
of capture of problems as
structured/coded data from
26% problem to 98%
(P<.0001), perceived: (a)
completeness (P¼ .0004), (b)
correctness (precision) not
significant, (c) decrease in
keystrokes (P<.0001)

Patients falls report docu-
mented by nurses.

Hua and Gong39

Structured and unstructured
interface without text
prediction vs Cueing list and
auto-suggestions with
predictive capability to
enhance structured and
unstructured data entry

X X Improvement in treatment over
control narrative
completeness 34% higher
(P¼.0000) and structured
data correctness 3.8% higher
(accuracy) (P¼.0000);
difference in usability not
significant

Clinical consultation data
captured by physicians.
Kostopoulou et al36

Text search feature with no
predictive capability vs
Clinical decision support
system (CDSS) with
ontology-driven interface
with text prediction
capabilities and drop-down
menu that suggests list of
symptoms associated with
diagnoses

X X CDSS improved completeness
of coded P< .001 and less
free text P< .001). Accuracy
significantly improved as
measured by increase in
unrelated text entries
(unbiased) being present
P< .001)

Patient esophagus-related
data reported by radiolog-
ists.

Kuru et al37

SISDS algorithm for report
generation with in-line
editing of free text data that
shows revised results without
toggling to different screens
compared to transcriptionist

X Improvement in correctness of
diagnosis: SISDS 81.25%
compared to transcriptionist
method 43.75% for the
transcriptionist-oriented
system and high user
satisfaction

(continued)
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adapted to meet user’s needs while ensuring the efficient cap-
ture of complete, correct, and current data.
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