
Timing Estimation and Limits in TOF-PET Detectors Producing 
Prompt Photons

Francis Loignon-Houle,
Sherbrooke Molecular Imaging Center of CRCHUS and with the Department of Nuclear Medicine 
and Radiobiology, Université de Sherbrooke, Sherbrooke, QC J1H 5N4, Canada, currently with 
Instituto de Instrumentación para Imagen Molecular, Centro Mixto CSIC-Universitat Politècnica de 
València, 46022 Valencia, Spain

Maxime Toussaint,
Sherbrooke Molecular Imaging Center of CRCHUS and with the Department of Nuclear Medicine 
and Radiobiology, Université de Sherbrooke, Sherbrooke, QC J1H 5N4, Canada

Émilie Bertrand,
CRCHUS and with the Department of Mathematics, Université de Sherbrooke, Sherbrooke, QC 
J1H 5N4, Canada

Félix Camirand Lemyre,
CRCHUS and with the Department of Mathematics, Université de Sherbrooke, Sherbrooke, QC 
J1H 5N4, Canada

Roger Lecomte [Life Senior Member, IEEE]
Sherbrooke Molecular Imaging Center of CRCHUS and with the Department of Nuclear Medicine 
and Radiobiology, Université de Sherbrooke, Sherbrooke, QC J1H 5N4, Canada, and also with 
IR&T Inc., Sherbrooke, QC, Canada

Abstract

The production of prompt photons providing high photon time densities is a promising avenue 

to reach ultrahigh coincidence time resolution (CTR) in time-of-flight PET. Detectors producing 

prompt photons are receiving high interest experimentally, ignited by past exploratory theoretical 

studies that have anchored some guiding principles. Here, we aim to consolidate and extend the 

foundations for the analytical modeling of prompt generating detectors. We extend the current 

models to a larger range of prompt emission kinetics where more stringent requirements on the 

prompt photon yield rapidly emerge as a limiting factor. Lower bound and estimator evaluations 

are investigated with different underlying models, notably by merging or keeping separate the 

prompt and scintillation photon populations. We further show the potential benefits of knowing 

the proportion of prompt photons within a detection set to improve the CTR by mitigating 

the detrimental effect of population (prompt vs scintillation) mixing. Taking into account the 

fluctuations on the average number of detected prompt photons in the model reveals a limited 

influence when prompt photons are accompanied by fast scintillation (e.g., LSO:Ce:Ca) but 

a more significant effect when accompanied by slower scintillation (e.g., BGO). Establishing 
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performance characteristics and limitations of prompt generating detectors is paramount to 

gauging and targeting the best possible timing capabilities they can offer.
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I. Introduction

Precise time-of-flight (TOF) information in positron emission tomography (PET) brings an 

effective noise reduction in the images, the potential for shorter acquisition time or lower 

injected dose, and the ability to follow a radiotracer for a longer time [1]–[3]. These benefits 

rely on TOF-PET detectors able to provide excellent coincidence time resolution (CTR) to 

spatially restrict the position of the annihilation along the coincident line-of-response. Next-

generation detectors for ultra-fast TOF in PET might need to diverge from conventional 

scintillators, especially in order to reach the ambitious goal of 10 ps CTR full width at half 

maximum (FWHM) [3], [4]. Advances in low-jitter photosensors and readout electronics 

[5]–[9] must be accompanied by efforts earlier in the detection chain to gain a faster and 

more efficient signal emission. The time jitter from the readout of scintillators depends on 

their rise time τr, decay time τd and number of detected scintillation photons N, which can 

be used to estimate the initial photon time density and CTR ∝ τrτd/N [10]. Reaching 10 ps 

CTR with the photon time density of conventional scintillators would be elusive, triggering a 

demand for a prompter signal emission.

Ultrafast processes are explored by many groups to generate so-called prompt photons 

having a production time that can be orders of magnitude faster than photons emitted 

through conventional scintillation processes [11]. A definition of prompt photons might be 

made with a relation to the single photon time resolution (SPTR) of the photosensor and the 

light transport jitter, namely that an emission profile shorter than these time smearing effects 

can be considered as prompt. Herein, we more loosely define that a prompt (or semi-prompt) 

emission has a decay time <1 ns, the approximate fundamental limit for scintillators dictated 

by the oscillator strength of a fully allowed radiative transition [12].

Plastic scintillators have decay time constants close to 1 ns, enabling fast timing [13]. They 

have been joined with denser scintillators in structures allowing energy sharing to provide 

both fast emission and adequate stopping power [14]–[16].

Another promising detection approach relies on Cherenkov radiation, emitted almost 

instantaneously and forming a narrow emission peak (analogous to a Dirac delta function) 

[17]. Cherenkov photons are at the core of numerous detector concepts [18]–[23]. 

Photodetectors with enhanced detection efficiency matching the Cherenkov emission 

sparked renewed interest in bismuth germanate (BGO). Recent works have classified BGO 

signals according to their rising shape, modulated by the fluctuating detection of Cherenkov 

photons, to segregate the different time resolution categories resulting from the prompt 

Cherenkov emission and the slow scintillation emission [24]–[27]. The main limitation of 

Cherenkov-based detectors, however, is the relatively low yield at 511 keV.
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Other pre-scintillation phenomena created by the crystal band structure can occur [28]. Hot 

intraband luminescence is a low yield but fast emission process following the intraband 

transitions of electrons and holes during their thermalization [29]. Cross-luminescence, 

originating from transitions between core and valence bands, is another fast process 

occurring for instance in BaF2 that has a sub-nanosecond decay time component [30]–[32].

Prompt photons can also be generated by nanostructured materials having faster radiative 

recombination time compared to bulk scintillators. CdSe nanoplatelets are promising prompt 

photons generators with higher light yield than Cherenkov or intraband luminescence [33]. 

These nanoplatelets can be placed in proximity of dense materials that stop the annihilation 

radiation and enable an energy transfer since they alone have a low stopping power [34]. 

Perovskite nanoscintillators have also shown fast light emission dynamics [35], [36].

While the production of prompt photons is attracting great interest in experimental research, 

there is still limited theoretical background dedicated to model prompt generating processes 

and their influence on CTR. Photon counting statistics in scintillators have extensive 

theoretical foundations [37]–[39]. The work of Seifert et al. [40] was pivotal for the 

theoretical description of the timing resolution of scintillation detectors in establishing a key 

formalism based on order statistics and Cramér-Rao lower bound (CRLB), concepts then 

applied in subsequent works [41]–[43]. This analytical approach, with some simplifications 

of detector readouts, provides a fast and versatile framework to study a broad range of 

detector parameters, assess weak links in the detection chain and determine the relative 

performance or potential suboptimality of real-life timing estimators.

New questions emerge when two distinct photon populations (prompt and scintillation) 

form the signal. Past investigations based on Monte Carlo or analytical simulations of 

hypothetical detectors emitting prompt photons motivated their usage for fast timing [17], 

[44]–[47]. The goal of the present paper is to provide a more robust and extended theoretical 

basis on the limits in time resolution of detectors that produce both prompt and scintillation 

photons. We study the effects of the prompt photon emission rate and variability from 

production to detection. We assess the CRLB on CTR assuming two different photon 

emission modeling approaches (namely Joint and Split models, described below), then we 

compare timing estimators to the lower bounds. We also investigate the performance of 

aware or blind estimators which are able or unable to identify the number of prompt photons 

within a detection set, respectively. This analysis can help shedding light on the limitations 

and challenges of prompt generating detectors and provide guidelines towards ultimate time 

resolution in TOF-PET.

II. Methods

In the following, we detail the procedure to assess the lower bound on CTR and timing 

estimators. These concepts are well established in the literature, but we adapt them for 

detectors having both a prompt and a scintillation population of photons. We follow 

similar considerations as in [40]. Namely, we assume detectors able to provide digital 

timestamps (e.g., multi-channel digital SiPM) and we focus the modeling on the emission 

and photodetection jitter which are two main mechanisms affecting the CTR. Although 
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currently in development for future photon counting devices, such digital timestamping still 

is not fully possible in practice. However, as in [40], this assumption can be useful to 

study CTR limits and trends with the maximum possible information. We finally extend the 

model to allow CTR comparison with recent experimental results in the literature for BGO 

measured with fast analog SiPMs.

A. Signal probability density function

We consider the scintillation emission as a combination of I bi-exponential profiles each 

with probability Pe, i

pem,s t ∣ θ = ∑
i

I P e, i

τd, i − τr, i
e− t − θ

τd, i − e− t − θ
τr, i ∀t ≥ θ (1)

where τr, i and τd, i are respectively the rise and decay times of the process i and θ is the 

interaction time of the annihilation photon in the crystal. The emission probability density 

function (PDF) of the prompt photons pem, p t ∣ θ  is assumed as a Dirac delta function at θ or 

as a fast single bi-exponential profile in the form of Eq. (1). The photosensor time response 

is defined as a Gaussian profile with mean offset μdet and standard deviation given by the 

SPTR.

The scintillation and prompt signal PDFs −ps t ∣ θ  and pp t ∣ θ , respectively—are obtained 

from the convolution of their emission PDF with the photosensor Gaussian PDF. Photon 

transport spread was assumed negligible (small detector) to replicate the conditions used in 

[40] in order to study fundamental limits. Adding this transport in an analytical model 

complicates the timing error since a bias function needs to be included in the time 

estimation depending on the interaction position in the detector [48]–[50]. Realistic light 

transport efficiency (LTE) and photon detection efficiency (PDE) were set at 70% and 60%, 

respectively. A time step of 0.1 ps was used to model the PDFs.

1) Joint and Split models: In previous works in the literature, the approach to describe 

the total signal made of two populations of photons was the following. The scintillation 

and prompt signal PDFs introduced above are merged into a single PDF pps t ∣ θ  using a 

weighting from the relative number of photons of each population

pps(t ∣ θ) = M
M + N ⋅ pp(t ∣ θ) + N

M + N ⋅ ps(t ∣ θ) (2)

where M and N are the expected number of detected prompt photons and scintillation 

photons, respectively. Simulations using this merged PDF therefore requires drawing M + N
samples to obtain photon detection timestamps. This model will be referred to as the Joint 
model.

A new model proposed here keeps the prompt pp(t ∣ θ) and scintillation ps(t ∣ θ) PDFs 

separate. The PDFs underlying the two models are shown at the top of Fig. 1. Simulations 

using the second model requires drawing M samples from the prompt PDF and N samples 
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from the scintillation PDF. The motivation for introducing this model, which will be referred 

to as the Split model, is mainly twofold.

First, it correctly affects the number of samples to its physical origin by drawing photons 

from their source PDF, i.e., M photons from pp(t ∣ θ) and N photons from ps(t ∣ θ). Extracting 

M + N timestamps from the Joint model PDF pps(t ∣ θ) could statistically give events having 

more than M timestamps from the prompt time range, thus yielding more prompt photons 

than physically allowed. Conversely, a Joint model with a PDF built from the expected 

average M and N contains fixed information, which would, for example, overestimates the 

information available for events having zero detected prompt photons. Second, the Split 
model enables the inclusion of potential photon discrimination. It is thus possible to adopt 

dedicated estimation methods able to categorize events made from various numbers of 

detected prompt photons.

B. Fisher information and Cramér-Rao lower bound

Series of timestamps of (not necessarily ordered) detected prompt photons Tp = tp1, …, tpM

and scintillation photons TS = ts1, …, tsN  form an ensemble of all recorded photons 

T = Tp, T s , where we assume that Tp and T s are independent from each other and are 

respectively independent and identically distributed (iid). There could also be dependence 

between the prompt and scintillation populations of photons, an aspect discussed in Sec. 

IV-F. For the Split model introduced in Sec. II-A, which keeps separate the prompt and 

scintillation PDFs, the log-likelihood function is

l θ ∣ T = ∑
i = 1

M
ln pp tpi ∣ θ + ∑

j = 1

N
ln ps tsj ∣ θ . (3)

We define lp θ ∣ tp  as the log-likelihood function for one prompt photon and ls θ ∣ ts  for one 

scintillation photon. The Fisher information is then

ℐ(θ) = Eθ − ∂2

∂θ2 ∑
i = 1

M
lp θ ∣ tpi + ∑

j = 1

N
ls θ ∣ tsj (4)

=iid M ⋅ ℐp θ + N ⋅ ℐs θ (5)

where ℐp(θ) and ℐs(θ) are the Fisher information for one prompt photon and one scintillation 

photon, respectively. The standard form of the Fisher information, given by

ℐ(θ) =
−∞

∞ ∂
∂θ ln p(t ∣ θ)

2
p(t ∣ θ) dt, (6)

can be used to evaluate ℐp(θ) and ℐs(θ) by using pp(t ∣ θ) or ps(t ∣ θ). With the Joint model 

where a single PDF describes the signal, a single Fisher information ℐps(θ) is calculated 

using the merged PDF pps(t ∣ θ) (Eq. (2)).
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The Cramér-Rao bound establishes a lower bound on the variance of any unbiased estimator 

θ̂ of θ and is equal to the inverse of the Fisher information. The CRLB can be computed 

using the Split and Joint models as

CRLBSplit = 1
M ⋅ ℐp(θ) + N ⋅ ℐs(θ) (7)

CRLBJoint = 1
(M + N) ⋅ ℐps(θ) (8)

giving the minimal variance on θ̂ for a single detector. The lower bound on 

CTR for detectors in coincidence, converted to FWHM, is normally reported as 

CTR = 2.355 × CRLB(A) + CRLB(B) for detectors A and B. This conversion might be 

inadequate because of possible non-Gaussian timing distributions. However, throughout this 

paper, we report CTR values obtained from the standard deviation of the raw coincidence 

data σcoinc  multiplied by the 2.355 factor. This allows representing the true timing variance 

and easier interpretation in relation to conventional FWHM values of Gaussian coincidence 

timing.

The modeling distinction between the Split and Joint models is illustrated in Fig. 1. The 

order statistics PDFs differ between the two models and a sampling of the photons from 

these PDFs can give different outcomes. The Split model can correctly assign the number of 

samples to its source and lower bounds assessed with this model (Eq. (7)) therefore result 

from an estimation inherently aware of the photon nature, contrary to the Joint model where 

photon identity is ignored.

C. Adding fluctuations to the photon yields

The fluctuations on the number of detected photons are important to consider to correctly 

describe and model the CTR. The impact of coincidences with different numbers of prompt 

photons on CTR has already been shown prominent in BGO [24]. Fluctuations of the yield 

of (prompt) photons can be readily included in Monte Carlo simulations, for instance on 

the Cherenkov yield related to the photoelectron stochastic path [13], [51]. For analytical 

modeling, the authors of [40] have included the probability ℙ(N) of detecting N scintillation 

photons (derived from the energy resolution of the scintillator) in CRLB calculations, i.e., 

Var(θ̂) ≥ ∑N ℙ(N)/ N ⋅ ℐs(θ) . They found a minor impact of this variability since N is 

typically large. The lower yield of prompt photons could make their fluctuations more 

significant. The need to account for the prompt yield variability in analytical modeling was 

pointed out in [52].

We thus consider a detector where the number of detected prompt photons is subjected to 

fluctuations described by probability ℙ(M). Rewriting the CRLB of the Split model (Eq. (7)) 

with fluctuations for both photon populations gives

CRLBSplit =
M N

ℙ(M)ℙ(N)
M ⋅ ℐp(θ) + N ⋅ ℐs(θ) (9)
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assuming independence between the two populations. Because of the minor impact of 

fluctuations of the larger N, we kept it fixed in the present work to focus on the effect 

of ℙ(M) on CTR. Analytical results obtained with the Joint model in this work and in the 

literature assumed no explicit fluctuations. The number of photons modifies the Joint model 

PDF (Eq. (2)) and would require calculating the Fisher information for each possible M and 

N. Nonetheless, an indirect but interesting feature of the Joint model is a possible intrinsic 

photon yield variability. Indeed, the sampling of the merged PDF with M + N photons can 

induce an event-by-event variability on the number of timestamps extracted from the prompt 

time range. Still, it was not demonstrated whether this is an accurate modeling of prompt 

variability compared to a disjoint sampling of two PDFs with physics-based assumptions 

about fluctuations on the production and detection of the samples. We thus assess CTR 

values obtained with the Split model assuming fluctuations and compare them with the Joint 
model.

D. Timing estimators

Timing estimators in scintillation detectors have been proposed in the past with their 

performance compared to the CRLB [40], [42], [53]. An analysis combining both CRLB 

calculations and simulations makes it possible to evaluate the potential optimal performance 

of a detector as well as the requirements for estimators to reach this potential. A set 

of ordered timestamps T = t1, t2, …  is obtained from the detection of photons. A timing 

estimator based on a simple average was computed using these timestamps. We define q as 

the order of a timestamp in the set and Q as the maximum utilized order by an estimator, so 

q = 1, …, Q and Q = 1, …, 50 (we fix Q ≤ 50 in this work). The timing estimation is done with

θ Q = 1
Q ∑

q = 1

Q
tq (10)

with tq being the qth photon of T . A Gauss-Markov timing estimator [53] was also tested 

using the covariance matrix of all primary triggers with orders below Q. We now describe 

the creation of T  for the Joint and Split models.

1) Joint model estimators: With the Joint model, M + N samples were drawn from the 

merged PDF of Eq. (2), ordered in time, and the first 50 were kept to create a timestamp 

dataset defined as T (Joint). This process was repeated 20000 times for two detectors. For 

each event in a coincidence between the two detectors, T (Joint) was inserted in Eq. (10) and 

the time difference between the estimate in each detector was evaluated for each estimator 

order Q. The CTR was computed taking the standard deviation of the time difference 

distribution multiplied by 2.355. The best CTR among the estimator order was finally 

retained. This whole process, including the creation of the merged PDF, was then repeated 

for each M of interest.

2) Split model estimators: With the Split model, the prompt and scintillation photons 

were drawn independently from their respective PDFs. In contrast to the Joint model, the 

PDFs only need to be computed once as they do not change depending on M and N. The 
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process starts by fixing an average number of generated prompt photons Mgen. A range of 

probable generated prompt photons is then created assuming a Poisson distribution with 

parameter Mgen. With the light transfer efficiency and photon detection efficiency, the average 

number of detected prompt photons is given by LTE × PDE × Mgen. A binomial distribution 

with probability LTE × PDE is used to create a range of probable detected prompt photons. 

The probability ℙ(M) of detecting M prompt photons is thus obtained from the combination 

of these two processes, illustrated in Fig. 2. The model allows any choice of distribution to 

include the fluctuations, i.e., not limited to Poisson and binomial processes.

A dataset of Φ = 50 000 event pairs was partitioned using ℙ(M). Thus, the frequency of an 

event having m detected prompt photons in the dataset is Φ × ℙ(M = m). For each event and 

detector, a group of the first 50 time-ordered photons was made, i.e., Tgrouped
(Split) = sort Tp, T s

with Tp obtained by sampling the prompt PDF m times following the partitioning. Timing 

estimations were done for all events using Eq. (10) and coincidence times between two 

detectors were calculated. Shuffled events distributed along ℙ(M) generate coincidences 

formed from various M combinations, and the CTR is thus directly obtained from the 

variance (converted to FWHM) of the coincidence distribution. This estimation using a blind 
mix of the prompt and scintillation populations therefore does not retain any information 

about the nature (prompt vs scintillation) of the photons.

Another estimator, developed by assuming the ability to identify the photon nature, consisted 

of using an estimation aware of the number of detected prompt photons in each event, thus 

allowing an estimation adapted for each possible M. To do this, we kept separate each 

dataset of a given M (1000 events for each M) and the estimator order having the lowest 

variance is retained

QM = arg min
Q

Var θ̂(Q) ∣ M . (11)

Timing estimators might be biased depending on the difference in the number of detected 

prompt photons in coincident detectors, thus for each M, the mean time offset of the 

estimator was subtracted from the timing estimate

θ̂aware
(Split) = θ̂(QM) − Mean θ̂(QM) . (12)

This unbiasing is analogous to different depths of interaction (DOI) in ultrafast detectors 

inducing a time bias which can then be corrected from a DOI estimation [50]. The CTR is 

then obtained by a weighted sum of the variance for each possible combination of detected 

M, defined by ℙ(M) in both detectors, taking the square root and multiplying by 2.355.

From now on, timing estimation using a timestamp set without information on the number 

of detected prompt photons will be referred to as a blind estimation as opposed to an aware 
estimation when the information is assumed available, as illustrated at the bottom of Fig. 

2. For the Dirac delta prompt emission, the CTR was assessed as a function of the mean 

Loignon-Houle et al. Page 8

IEEE Trans Radiat Plasma Med Sci. Author manuscript; available in PMC 2024 September 01.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



number of detected prompt photons from 0 to 25. For the fast bi-exponential semi-prompt 

emission (rise and decay times of 10 ps and 500 ps, respectively), the CTR was assessed as 

a function of the photon time density (mean number of detected prompt photons divided by 

the product of the rise time and the decay time) from 0.001 to 0.1 photon/ps2. The choice 

of these semi-prompt emission parameters was inspired by existing materials having fast 

emission with decay components in the range of a few hundreds of picoseconds [34], [54]. 

The SPTR was chosen to either study the CTR with currently achievable SPTR performance 

(30 ps rms) or to study potential future performance (10 ps rms) while looking at the CTR 

improvement as a function of the number of prompt photons or prompt photon time density.

E. Comparison with CTR in the literature for BGO

We compared the CTR obtained with the simulation model to the experimentally measured 

CTR of BGO found in [25]. We used experimentally measured parameters (in [13]) of a 

2×2×3 mm3 BGO τr = 8 ps, τd = 46/365 ns (8%/92%)  and a FBK NUV-HD SiPM (SPTR=30 

ps rms) to compute the emission and detection PDFs. A dedicated photon transport spread 

(PTS) PDF for the Cherenkov and scintillation transport was obtained with GATE v9.0 [55] 

using the LUTDavis reflectance tables assuming polished crystal wrapped in Teflon [56]. 

The LTE for the scintillation and Cherenkov photons was set to 64% [13] and 30% [57], 

respectively, while the PDE was set to 47% and 39% [13]. Timestamps were extracted from 

the Split model PDFs and fluctuations on the prompt yield (17 generated Cherenkov photons 

on average with 30% amplitude Gaussian fluctuations [13]) were included as detailed in Sec. 

II-D. The dataset was thus formed with events distributed following the DOI and Cherenkov 

yield probabilities. Optical crosstalk in the SiPM, which has been shown to be less important 

for the CTR compared to other factors [13], [58], was not included in this simulation. A 

single photon avalanche diode (SPAD) signal was modeled using a measured average of 

many single dark count events aligned on their maximum slew rate in a high-frequency 

readout setup, the same as the one used in [13]. A signal pile-up of SPAD signals starting at 

the simulated timestamps was done to emulate an analog SiPM signal. We then extracted the 

crossing times at a leading edge threshold of 10mV, performed coincidences and evaluated 

the CTR FWHM and FWTM to compare with the values in [25].

III. Results

A. Prompt emission rate and fluctuations

The CRLB on CTR of the Split model as a function of the prompt emission decay time 

for various prompt yields, with or without fluctuations, is shown in Fig. 3. We remind 

that using the CRLB formalism with the Split model gives CTR values resulting from an 

aware estimation (see Sec. II-B). The scintillation component was defined either with slow 

decay time and low light yield (e.g., BGO-like) or fast decay time and high light yield (e.g., 

LSO:Ce:Ca-like). In all cases, the CTR rapidly degrades when the prompt emission decay 

time increases. Assuming a prompt emission as a pure delta peak is a special case enabling 

ultrahigh time resolution, but CTR predictions should consider prompt emission kinetics. A 

higher prompt photon yield however relaxes the need of having a faster prompt emission. 

The added fluctuations have a stronger impact in the detector with slower scintillation 

when the average number of prompt photons is low. When a detection set contains events 
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with zero detected prompt photon, the scintillation can become highly critical for CTR as 

also seen experimentally with BGO [24]. Increasing the average prompt yield mitigates the 

negative effect of fluctuations. In the detector with faster scintillation, the prompt photon 

fluctuations have a negligible impact on the CTR since the scintillation itself provides 

high photon time density. CTR predictions considering a fixed average prompt yield would 

therefore appear reliable when fast scintillation is available.

B. Lower bounds on CTR and estimators

The CRLB on CTR and the CTR of blind and aware estimators (average estimation, see 

Sec. II-D) using the Joint and Split models are shown in Fig. 4a for a Dirac delta prompt 

emission. The cases of prompt photons accompanied either by a slow or a fast scintillation 

population are shown. Fast scintillation, unlike slow scintillation, can prevent the strong 

CTR degradation at lower prompt yield, as previously observed in Fig. 3. The CTR of the 

Gauss-Markov estimator was also evaluated and gave similar trends. With slow scintillation 

(top plot), the CRLB-Joint appears to predict overoptimistic CTR values at the lower prompt 

yield, which almost match the CRLB-Split predictions when neglecting fluctuations. This 

is suggesting that the impact of fluctuations on the CRLB are not described adequately 

by the Joint model for this detector type. With fast scintillation (bottom plot), the aware 
estimator matches the CRLB-Split, showing its advantage against the blind estimator. The 

Joint model appears as a good surrogate for a blind estimation since Split-blind and Joint 
estimators yield almost identical performance. Sampling a single merged PDF with the total 

number of photons seems analogous as sampling independently the PDFs with fluctuations 

and merging blindly the samples.

The same curves are shown in Fig. 4b, this time for a semi-prompt emission. The CTR 

is plotted as a function of the photon time density and was computed by varying the 

number of prompt photons between 5 and 500, giving photon time densities spanning from 

0.001 to 0.1 photon/ps2 (10 ps rise time and 500 ps decay time). The same photon density 

range calculated with other values of decay time and prompt yield gave the same CTR, 

as long as the decay time is sufficiently high (estimated at ≳ 100 ps for a 10 ps rise time). 

The Split-blind and Joint estimators yield similar CTR as also seen in Fig. 4a and a new 

similarity is observed for the CRLB of both models. As the CRLB-Split is constructed from 

an aware estimation and assuming the CRLB-Joint represents a blind estimation, there is 

therefore no apparent distinction between being blind or aware in terms of lower bounds on 

CTR for a semi-prompt emission. The tested estimators are however still not fully efficient 

since there is still a gap between them and the CRLB curves. The CRLB might also be too 

optimistic, an aspect discussed in Sec. IV-E. With the fast scintillation, the aware estimator 

gives only marginal CTR gain compared to the blind estimator, whereas all estimators are 

overlapping for the detector with slow scintillation.

The required characteristics to reach certain CTR values differ between a Dirac delta peak 

and bi-exponential emission profiles. Targeting the goal of 10 ps CTR, we see that ≳ 10
mean detected prompt photons are required with an aware estimation (CRLB-Split in Fig. 

4a with SPTR of 10 ps rms). Nearly twice as many prompt photons are required for a 

blind estimation in the detector with fast scintillation (CRLB-Joint). Photon time densities 
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above 0.1 photon/ps2 would be necessary to reach 10 ps CTR for both models with a 

bi-exponential emission profile as seen in Fig. 4b, corresponding, for example, to 500 

detected semi-prompt photons with 10 ps rise time and 500 ps decay time. This analysis is 

applicable for lower bounds on CTR, thus worse SPTR, PTS and noise would set even more 

stringent requirements.

C. Overlap of the prompt and scintillation signals

The overlap between the prompt and scintillation PDFs can help explain the CTR difference 

between blind and aware estimations. The CTR gain of being aware as a function of the 

overlap is shown in Fig. 5. Lower bounds assessed with the Split model result from an 

aware estimation, whereas the Joint model adequately represents a blind estimation with fast 

accompanying scintillation (Fig. 4). The gain is thus calculated from the ratio between the 

CRLB of the Joint and Split models. Varying the overlap was done by offsetting in time 

the scintillation PDF. The same procedure was also done by increasing the rise time of 

the scintillation to vary the overlap, showing similar conclusions. At small overlap where 

the photon populations are well separated, identifying the photons provides no CTR gain 

since no photon mixing occurs. The integration domain to compute the Fisher information 

is disjoint for the non-null part of the two PDFs, so merging the PDFs and computing the 

Fisher information provides the same result as summing the Fisher information computed 

separately for the two PDFs. For growing overlap, population mixing starts occurring and 

photon identification becomes desirable to provide an estimation optimized according to 

the fluctuating number of detected prompt photons. The gain eventually decreases for large 

overlap where the populations are fully mixed. The overlapping first order statistics of 

the two populations have limited relative time bias, so adapting an estimation with bias 

correction (see Eq. (12)) gives marginal gain. Although this overlap is not introduced as 

a predictive CTR gain metric for any detector types, it can still provide an indication of 

when being aware of photon nature is favorable for CTR. Furthermore, even when there is 

no overlap between the prompt and scintillation PDFs, the timing estimation for an event 

containing zero detected prompt photon can be improved with an aware estimator. For this 

specific case, the time shift could thus be corrected to improve the CTR.

D. Comparison with CTR in the literature for BGO

BGO crystals emit both scintillation and prompt (Cherenkov) photons. The Split model was 

used to extract simulated timestamps from which a CTR was evaluated, assuming an analog 

readout (single photon response function for each detected photon, pulse pile-up and leading 

edge discrimination, see Sec. II-E) of a 2×2×3 mm3 BGO crystal with a FBK NUV-HD 

SiPM. A comparison with experimental measurements obtained from [25] is shown in Fig. 

6. The simulated CTR is in good agreement with the measured CTR, both for the FWHM 

(188 ps vs. 198 ps) and FWTM (455 ps vs. 465 ps). The coincidence time distributions were 

both fitted with a double-Gaussian fit including a narrower component mostly driven by the 

faster Cherenkov photons and a broader component driven by the slow scintillation light, 

the latter giving the known tails of BGO timing distributions. For this simulation, ~15% of 

the events had no detected Cherenkov photon in each detector which therefore contributed 

to this second broader fit component. The Split model was used for this simulation, but a 

similar performance might be expected with the Joint model since it was observed that a 
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blind estimator with the Split model is equivalent to the Joint model estimator (Fig. 4a). 

However, since the light transport in finite crystal length was modeled here, the Split model 

was chosen due to its ability to model the PTS separately for both photon populations.

IV. Discussion

A. Prompt emission kinetics

Considering a prompt emission as a Dirac delta peak leads to outstanding CTR values, 

which partly motivated the usage of prompt photons to reach 10 ps CTR, although this 

nearly instantaneous emission might only be an approximation for Cherenkov photons. 

The first CRLB results (using a model with merged PDFs) with a non-Dirac delta 

prompt emission were recently reported for a meta-scintillator (LSO:Ce:Ca host and CdSe 

nanoplatelets with semi-prompt kinetics) [3]. Compared to a pure prompt emission, these 

results indicated a higher required photon yield necessary to reach 10 ps CTR. Extending the 

results of [3], Fig. 3 shows the swift CTR degradation with increasing (semi-)prompt decay 

time. It is however expected that the light yield of a semi-prompt emission might be much 

higher than a pure prompt emission [33], possibly leading to similar photon time densities.

B. Prompt/scintillation signals overlap

An excellent discussion on fast timing with prompt photons is found in [17] which 

highlighted that high bandwidth amplifiers and fast SiPM single cell rise time are needed 

to harvest the best timing from prompt photons. Electronic noise limits the use of very low 

thresholds with analog leading edge discrimination. High bandwidth electronic was recently 

developed [5], [6], enabling state-of-the-art CTR for many scintillators [13]. Going from 

analog to digital—recording individual timestamps with a digital SiPM or photon-to-digital 

converter [8]—can also be advantageous. Indeed, this would avoid the bandwidth and 

electronic noise limitations, and thus allow efficient detection of the faint signals from 

prompt photons with enhanced CTR, notably for low SPTR values [13]. The authors of [17] 

also pointed out that scintillation with slower rise time and lower yield might enable natural 

discrimination of a prompt population detected earlier than the scintillation. This would 

allow prompt photons to determine the timing without interference from the scintillation, 

analogous to the aware estimation introduced in this paper. The CTR difference resulting 

from the type of estimation (aware vs. blind) was found dependent on the overlap between 

the prompt and scintillation PDFs (Fig. 5).

C. Merging of the PDFs and estimators

In crystals emitting scintillation and prompt photons such as LuAG:Pr, LuYAP:Ce and 

BGO, their emission measured with a time correlated single photon counting setup appears 

as a single profile having an intensity burst at its onset [17]. Fitting this profile can be 

done with a function summing a prompt part and a scintillation part with relative intensity 

adapted to the height of the prompt burst. Whereas a single merged PDF (Joint model) is 

perfectly suitable for fitting, evaluating timing estimators and lower bounds with this Joint 
model might miss the underlying independence of the emission mechanisms. Order statistics 

extracted from distinct PDFs or from a single merged PDF are not always equivalent (Fig. 

1). For example, the CRLB of the Split and Joint models can be different (Fig. 4a). It was 
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however seen that sampling the single merged PDF with the total number of photons seemed 

equivalent as sampling independently the PDFs with fluctuations and merging blindly the 

samples, i.e., the Joint and Split-blind estimators had similar CTR (Fig. 4a and 4b). Also, 

modeling semi-prompt photons with both the Joint and Split models yielded similar results 

(Fig. 4b). Therefore, even though a Joint model was used to simulate the scintillation 

processes (Eq. (1)), it is expected that using a Split model would give negligible difference 

since the scintillation components have higher yields and decay times. A notable feature 

of the Split model is the ability to use functions and parameters dedicated to each photon 

regime, e.g., light collection efficiency and PDF, and SiPM PDE, as done in Fig. 6.

The Gauss-Markov estimator yielded similar CTR as the average estimator in the present 

study, but can however provide better CTR convergence and stability as a function of the 

estimator order depth [48], [53]. The aware estimation for the detector with fast scintillation 

was efficient (close to the CRLB), but deviates from the CRLB at low photon yield with 

slow scintillation (Fig. 4). This apparent inefficiency might stem from the multimodal nature 

of the time distribution of prompt and slower scintillation photons, limiting an optimal 

timing estimation. It might also come from a lack of tightness of the CRLB at low photon 

sampling [59], [60]. This is further analyzed in Sec. IV-E. Noise sources such as optical 

crosstalk and dark counts in the SiPM can reduce the accuracy of timing estimators and 

were not included in the present study aimed at assessing fundamental limits as in [40]. 

Lower bounds are still important to report for gauging the full potential of prompt generating 

detectors without confining the study to a specific readout noise level. A next step would 

also be to fully consider photon transport in the models. In this case, tackling the problem 

of DOI estimation adapted for prompt generating detectors with non-negligible length is 

important, driven by the necessity of preserving sensitivity in PET imaging.

D. Photon discrimination

Discrimination of the photon regime might be complex to achieve. Prompt photons could 

possibly be distinguished from scintillation photons using different techniques. The spectral 

profile of different photon production processes can vary, so wavelength evaluation might 

provide some discrimination power, although wavelength filters can deteriorate the time 

resolution [61]. Statistical assumptions on the arrival time distribution might provide insights 

on photon discrimination by using the order statistics of prompt and scintillation photons 

to infer the source of the nth detected photon. Analysis of the signal shape already provides 

some statistical insights into events containing different numbers of prompt photons. Indeed, 

classification of events depending on the signal rise time and time resolution driven 

by the number of detected Cherenkov photons was successfully achieved in BGO [24], 

[27]. Structured assemblies separating the prompt and scintillation emitters with a spatially-

adapted readout could also be suitable to yield some photon discrimination capabilities. 

For instance, event-by-event measurement of the shared energy between a prompt emitting 

material in metascintillators can also provide an estimation of the relative amounts of 

prompt and scintillation photons [15], [16]. The time resolution of these analog detectors 

can then be improved with a time-walk correction, which can be considered as an aware 
unbiasing estimation. Choosing an image reconstruction kernel with detectors generating 

various numbers of prompt photons is therefore an important aspect, recently explored in 
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[26]. The Split model, compared to the Joint model, is advantageous in this regard, because 

it enables event categorization from the underlying fluctuations coupled to the ability of 

creating dedicated estimators for the blind or aware situation.

At very high time resolution, a gain of a few picoseconds can be considered substantial, 

so the complexity of the readout needed to achieve photon identification must be weighted 

against the potential gain. For instance, there is only a small gap between the CTR of blind 
estimators and Split (aware) CRLB for semi-prompt emission with fast scintillation (Fig 4b). 

The aware estimator, built by only discriminating the number of detected prompt photons 

(no prompt/scintillation ordering identification), reached the CRLB for the Dirac delta 

prompt emission with fast scintillation (Fig 4a). Estimators aware to the photon ordering 

might be needed for higher gain in the case of a detector with slow scintillation. We also 

showed that the gain arising from photon identification can depend on the overlap between 

the signals (Fig. 5).

E. Limitations of the CRLB

A limitation of the CRLB can arise from rapid time-intensity evolution of a faint signal 

formed with prompt photons, leading to possible pathological numerical behavior in Eq. (6) 

with CRLB possibly approaching zero. This was pointed out in [52], which also referred to 

other works in which a lower bound on the mean-squared error (MSE) of TOF estimators 

was proposed [59], [60]:

MSELB = Λ−2 ∑
i

αi

τi

−2
(13)

where τi is the ith decay constant with weight αi and Λ is the light output. This bound was 

found tighter, showing less optimistic CTR than the CRLB for scintillators with moderate 

light yield and long decay like BGO. However, the bound does not account for the timing 

degradation due to light collection and photodetector jitter. It might therefore, for instance, 

miss the increasing importance of this jitter on CTR at good SPTR values, especially for 

digital detection approaches [13].

As a complementary analysis to discuss CRLB limitations in the context of prompt photons, 

we report here the CTR obtained with this lower bound with conversion to FWHM in 

coincidence, i.e., 2.355 × 2 × MSELB. We consider the standard scintillation of BGO 

(46/365 ns (8%/92%) decay times, 10 700 phMeV−1 with total detection efficiency of 0.42) 

accompanied by a population of semi-prompt photons with 10 ps rise time, 500 ps decay 

time and detected yield varying between 2 and 500 photons. Inserting these three decay 

components in Eq. (13), with weighting adapted to the amount of prompt photons, yields the 

CTR displayed in Fig. 7 compared to the average blind estimator and the CRLB of the Split 
model. This reprises the CRLB and estimator in the top of Fig. 4b which were both similar 

to the Joint model curves.

The MSE bound provides a better description of the CTR trend obtained with the average 

estimator at lower prompt photon time density. This is similar to what was found in 
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[59] for smaller values of Λ where the CRLB diverges by predicting lower timing error 

compared to the MSE bound and estimators. Nonetheless, the purpose of prompt photons 

in next-generation detectors is to reach CTR towards tens of picoseconds where the CRLB 

seems more adequate since the estimator almost exactly matches it.

For fast, high-yield scintillation accompanying the prompt populations, the CTR of timing 

estimators (Fig. 4) can approach the CRLB. These estimators do not rely on the Fisher 

information calculation and they are therefore immune to the pathological behavior 

discussed above. This suggests that the CRLB can be reliable in that case. Other bounds 

[62] could also be investigated in a future study.

Another potential numerical limitation of the CRLB is related to the choice of time 

discretization in the modeling. We computed the CRLB for various parameters of the prompt 

emission (rise time, decay time and yield) using different time steps from 0.1 ps to 20 ps 

to create the signal PDFs. Time steps in the 0.1–5 ps range gave no CRLB difference. In 

the 5–10 ps range, the CRLB predicted better CTR by <10%. At 20 ps time step, larger 

differences occurred, going up to 25% better CRLB compared to a 0.1 ps time step. For 

all prompt emission parameters, the biggest discrepancies between larger time steps and 0.1 

ps time step were observed for weaker signals. A coarser sampling rate might thus deliver 

overoptimistic CRLB. The CRLB is also known to be overly optimistic in some specific 

cases, for example when the PDF is a single decaying exponential function, predicting a 

1/N improvement in standard deviation, N being the number of detected photons. This 1/N
improvement was also found in initial works on photon counting statistics [37]. The now 

better known 1/ N improvement of CTR can be retrieved when the scintillation emission is 

modeled by also including the rise time and when the emission PDF is convolved with the 

transport and photodetection PDFs.

F. Prompt generating detector concepts

The benefits of an hypothetical high-yield prompt emitter were extensively investigated 

in recent years to define criteria for reaching ultrafast timing [10], [17], [44]–[47], [63]. 

Similar investigations were performed to define the needed, although still not achieved, 

PDE and SPTR of SiPMs to reach CTR values [17], [18], [47], [50], [64] with progresses 

achieved over the past few years [13], [65], [66]. Improved methods or materials able to 

generate higher prompt yields are needed to achieve the CTR gains observed in Fig. 4. 

Nanostructuration enables changes of properties in materials, which has made it possible to 

promote novel phenomena being exploited in many fields [67], but this has remained quite 

unexplored in the field of radiation detectors until now. One novel concept proposed in [14] 

is through energy sharing—which depends on the primary electron path [68]—between bulk 

dense scintillators and prompt-emitting nanocrystals. Another concept is through a photonic 

crystal approach where the nanostructuration scale enables coherent effects, boosting the 

intrinsic yield of standard bulk scintillators from the Purcell effect [69]–[71]. Also, lowering 

the Cherenkov production threshold is possible in nanostructured or two-dimensional 

materials [72]. Applying this feature in the context of a primary electron produced upon 

the interaction of annihilation photons might enable the production of Cherenkov photons 

below the conventionally required high-energy threshold.
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Finally, detectors based on the detection of two populations of photons are still in active 

investigation and new concepts could emerge. A case-dependent modeling might be needed 

as two fundamental conditions arise in prompt generating detector concepts: a possible 

coupling scheme of the prompt and scintillation photons (energy sharing of the annihilation 

photon) and a possible identification of the emission regime of individual photons. The 

combination of these situations therefore leads to four possible general concepts (uncoupled/

coupled and aware/blind). Here, we have focused on the uncoupled situation for which 

the amount of prompt photons is independent of the scintillation yield, but Eq. (9) can 

be rewritten by incorporating a link between the two populations. In a coupled case, 

augmenting the prompt yield for an event reduces the scintillation yield because of the 

annihilation photon energy sharing. CRLB calculations were recently done for the situation 

where the 511keV energy is shared stochastically event-by-event between two materials 

[15]. Ultimately, timing estimators and lower bounds could therefore be adapted for these 

various concepts based on the (in)dependence of the signal sources and their potential 

identification.

V. Conclusion

A model of the time resolution of detectors producing both scintillation and prompt photons 

was proposed. Building on previous work in the literature, we included aspects such as 

population-dependent statistical sampling, emission rate and prompt yield fluctuations both 

for timing estimators and theoretical lower bounds. More stringent requirements for fast 

timing emerge on the photon yield for semi-prompt (fast bi-exponential) emission compared 

to the commonly assumed instantaneous emission. The influence of including prompt 

photon fluctuations is weak when accompanied by fast scintillation (e.g., LSO:Ce:Ca) 

but becomes more significant when accompanied by slower scintillation (e.g., BGO). The 

modeling of double-population statistics was refined by assuming estimators blind or aware 
to photon nature (prompt vs scintillation), in the latter case to mitigate the detrimental 

effect of population mixing on timing when the signals overlap. Aware estimators can also 

help to filter events containing slow-emission scintillation photons causing high-variance, 

non-Gaussian timestamp distribution. Such filtering, already reported experimentally in the 

literature, was recreated with the proposed modeling, which at the same time provided 

indications on timing limits. The more elaborate theoretical description of prompt generating 

detectors strengthens the assessment of their high potential for ultrafast timing.
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Fig. 1. 
Detection PDF(s) (top), order statistics PDFs (middle) and examples of a set of recorded 

timestamps (bottom) for the two models where the prompt and scintillation detection PDFs 

are either separated (left) or merged (right) together (Dirac prompt emission, scintillation 

with rise and decay time of 10 ps and 30 ns, SPTR of 30 ps rms). Order statistics PDFs of 

the first detected photons (15 prompt and 5000 scintillation photons in total) are displayed 

either for the first 10 photons of each regime (left) or the first 20 photons without knowledge 

of the photon regime (right).
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Fig. 2. 
Example of the scintillation (green waves) and prompt (blue waves) photons fluctuations on 

their production and detection. Being aware or blind to the nature of the detected photons 

provides a different insight on the observed timestamps.
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Fig. 3. 
CRLB on CTR 2.355 × σcoinc  as a function of the prompt emission decay time for six 

values of prompt photon yield (mean generated and mean detected values are shown) with 

(symbols) or without (lines) fluctuations, calculated with the Split model. The scintillation 

population is assumed having similar properties as a BGO crystal (top plot, rise time of 8ps, 

decay time of 46/365 ns(8%/92%), light yield of 10 700 phMeV−1) or a LSO:Ce:0.2% Ca 

crystal (bottom plot, rise time of 9ps, decay time of 10.8/35 ns (5%/95%), light yield of 39 200 

phMeV−1 with emission properties from [13]. The LTE and PDE were set as 70% and 60%. 

A photodetection Gaussian response with 30 ps rms SPTR was defined. The dotted lines 

indicate the CTR when only scintillation is produced.
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Fig. 4. 
CTR of estimators (aware and blind) and CRLB on CTR (a) as a function of the mean 

number of detected prompt photons for a Dirac delta emission and (b) as a function of 

the prompt photon time density for a fast bi-exponential semi-prompt emission (rise and 

decay times of 10 ps and 500ps, respectively). The prompt and semi-prompt photons were 

accompanied either with slow scintillation (top) or fast scintillation (bottom) with properties 

defined in the caption of Fig. 3. CTR values were obtained either with the Joint or the Split 
model and the SPTR was set at 10 ps rms.
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Fig. 5. 
Ratio between CRLB-Joint and CRLB-Split for a bi-exponential semi-prompt emission (rise 

and decay time of 1 ps and 100 ps, 10 detected prompt photons) and a LSO:Ce:0.2%Ca 

scintillation emission shifted in time to create different levels of overlap (SPTR of 30 ps 

rms). The overlap between the PDFs was calculated with ∫0
∞ min pp(t), pS(t) dt. Varying the 

scintillation rise time to change the overlap yielded similar outcome.
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Fig. 6. 
Coincidence time distribution of simulated data obtained from the Split model and 

experimental data given in [25], both for a 2×2×3 mm3 BGO coupled to a FBK NUV-HD 

SiPM. The inset plot shows the same data with a logarithmic scale and the double-Gaussian 

fits used to extract the FWHM and FWTM values.
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Fig. 7. 
CTR as a function of the prompt photon time density for the MSE lower bound of Eq. (13), 

the average (Avg) blind estimator and the CRLB of the Split model. The inset plot shows 

the same results on a linear scale for the photon time density. The signal was defined as the 

scintillation from BGO and a semi-prompt population (SPTR of 10 ps rms in the Split model 

PDFs).
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