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ABSTRACT

PURPOSE Manual extraction of case details from patient records for cancer surveillance is a
resource-intensive task. Natural Language Processing (NLP) techniques have been
proposed for automating the identification of key details in clinical notes. Our goal
was to develop NLP application programming interfaces (APIs) for integration into
cancer registry data abstraction tools in a computer-assisted abstraction setting.

METHODS We used cancer registry manual abstraction processes to guide the design of
DeepPhe-CR, a web-based NLP service API. The coding of key variables was
performed through NLP methods validated using established workflows. A
container-based implementation of the NLP methods and the supporting in-
frastructure was developed. Existing registry data abstraction software was
modified to include results from DeepPhe-CR. An initial usability study with data
registrars provided early validation of the feasibility of the DeepPhe-CR tools.

RESULTS API calls support submission of single documents and summarization of cases
across one or more documents. The container-based implementation uses a
REST router to handle requests and support a graph database for storing results.
NLP modules extract topography, histology, behavior, laterality, and grade at
0.79-1.00 F1 across multiple cancer types (breast, prostate, lung, colorectal,
ovary, and pediatric brain) from data of two population-based cancer registries.
Usability study participants were able to use the tool effectively and expressed
interest in the tool.

CONCLUSION The DeepPhe-CR system provides an architecture for building cancer-specific
NLP tools directly into registrar workflows in a computer-assisted abstraction
setting. Improved user interactions in client tools may be needed to realize the
potential of these approaches.

INTRODUCTION

Effective cancer surveillance presents a challenge in coor-
dinated data collection. Cancer abstracts often begin at a
hospital where a patient is diagnosed with or treated for
cancer. This initial hospital abstract is collected by skilled
registrars, often holding the Certified Tumor Registrar (CTR)
certification, according to constantly updated guidelines and
data standards published by organizations such as the Na-
tional Cancer Institute’s SEER program, the Center for
Disease Control’s National Program of Cancer Registries
(NPCR), and the American College of Surgeons’ Commission
on Cancer (CoC). Cancer registrars are expected to synthesize
information from a variety of clinical notes, pathology re-
ports, and other sources of narrative text for submission to
many different local and national agencies, according to
increasingly complex data collection standards.

Partially or fully automated approaches based on natural
language processing (NLP) techniques have been imple-
mented as a means of increasing efficiency and accuracy
(as reviewed by Savova, et al1 and Wang et al2). A variety of
NLP methods have been applied to a number of challenges
in extracting cancer information from clinical text, in-
cluding treatments,3 recurrences,4 and other attributes.5

Recent efforts have explored the application of these
techniques to SEER registry tasks, including the applica-
tion of multitask convolutional neural networks (CNNs)
to documents from the Louisiana Tumor Registry,6 the use
of CNNs to extract information from pediatric cancer
pathology notes,7 mapping of concepts in pathology notes
to International Classification of Diseases (ICD)-O-3
codes,8 and the use of transfer learning techniques to
apply models trained in one registry to notes from other
registries.9
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Several tools have used NLP techniques to extract pheno-
types from the EHR clinical narrative.1 Recent efforts by
Alawad et al6 and Yoon et al10 have successfully applied
multitask deep convolutional learning to extract attributes
including site, laterality, behavior, histology, and grade.
However, these tools work in batch modes, processing large
corpora of textual documents and assembling outputs for a
subsequent analysis. These methods also have relied on a
bronze standard for ground truth where the predictions are
modeled using the abstracted values and the collection of
pathology documents for a tumor, rather than gold-
standard codes derived from the pathology documents
(one or many) available at the time of abstraction. This
approach is not without limitations: performance is good for
more common cancer sites but suffers for rarer sites.

Since 2014, we have been developing the Deep Phenotyping
for Oncology Research (DeepPhe) system to extract and
visualize longitudinal patient histories from clinical text to
combine with the structured data from electronic medical
records (EMRs). Based on the Apache Clinical Text and
Knowledge Extraction System (cTAKES) NLP platform,11

DeepPhe combines NLP for identifying and coding key
cancer variables with capabilities for summarization to
provide views at multiple granularities, from individual
mentions to high-level summaries.12 We have adapted our
DeepPhe system to build Deep Phenotyping for Cancer
Registries (DeepPhe-CR),13 a software-service platform for
embedding cancer-optimized NLP into cancer registrar data
abstraction tools and workflows in a computer-assisted
setting. DeepPhe-CR provides REST14 Application-
Programming Interface (API) calls designed to support in-
tegration with registry software in a computer-assisted
setting. Here, we describe the goals and design of the sys-
tem and lessons learned through the interactions with
registrars at multiple SEER registries.

METHODS

Basic Requirements

As thewidely used SEER*DMS software and other prominent
registry tools are web-based, we used the REST software
architectural style14 to develop a client-side application
programming interface (API) to enable registry tools to
communicate with the NLP services. We exposed DeepPhe-
CR functionality via API calls for submitting documents and
retrieving results, including the type and location of relevant
text spans.

Primary site (topography, major and minor; NAACCR Item
No. 400), histology (NAACCR Item No. 522), behavior
(NAACCR Item No. 523), laterality (NAACCR Item No. 410),
grade (NAACCR ItemNo. 440), and stage (NAACCR ItemNos.
1001, 1002, 1003, 1004 for clinical TNM and 1011, 1012, 1013,
1014 for Pathologic TNM)were identified as the key variables
to be extracted from the notes. DeepPhe-CR also extracts
certain biomarkers. In discussions with the SEER program at
the NCI, we established an initial goal of extraction of each of
these attributes at F1 scores of 0.75 or better to demonstrate
initial feasibility for computer-assisted abstraction. This
goal of 0.75 F1 is guidance provided by the Cancer Registries
on the basis of their previous work on efficiency within a
computer-assisted setting; full automation requires 0.95 F1.
F1 is the harmonic mean of precision/positive predictive
value and recall/sensitivity and is the classic metric for
reporting overall NLP system performance.

Information Extraction

An NLP system supporting the single-document registry
workflow was used to develop the approaches for extracting
the required data items. The DeepPhe-CR NLP system was

CONTEXT

Key Objective
To develop software services for integration of Natural Language Processing (NLP) techniques for extracting cancer-
relevant data into cancer registry data abstraction tools.

Knowledge Generated
NLP tools effectively (F1 >0.75) extract cancer attributes from cancer clinical notes. A containerized implementation
provides application programming interface access suitable for integrating NLP functionality into cancer registry tools. A
preliminary user study of a state-based registry tool augmented with these tools suggests that these approaches might be
useful to registry staff.

Relevance
DeepPhe-CR is a natural language processing tool that uses rule-based machine learning and ontologies to automate
extraction of data for state cancer registry reporting across multiple tumor types. Usability testing suggests a high degree
of accuracy although improvement in registrar work efficiency will require further refinement and experience.
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built on the Apache cTAKES platform with extensive aug-
mentation. Standard cTAKES analytic components on the
basis of both rules and machine learning algorithms were
used in the resolution of sentences, tokens, parts of speech,
and named entity attributes.11 DeepPhe-CR rule-based
components and a custom cancer ontology incorporating
ICD-O were used for section and table identification, named
entity recognition, entity attribute assignment, entity nor-
malization, entity relation extraction, concept summariza-
tion, and cancer attribute resolution and normalization. The
DeepPhe-CR algorithms include similarity-based lookup
and expressions for named entity recognition guided by an
ontology, a set of rules on the basis of syntactic function and
context for entity attribute assignment, and rules combined
with directed graph traversal for concept summarization.
Therefore, themethods across themodules range from rule-
based (eg, negation) to machine learning (eg, sentence
boundary tagger, part-of-speech tagger, negation) and
knowledge-based (similarity-based lookup guided by an
ontology). Some of the modules combine rule-based and
machine learning methods (eg, negation). Thus, DeepPhe-
CR implements a pipeline approach for processing the text.

Two domain experts and an informatician developed de-
tailed annotation guidelines and piloted them on a set of 30
patients. Disagreements were tracked and discussed, and
the annotation guidelines were adjusted to address areas of
disagreement. Interannotator agreement was computed at
kappa 5 0.77-1 on an additional set of 30 patients. Gold-
standard annotations for 1,560 randomly selected patients
with several common cancer types—breast, lung, colorec-
tal, ovarian, and prostate as well as a rare type of cancer
(pediatric brain cancer)—were created on the basis of the
finalized annotation guidelines and split into training,
development, and test sets. The data were obtained from
two SEER cancer registries (Kentucky and Louisiana).
Table 1 provides the distribution across types of cancers and
train/development/test splits.

Integration Example, User Study, and Generalization

The DeepPhe-CR tools were integrated into the Kentucky
Cancer Registry’s Cancer Patient Data Management System
(CPDMS), a production software platform developed and
implemented across the state.15 This initial implementation
was designed to demonstrate the feasibility of including
DeepPhe-CR in a registry-scale software system in a

computer-assisted abstraction setting. In the usability
study, we used the implementation for document-level
abstraction (although the system can perform summariza-
tion over multiple documents).

In a series of recorded sessions, threemembers of the project
team who were skilled with cancer data abstraction were
provided a brief introduction to the augmented CPDMS tool.
They then used both the original CPDMS tool and the en-
hanced version to abstract the information for cancer cases,
each supported by documents of varying lengths and rele-
vant context. Accuracy, task completion time, and qualitative
observations were used to descriptively assess the utility of
the revised workflow.

Discussions with registry staff from two additional states
(Massachusetts and Louisiana) were used to verify the
generalizability of the workflow to new contexts.

Ethics Statement

This study was approved by the Human Research Protection
Office of the University of Pittsburgh (STUDY19020173), the
Boston Children’s Hospital Institutional Review Board
(M10-06-0269), and the University of Kentucky Institu-
tional Review Board (IRB 50835).

Data Availability

The data set used in this study is not publicly available
because of institutional restrictions associated with privacy
risks of sharing clinical notes. DeepPhe-CR source code is
available at GitHub.13

RESULTS

Inquiries, API Development, and Prototype

Our inquiries into the registry workflows revealed that
registry processes are driven by individual documents, not
patients. Thus, it is desirable for the DeepPhe-CR API to
include calls for submitting individual documents and re-
ceiving appropriate results. We developed a Docker-based
architecture involving two containers: a reverse proxy for
managing requests, which are then handed off to the
document-processing container. This container includes
several key components found in the document-processing

TABLE 1. Data Distribution (No. of patients) Across Common Types of Cancers (breast, lung, prostate, colorectal, ovarian) and a Rare Type of
Cancer (pediatric brain cancer)

Patient Set Breast Lung Prostate Colorectal Ovarian Pediatric Brain Total

Train 231 198 178 90 90 120 907

Development 72 55 48 30 29 41 234

Test 134 120 106 30 29 39 419

Total 437 373 332 150 148 200 1,560
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container: (1) core NLP functionality, (2) a summarizer
module, and (3) a query processor capable of handling re-
quests for summarization and other stored data. An overview
of the DeepPhe-CR architecture is given in the Data Sup-
plement (Fig S1).

The DeepPhe-CR API provides four calls. The most basic call
summarizes a single document. Two calls allow submission
of a document to be included in a future summary for a
patient: one version immediately returns the results for that
document, while retaining information extracted from that
document for an eventual summary. The alternative version
simply returns an acknowledgment without any document-
level information. The final call supports retrieval of all
documents submitted for a given individual. Sample calls
and returned results are given in the Data Supplement
(Appendix B).

DeepPhe-CR’s Docker-based containerized implementation
is straightforward to install. DeepPhe-CR source code (all
open source), installation instructions, documentation API
calls, and tools for managing the Docker containers, in-
cluding execution of integration tests, can be found on the
DeepPhe-CR release GitHub site.13

Information Extraction

DeepPhe-CR results on the held-out test split are provided in
Table 2. DeepPhe-CR achieves high F1 scores on both the
common (colorectal, prostate, breast, ovary, and lung) and
rare (pediatric brain) types of cancers. Because DeepPhe-CR
assigns a value for each required category of topography,
histology, behavior, laterality, and grade, the F1 equates to
accuracy, and thus, precision and recall values are the same
(assuming no missing values in the gold annotations).
DeepPhe-CR achieved 0.90 F1 for biomarker extraction with
precision/positive predictive value 0.91 and recall/sensitivity
0.89 on the test split from Table 1.

Integration Example, User Study, and Generalization

Two features were added to the CPDMS abstraction screen to
integrate DeepPhe-CR: (1) controls displaying suggested
items extracted by DeepPhe-CR and (2) a text box displaying
the document from which information is extracted, with
spans highlighted in colors matching those used to label the
suggested items. Selected items can be copied to the data
annotation inputs with a single click (Fig 1).

In an initial usability study, two registrars experienced
with cancer data abstraction used the enhanced CPDMS/
DeepPhe-CR tool to annotate cancer documents. Both
were able to use the tool appropriately and expressed en-
thusiasm for the enhancements.

For one of the two participants, task completion time was
significantly faster with the DeepPhe-CR annotations (with
DeepPhe-CR, average time 31.7 seconds, standard deviation
[SD] 14.0 seconds; without DeepPhe-CR, average time 59.7
seconds, SD 14.9 seconds, Wilcoxon’s W, P < .05). No sig-
nificant difference was found for the other participant.

DISCUSSION

Cancer surveillance is built on the careful interpretation of
clinical free text, a resource-intensive process, requiring
significant person power from trained experts. NLP tools
capable of automating or semiautomating the identifica-
tion of these key details can be used to improve registrar
efficiency and accuracy. Improving the efficiency of registry
workflows also facilitates the expansion of the registry data
set to include additional information, such as genomic
biomarkers.

Our DeepPhe-CR system provides an architecture for
building cancer-specific NLP tools directly into registrar
workflows in a computer-assisted abstraction setting. Based

TABLE 2. DeepPhe-CR Results for Cancer Core Attributes on the Held-Out Test Split

Attribute

Colorectal, Prostate, Breast, Ovary, and
Lung Cancers Pediatric Brain Cancer

P R F1 P R F1

Topography: ICD-O code (major site) .91 0.91 0.91 1.00 1.00 1.00

Topography: ICD-O code (subsite) .85 0.85 0.85 .79 0.79 0.79

Histology: ICD-O code .83 0.83 0.83 .87 0.87 0.87

Behavior: ICD-O code .88 0.88 0.88 .97 0.97 0.97

Laterality: ICD-O code .96 0.96 0.96 .97 0.97 0.97

Grade: ICD-O code .81 0.81 0.81 .92 0.92 0.92

AJCC Pathologic T value .98 0.92 0.94 NA NA NA

AJCC Pathologic N value .98 0.98 0.98 NA NA NA

AJCC Pathologic M value .99 1.00 0.99 NA NA NA

Abbreviations: AJCC, American Joint Committee on Cancer; F1, harmonic Mean of Precision and Recall; ICD, International Classification of
Diseases; M, metastasis; N, node; P, precision/positive predictive value; R, recall/sensitivity; T, tumor.
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on a containerized implementation and REST-like14 archi-
tecture, these components can easily be installed and accessed
by web-based registry tools, thus minimizing changes to
familiar workflows and encouraging adoption. An initial
deployment within the Kentucky Cancer Registry’s CPDMS
provides a demonstration of the feasibility of this approach.

A future goal is to develop methods to enable the near-
complete automation of many cancer registry data abstrac-
tion tasks, which requires performance in the 95%-97% F1
range. Methods for identifying the high confidence high F1
extractions could be developed as functionalities within
DeepPhe-CR to enable such a process. DeepPhe-CR tools
provide input that helps registrars complete their workwithin
the computer-assisted abstraction setting. We also note that
DeepPhe-CR is a modular architecture with inherent plug-
gable utility to registry software and can be enhanced with
alternative NLP methods.

The use of DeepPhe-CR annotations as a tool for sup-
porting manual abstraction and coding is consistent with
our observations during our user study of the integration of
DeepPhe-CR into theKentucky CPDMS. Althoughparticipants
were enthusiastic about the NLP assistance and showed clear
signs of using the extracted attributes, we did not see con-
sistent indication that the tool helped reduce the time re-
quired to complete abstraction tasks. This appeared to be due
to the need to verify system feedback as participants regularly
scrolled through documents to find highlighted text corre-
sponding to DeepPhe-CR suggestions. System suggestions
that were either omitted (ie, when DeepPhe-CRwas unable to
identify a tumor attribute) or incorrect appeared to increase
task completion difficulty as users had to read the note tofind
appropriate text. We believe that continuous and prolonged
use of DeepPhe-CR and further methods and user interface
refinements will increase familiarity of and trust in the
system.

FIG 1. The original data abstraction screen from the Cancer Patient Data Management System, augmented to support suggested data items
as extracted from clinical text by DeepPhe-CR: (A) document-level topography, histology, behavior, laterality, and grade values are shown color-
coded and labeled with appropriate ICD-O/NAACCR codes; (B) suggested items and demographics can be copied to the in-progress abstract
with a single click; (C) the clinical text is highlighted with color codes, indicating text spans associated with the five summary values displayed
in the suggestion area above (A). Thus, “Right breast cancer” is associated with topography C50.9, “breast” with histology 8500, and “right”
with laterality 1. ICD, International Classification of Diseases; NAACCR, North American Association of Central Cancer Registries.
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Enhancements to the registry software user interface and
workflowmight provide additional gains through appropriate
revisions to registry workflows. Specifically, DeepPhe-CR’s
ability to summarizemultiple pathology reportsmight reduce
the effort needed to manually link details across reports.
However, revisions to data abstraction workflows and tools
will be necessary to realize these improvements.

Further work might be needed to determine appropriate
approaches for evaluating the impact of an NLP-augmented
abstraction process. Although reductions in the time re-
quired for document abstractionmight appear to be themost
obvious potential benefit, other metrics such as subjective
satisfaction and abstracting accuracy should be considered.
Improvements in these alternative measures might be
sufficient evidence to justify adoption of the NLP-aided
approach to cancer data abstraction.

Limitations of this work include the small sample size in
terms of the number of participants in the usability study and

the focus of the usability study on single-document ab-
straction. Although the document corpus includes a diverse
set of cancers across two cancer registries, thus allowing for
methods’ generalizability, it remains possible that results on
unseen data sets will not reach the F1 scores reported here.
The validation of the NLP approaches with clinical data from
additional registries along with additional types of cancers
and of the tools with users from those sites will be needed to
demonstrate even broader generalizable utility.

In conclusion, the use of NLP to assist in the extraction of
required reporting of cancer attributes and streamlining
cancer data abstraction processes is an appealing possibility.
The DeepPhe-CR system provides a containerized set of
abstraction tools supported by a REST API, providing in-
frastructure suitable for integration into registry software.
Accurate methods and a use case demonstrate the feasibility
of this approach, while also pointing to some limitations.
The DeepPhe-CR tools are available at GitHub.13 We welcome
feedback from potential users.
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