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ABSTRACT
◥

Exportin-1 (XPO1), the main soluble nuclear export receptor in
eukaryotic cells, is frequently overexpressed in diffuse large B-cell
lymphoma (DLBCL). A selective XPO1 inhibitor, selinexor,
received approval as single agent for relapsed or refractory (R/R)
DLBCL. Elucidating the mechanisms by which XPO1 overexpres-
sion supports cancer cells could facilitate further clinical develop-
ment of XPO1 inhibitors. We uncovered here that XPO1 over-
expression increases tolerance to genotoxic stress, leading to a poor
response to chemoimmunotherapy.UponDNAdamage induced by
MYC expression or exogenous compounds, XPO1 bound and
exported EIF4E and THOC4 carryingDNAdamage repair mRNAs,
thereby increasing synthesis of DNA damage repair proteins under
conditions of increased turnover. Consequently, XPO1 inhibition
decreased the capacity of lymphoma cells to repair DNA damage
and ultimately resulted in increased cytotoxicity. In a phase I clinical
trial conducted in R/R DLBCL, the combination of selinexor with
second-line chemoimmunotherapy was tolerated with early indi-
cation of efficacy. Overall, this study reveals that XPO1 overexpres-
sion plays a critical role in the increased tolerance of cancer cells to
DNA damage while providing new insights to optimize the clinical
development of XPO1 inhibitors.

Significance: XPO1 regulates the dynamic ribonucleoprotein
nuclear export in response to genotoxic stress to support tolerance
and can be targeted to enhance the sensitivity of cancer cells to
endogenous and exogenous DNA damage.

See related commentary by Knittel and Reinhardt, p. 3

Introduction
Nuclear pores (NP) are functional units comprising a large trans-

membrane protein complex (nucleoporins) and multiple soluble
nuclear receptors (1). Soluble receptors bind cargo proteins via specific
sequences and mediate their active and directional transport (2).
Besides their role in cell growth and differentiation, NPs are essential

components of the cellular response to several types of stresses (3, 4).
Stress tolerance requires selective, rapid, and simultaneous expression
of proteins involved in response pathways. NPs may modulate this
response by facilitating the spatial and temporal coordination of gene
expression (5, 6). Transcript-selective nuclear export, rather than, for
example, increasing the number ofNPs, allows for rapidmodulation of
gene expression (7–10). Malignant transformation and adaptation to
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dynamic microenvironment conditions requires cancer cells to
respond to several types of stresses, thus nucleoporins and other
factors involved in mRNA export are frequently overexpressed in
cancer cells and their activity is required for proliferation and
survival (11–13).

Exportin-1 (XPO1) is the major soluble protein export receptor in
the nucleus and binds its cargo proteins via the canonical leucine-rich
nuclear export signal domain (14–16). XPO1 is critical for nucleo-
plasm-cytoplasm partitioning after cell division and binds a broad
range of proteins with diverse functions (17, 18). XPO1 locus maps
within the 2p15–16 region, which is frequently amplified in diffuse
large B-cell lymphoma (DLBCL; refs. 19–21). DLBCL is an aggressive
disease that is curable in about two thirds of patients with chemoim-
munotherapy (22, 23). Patients who are either relapsed or refractory
(R/R) to first-line treatment have poor outcomes with standard
therapeutic approaches (24–26). Notably, elevated XPO1 expression
is associated with an advanced clinical stage in DLBCL (27), and the
XPO1 inhibitor selinexor received accelerated approval as a single
agent for R/R diseases to at least two lines of systemic chemoimmu-
notherapy (28). While clinical and preclinical data suggest that XPO1
is a therapeutic target in B-cell lymphomas, themechanism underlying
the reliance of cancer cells on XPO1 for proliferation and survival have
not been fully elucidated. Proteomic studies revealed that the cargo
spectrum of XPO1 in mammalian cells is broader than predicted,
comprising constitutive and facultative cargoes, and including several
RNA-binding proteins (ribonucleoproteins; refs. 29, 30). This suggests
that XPO1 exporting activity can be modulated to maintain cellular
homeostasis, an effect we postulated is linked to its oncogenic role.
Elucidating these mechanisms will not only explain the “addiction” of
cancer cells to XPO1 overexpression but also will facilitate further
clinical development of XPO1 inhibitors by improving their thera-
peutic window and providing a mechanistic rationale for combina-
torial treatments.

Here, we report that lymphoma cells rely on XPO1 overexpression
to optimize nuclear-cytosolic mRNA trafficking in response to geno-
toxic stress. This results in increased genotoxic stress tolerance by
facilitating timely DNA damage repair, an effect critical for DLBCL
harboring elevated levels of genomic instability. Accordingly, XPO1
inhibition is sufficient to increase sensitivity to DNA-damaging agents
in lymphoma cells and animal models of DLBCL. Mechanistically, we
demonstrated that, in response to genotoxic stress, XPO1 preferen-
tially exports the ribonucleoproteins THOC4 (THO complex subunit
4) and EIF4E (eukaryotic translation initiation factor 4E) carrying
mRNAs that encode DNA damage repair proteins. This ultimately
results in sustained expression of DNA damage repair proteins under
conditions of increased turnover in cancer cells. On the basis of these
findings, we designed a phase I clinical trial of selinexor in combination
with chemoimmunotherapy aggressive DLBCL, demonstrating toler-
ability and therapeutic effect.

Patients and Methods
Clinical trial design

The clinical trial was an open-label, phase I study with a
standard 3þ3 dose escalation schema and was approved by the
Institutional Review Board (IRB) of Weill Cornell Medicine–New-
York-Presbyterian Hospital. Registration number: NCT02471911.
Written informed consent was obtained from the patients. The
studies were conducted in accordance with the Declaration of
Helsinki. The study’s primary objective was to determine the
safety and tolerability of the combination of selinexor and R-ICE.

The primary endpoint was to identify the maximum tolerated dose
(MTD) and recommended phase II dose (RP2D) of selinexor when
combined with R-ICE. The secondary objectives of the study
included determining efficacy by assessing the overall response
rate and assessing the feasibility of stem cell collection in patients
who received the combination treatment.

Eligible patients included those with pathologically confirmed
aggressive B-cell lymphomas including DLBCL, double-hit high-
grade B-cell lymphoma (DH-HGBL), indolent lymphomas trans-
formed to DLBCL or another aggressive B-cell lymphoma, and
follicular lymphoma grade 3B. A separate cohort enrolled patients
with DLBCL transformed from chronic lymphocytic leukemia [CLL;
i.e., Richter’s transformation (RT)]. Treatment with one prior regimen
administered with curative intent was required. In DLBCL trans-
formed fromCLL, there was no requirement regarding prior therapies;
subjects were eligible if they were untreated or if they have received
more than one line of prior treatment. Additional key inclusion criteria
included adequate end-organ and bone marrow function, absence of
known or suspected central nervous system (CNS) involvement, and
absence of active viral hepatitis or uncontrolled HIV.

Selinexor was initially dosed at 40 mg (dose level -1), 60 mg (dose
level 1), and 80mg (dose level 2) on days -5, -3, 1, 3, and 5 andR-ICEon
days 1–3 of a 21-day cycle. Because of CNS toxicity thought to be
primarily related to ifosfamide, the protocol was amended so that R-
ICE was given on days 1–3 and selinexor following completion of
ifosfamide on days 3, 5, and 7 of each cycle. After 2 cycles, responding
patients were eligible to receive SCT or chimeric antigen receptor
(CAR) T-cell therapy at discretion of treating physician. Transplant-
ineligible patients were allowed to complete up to 6 cycles of selinexor
and RICE, and those with responses or stable disease (SD) were eligible
for maintenance selinexor (60 mg weekly) at the discretion of the
treating physician. The cohort of patients with CLL transformed to
DLBCL were treated at dose level 1 and were not escalated.

Adverse events reporting and response evaluation
Safety was determined by continuous assessment of adverse events

(AE) graded according to the NCI Common Terminology Criteria for
Adverse Events, version 4.0.3. All patients were evaluated for toxicity
from the time of their first treatment. Dose-limiting toxicity (DLT)was
defined as any of the following treatment-related AE during the first
cycle of treatment: grade 4 febrile neutropenia; grade 4 neutrophils for
≥7 days; grade 4 platelets for ≥10 days; grade 3 nausea, vomiting,
diarrhea, or fatigue lasting >3 days; or grade ≥3 non-hematologic
toxicities except alopecia, fatigue or electrolyte abnormalities correct-
able with supportive care. Tumor assessment was performed with
imaging scans at baseline and after 2 cycles. Treatment responses were
defined by using the revised International Workshop Criteria (IWG).
If response determination was unable to be made using IWG, Lugano
criteria were used. The clinical trial protocol is available in Supple-
mentary Materials.

Analysis of DLBCL samples
Treatment-na€�ve DLBCL samples were obtained with the approvals

of the IRBs of Weill Cornell Medicine or the University of Turin.
Diagnosis was performed (and revised) by certified hemopathologists.
Tumor tissues collected at these Institutions were kept at �140�C as
frozen (viable) material and formalin-fixed and processed for paraffin
embedding. Matched germline control DNA was obtained from saliva
or peripheral lymphocytes/monocytes and stored at �20�C until use.
Fifty-seven patients had material enough for protein expression and
outcome analysis, and a subset of 42 patients had material enough for
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protein expression and genomic analysis. Copy-number alterations
and other genetic alterations analyses were conducted bywhole-exome
sequencing (WES) and whole-genome sequencing (WGS) next gen-
eration sequencing as published (31). Additional analysis of XPO1,
REL and BCL11A copy-number gains were conducted with GISTIC
v2.0. XPO1 protein expression was conducted by IHC on two tissue
microarray sections using amousemonoclonal antibody against XPO1
(sc-5595, Santa Cruz Biotechnology) following standard pathology
protocols. Antigen was retrieved by using 10 mmol/L sodium citrate
buffer pH 6.4 and endogenous peroxidase activity was quenched by
treatment with 3% hydrogen peroxide. Images were obtained using an
Axioskop imaging microscope (Zeiss Inc.). Evaluation and scoring
were independently made by two investigators. The percentage of
positive tumor cells and intensity of staining (by an ad hoc scale from 1
to 3) were used to determine the total score of each sample. All 57
patients included for outcome analysis received R-CHOP as first-line
treatment. Patients were defined as responders when achieved a
complete response and remained disease-free at 5 years, and non-
responders when either a complete response was never achieved
(refractory) or the disease relapsed within 2 years (relapsed).

Other DLBCL samples containing RNA sequencing (RNA-seq),
WES and WGS were complied, collected, and re-analyzed in a
database totalizing 4,655 cases as published in (31). Clinical out-
come analysis, cell-of-origin classification and pathway analysis of
these samples were conducted as published in (31). For analysis
that required specific molecular and clinical annotations, we used
the largest possible subset of the data that had the required inform-
ation and the number of patients included in each of these analyses
is indicated in the respective figure panel.

Cell lines and compounds
DLBCL cell lines were obtained from the ATCC, DMSZ, or the

Ontario Cancer Institute. P493–6 B cells were obtained from the
original developer Dr. Dirk Eick. Cell lines identification was per-
formed once a year by short tandem repeat analysis at theUniversity of
Arizona Genetics Core. Mycoplasma contamination was tested quar-
terly by PCR. DLBCL cell lines OCI-Ly1, OCI-Ly18, OCI-Ly8, and
OCI-Ly7were cultured in IMDMsupplemented with 10%FCS and 1%
penicillin G and streptomycin. DLBCL cell lines Toledo, DoHH2,
TMD8, Karpas422, SU-DHL4, SU-DHL6, SU-DHL8, WSU-DLBCL-
2, Farage, HBL-1, and MD901 were cultured in RPMI supplemented
with 10% FCS, 1% penicillin G and streptomycin, and 1% HEPES.
P493–6B cells were cultured inRPMI supplementedwith 10%FCS, 1%
penicillin G and streptomycin, 1% HEPES and 1% pyruvate. Selinexor
was obtained from Karyopharm. Cyclophosphamide, mechloretha-
mine, doxorubicin, and vincristine were purchased from Sigma-
Aldrich, and dexamethasone and etoposide were purchased from
SelleckChem.

Cell-cycle distribution and gH2AX level
Thirty minutes following doxycycline withdrawal (to induce MYC

expression), P493–6 B-cells were exposed to vehicle or selinexor
(1 mmol/L) for 6 hours and cellular DNA content (for cell-cycle
analysis) and gH2AX levels (for DNA damage analysis) were simul-
taneously assessed by flow cytometry. Cells were fixed and permea-
bilized by using the FIX & PERM Cell Permeabilization Kit (Thermo-
Fisher Scientific) according to the manufacturer’s protocol. Cells were
then stained with FITC anti-gH2AX (BioLegend) and DAPI
(1 mg/mL). Labeled cells were analyzed by using a MACSQuant flow
cytometer (Miltenyi Biotech) and analyzed using FlowJo software
(TreeStar Inc.).

Growth inhibition and apoptosis analysis
Lymphoma cells were grown on U-bottom 96-well plates at respec-

tive concentrations sufficient to keep untreated cells under exponential
growth over the complete drug exposure time. For single drug experi-
ments, cells were exposed to 5 concentrations of selinexor for 72 hours.
For combinatorial experiments, cells were exposed concurrently or
sequentially to 4 concentrations of selinexor and a chemotherapy drug
for 72 hours. Cell viability was analyzed by using a fluorometric
reduction method (CellTiter-Blue, Promega) and fluorescence
(560Ex/590Em) was determined with the Synergy4 microplate reader
(Biotek). The fluorescence was determined for three replicates per
treatment condition and normalized to their respective controls
(vehicle-treated). CompuSyn software (Biosoft) was used to plot
dose–effect curves and determine the drug concentrations that inhibit
the growth of the cell lines by 50% (GI50) compared with the control.
To quantify the chemosensitization effect, the Dose Reduction Index
(DRI) was calculated with CompuSyn software (Biosoft). The DRI
represents how many folds a dose of a drug can be reduced by the
addition of another drug to achieve the same efficacy. For apoptosis
analysis DLBCL cells were grown onU-bottom 96-well plates at 25,000
cells per well, sufficient to keep untreated cells under exponential
growth over the complete drug exposure time. Cells were exposed to
1 mmol/L of Selinexor for 72 hours for each cell line. Caspase-3/7
activity was measured using a specific luminescent method (Caspase-
Glo 3/7 assay) and luminescence was determined by Spectramax Id5
plate reader (MolecularDevice). The luminescence was determined for
three replicates per treatment condition and normalized to their
respective vehicle controls. Senescence was determined by activation
of b-galactosidase enzyme (CellEvent Senescence Green Detection
Kit). Cells were exposed to 0.3mmol/L of selinexor (or vehicle) for up to
120 hours, washed with PBS and fixated using a 2% paraformaldehyde
solution for 15 minutes at room temperature. After fixation, cells were
incubated with the kit reagents for 2 hours and analyzed in a
MACSQuant flow cytometer (Miltenyi Biotech).

Single cell gel electrophoresis assays
An alkaline comet assay was used to assess DNA damage as

described previously (32, 33). Cells were exposed to vehicle or selinexor
(1 mmol/L) for 6 hours followed by etoposide (3 mmol/L), and DNA
damage was assessed after 4 hours of continuous exposure and after
4 hours of recovery (where etoposide was removed). Two slides per
condition were imaged for each experiment with an Axiovert 200M
fluorescent microscope (Zeiss Inc.), and approximately 70 comets per
slide were scored with Comet Score (TriTek).

Animal experiments
All animal procedures followed NIH protocols and were approved

by the Animal Institute Committee of the Weill Cornell Medicine. A
patient-derived tumor xenograft (PDTX) of a chemoresistant MYC-
driven XPO1 amplified DLBCL was established as previously describ-
ed (34). Briefly, NSG mice housed in a barrier environment were
subcutaneously injected in both flanks with primary human DLBCL
cells. When tumors reached a palpable size (approximately 75–100
mm3), mice were first randomized into two treatment arms to receive
either vehicle or CHOP on day 1. On the second day, each arm was
further randomized into two arms, generating four treatment groups:
A, vehicle; B, selinexor; C, CHOP; D, the combination of selinexor and
CHOP. Two groups (A and B) received vehicle and two groups (C and
D) received selinexor at 7.5 mg/kg orally according to the schedule
shown in Fig. 3B. Tumor volumewasmonitored every other day using
electronic digital calipers in two dimensions. Tumor volume was
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calculated using the following formula: tumor volume (mm3) ¼
(smallest diameter2 � largest diameter)/2. The AUC was calculated
for each individual tumor growth curve to reflect the entire tumor
growth (from randomization to sacrifice). Mice were weighed twice a
week, and liver and kidney chemistry panels were run at sacrifice.Mice
were sacrificed when at least 2 tumors of each group reached 20mm in
any dimension or when they showed signs of severe distress or toxicity.

Immunoblots
Whole-cell lysates were prepared using RIPA lysis buffer

(20 mmol/L Tris pH 8.0, 150 mmol/L NaCl, 5 mmol/L EDTA, 1%
Triton X-100) supplemented with a fresh protease inhibitor cocktail
(Roche). Protein concentration was determined by BCA assay (Pierce
Biotechnology) according to the manufacturer’s instructions. Protein
lysates were resolved by SDS-PAGE, transferred to PVDFmembranes,
and probed with the following primary antibodies: anti-RAD51 (8875,
Cell Signaling Technology), anti-WEE1 (13084, Cell Signaling Tech-
nology), anti-RPA1 (2267, Cell Signaling Technology), anti-CHEK1
(2360, Cell Signaling Technology), anti-KU70 (4588, Cell Signaling
Technology), anti-XPO1 (sc-5595 or sc-74454, Santa Cruz Biotech-
nology), anti-MYC (9402, Cell Signaling Technology), anti-b-actin
(A3854, Sigma). Membranes were then incubated with horseradish
peroxidase–conjugated secondary antibodies (Santa Cruz) and
detected with enhanced chemiluminescence (Pierce). Quantitative
densitometry analysis of Western blot bands was performed employ-
ing Image J.

Protein decay determination
To inhibit protein translation, cells were cultured in a complete

medium supplemented with cycloheximide at 300 mg/mL (Sigma)
immediately followed by treatment with vehicle or selinexor
(1 mmol/L) for 1 hour, 2 hours, 4 hours, 8 hours, and 24 hours. Cells
were harvested at each time point and baseline and immediately lysed
and processed for Western blotting as described above.

Quantitative real-time PCR
DLBCL cells were exposed to vehicle, Selinexor (1 mmol/L), etopo-

side (3 mmol/L) or their combination for 6 hours, and RNA was
extracted by TRizol reagent (ThermoFisher). Residual PDTX tissue
was harvested after mice were sacrificed and RNA isolated by using the
RNeasy Plus Mini kit (Qiagen) according to the manufacturers’
protocol. 1 (DLBCL cells) or 0.5 (PDTX) mg of RNA for each condition
was converted to cDNA using the Verso cDNA Synthesis Kit (Thermo
Fisher Scientific) according to the manufacturer’s protocol. Quanti-
tative reverse transcription PCR was carried out in 384-well plates
using the 7900HT Fast Real-Time PCR System (Applied Biosystems).
A dissociation curve analysis was performed for each sample to verify
PCR specificity, and no template samples were used as negative
control. Messenger RNA fold change was calculated by the DDCt

method by using the average of 2 housekeeping genes as internal
control and vehicle-treated cells as a calibrator.

Cellular fractionation and RNA export assay
DLBCL cell lines were exposed to either vehicle or selinexor

(1 mmol/L) for 6 hours and cellular fractionation was performed as
previously described (34). Briefly, 3� 107 cells were washed twice with
cold PBS, resuspended with slow pipetting in lysis Buffer (10 mmol/L
Tris, 140 mmol/L NaCl, 1.5 mmol/L MgCl2, 0.5% NP40, 1 mmol/L
DTT and 200U/mL RNAase inhibitor) and centrifuged at 1,000 g for 5
minutes. The supernatant, containing the cytosolic fraction, was
transferred to a fresh tube. The pellet, containing the nuclear fraction,

was first resuspended in lysis buffer and then 1/10 volume of detergent
solution (3.3% sodiumdeoxycholate, 6.6%Tween 40)was added under
slow vortexing. After 5 minutes of incubation on ice, the solution was
centrifuged and the supernatant, containing the post-nuclear fraction,
was added to the cytoplasmic fraction. RNA from cytoplasmic and
nuclear fractions was extracted by Trizol reagent (ThermoFisher). The
expression of specific transcripts was determined by qRT-PCR, as
described above.

RNA immunoprecipitation
RNA immunoprecipitation (RIP) was performed on nuclei isolated

using the cellular fractionation protocol described above as previously
reported (34). Briefly, 1mg of nuclei lysate was precleared with 50mL of
protein G conjugatedmagnetic beads (Dynabeads Protein G, Thermo-
Fisher Scientific) for 1h. Precleared lysates were incubated with
6 mmol/L of anti-eIF4E antibody (RN001P, MBL) or 1 mg of anti-
THOC4 antibody (12655, Cell Signaling Technology) overnight at 4�C
with rotation. After overnight incubation, 50 mL of Dynabeads were
added to each sample and incubated for 2 hours with rotation. To
isolate RNAs from immunoprecipitated reactions, beads were resus-
pended in Elution Buffer (100 mmol/L Tris-HCl, 4% SDS, 20%
glycerol, 12% b-mercaptoethanol, and incubated for 5 minutes at
98�C. RNA was isolated using TRIzol reagent (ThermoFisher).

Labeling and capture of newly synthesized protein
Newly synthesized proteins were labeled using the Click-iT Protein

Labeling Kit (Invitrogen) as previously described (34). 30 � 106 OCI-
Ly1 cells were pretreatedwith either vehicle or selinexor (1mmol/L) for
2 hours. After one wash, cells were resuspended in methionine-free
RPMI1640 medium (Gibco) supplemented with the methionine ana-
log L-azidohomoalanine (AHA; 50 mmol/L). Each flask was then
divided into two flasks (15 � 106 cells each) and cells were exposed
to vehicle, etoposide (3 mmol/L), selinexor (1 mmol/L), or the com-
bination of selinexor and etoposide for 6 hours. Cells were then
harvested and resuspended in lysis buffer (50 mmol/L Tris-HCl, pH
8.0, 1% SDS) containing a fresh protease inhibitor cocktail. 150 mg of
protein was used to crosslink the AHA-labeled nascent proteins to
alkyne-derivatized biotin in the Click-iT Protein Reaction Buffer
(Invitrogen) according to the manufacturer’s instructions. The result-
ing protein pellet was resolubilized in 1% SDS, followed by quenching
of the SDS with 6% NP-40, both supplemented with a protease
inhibitor cocktail. Biotin-crosslinked nascent proteins were then
captured overnight with streptavidin-coated Dynabeads M-280 (Invi-
trogen) and then eluted from the beads by boiling the samples for 5min
in 2% SDS loading buffer for Western blot analysis.

Immunofluorescence and proximity ligation assay
OCI-Ly1 and Toledo cells were treated with vehicle (DMSO) or

selinexor (1 mmol/L) for 6 hours. Following doxycycline withdrawal
(to induce MYC expression), P493–6 cells were exposed to vehicle or
selinexor (1 mmol/L) for 6 hours. At the end of treatment, cells were
centrifuged at 350 g for 5 minutes, plated on 8 mm coverslips
previously coated with Cell-Tak, and incubated for 10 minutes at
37�C to adhere. Cells were fixed for 40minutes (4%paraformaldehyde,
4% sucrose in PBS) at room temperature and permeabilized (Triton X-
100 0.1% in PBS) for 5 minutes. For immunofluorescence, fixed cells
were quenched for 5minutes (glycine 0.1 mol/L in PBS) and incubated
overnight at 4�C with primary antibodies. After washing, cells were
incubated with fluorophore-conjugated secondary antibodies for
2 hours at room temperature. Cells were then washed twice with PBS,
once with a solution of PBS and DAPI (2 mg/mL) and mounted with
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Fluoromount-G (Electron Microscopy Sciences). The PLA assay
was performed using the Duolink Red Kit (O-link Bioscience, Sweden)
in a humidity chamber according to the manufacturer’s instructions.
Briefly, cells were blocked with Duolink blocking buffer for 30 m
and incubated overnight at 4�C in the presence of primary antibodies
diluted in Duolink antibody diluent (1:100). After washing with
Duolink washing buffer A, cells were incubated with plus and minus
PLA probes for 1 hour at 37�C followed by ligase addition and
incubation for 30minutes. After washing with Duolink washing buffer
A, samples were incubated with the polymerase for 100 minutes at
37�C. Finally, covers were washed twice with Duolink washing buffer
B, once with a solution of PBS andDAPI (2 mg/mL) andmounted with
Fluoromount-G (Electron Microscopy Sciences). Primary Antibodies
used in these experiments were the following: anti-XPO1 (sc-5595 or
sc-74454, Santa Cruz Biotechnology), anti-THOC4 (12655, Cell Sig-
naling Technology), anti-EIF4E (9742, Cell Signaling Technology).

Image acquisition, processing, and quantification
Cells were imaged using a Zeiss LSM 880microscope equipped with

Airyscan detectors, a plan-Apochromat 63�1.4-NA oil objective, and
Zeiss ZEN software. Depending on cell volume, 20 to 30 images at
optimum step size were taken per field of view (FOV). Microscopy
images were processed with Fiji using custom macros. Briefly, in the
case of THOC4 or EIF4E mean fluorescence intensity, each image
of a stack was split in its component channels. DAPI signal was used
to determine the nuclear area in which the MFI of THOC4 and
eIF4E were quantified. Finally, an average MFI was calculated for
each cell. In the cases of the PLA, a Z projection was obtained for
each FOV (using Maximum intensity) and the DAPI signal was used
to determine the nuclear area in which the number of PLA spots were
quantified. The data presented in all figures are from three technical
replicates from at least two biological replicates.

RNA-seq
RNA was isolated from residual PDTX tissue by using the RNeasy

PlusMini kit (Qiagen) according to the manufacturers’ protocol. RNA
integrity was verified by using the Agilent 2100 Bioanalyzer (Agilent
Biotechnology). Library preparation for RNA-seq, sequencing, and
post-processing of the raw data was performed at the Epigenomics
Core at Weill Cornell Medicine. Sequencing libraries were generated
with poly Aþ RNA by using the TruSeq RNA Sample Prep Kit
(Illumina). Sequencing was performed on an Illumina HiSeq 2500 to
obtain �50M reads per sample. Primary processing of sequencing
images was done using Illumina’s Real Time Analysis software.
Illumina’s CASAVA1.8.2 softwarewas used to perform image capture,
base calling, and demultiplexing. Raw fastq files were initially scanned
for contaminants and genome distribution with fastQ screen and
filtered using fastp with default settings. Samples were deconvoluted to
split the human andmouse reads with a pipeline that consists of STAR
(v2.6.1a) alignment followed by XenofilteR (v0.99 under R3.5.1)
combined with samtools (v1.7). Transcript level quantification was
performedwith Salmon (v1.3.0). Genome versions usedwere hg38 and
mm10. Gene-level count matrices were created using tximport.
Human reads were analyzed with DESeq2.

Data representation and statistical analysis of preclinical
research

Data represent the mean of three independent experiments,
each performed in triplicate, and error bars represent standard error
mean (unless otherwise indicated). Unless otherwise specified, we
reported the mean, SEM and P values associated with a student t test

with two-tailed distribution of equal variance (or nonparametric
equivalent test when appropriate) for experimental data. For experi-
ments includingmore than two treatment arms, statistical analysis was
performed by one-way ANOVA followed by post-hoc multiple com-
parison test.P values < 0.05 andmultiple comparison adjusted P values
< 0.05 for multidimensional data were considered statistically
significant.

Data availability
Microscopy images were deposited on figshare (10.6084/m9.fig-

share.20616009) and the codes used to analyze the images were
deposited onGitHub (github.com/nahuelzamponi/xpo1_dlbcl_2022).
The Gene Expression Omnibus accession number for the RNA-seq
data: GSE211684. All other raw data generated in this study are
available upon request from the corresponding author.

Results
XPO1 is amplified and overexpressed in a subset of
chemoresistant GCB-DLBCL

XPO1 is targeted by genetic gains in DLBCL. XPO1 gains
may also result from focal amplifications as well as from broad
chromosomal 2p arm gains, more specifically those involving the
2p15–16 and/or 2p16.1 amplicons, that constitute one of the
most significantly amplified regions in DLBCL (Supplementary
Fig. S1A; refs. 19–21, 31). To determine the impact of XPO1 gains
on XPO1 overexpression, we analyzed XPO1 copy-number gains
in relation to its transcript and protein expression. In a compiled
cohort of 750 primary DLBCLs (31), XPO1 was amplified
(XPO1amp) in 16% of cases and associated with a higher level of
transcript expression (P < 0.001, vs. XPO1 diploid DLBCLs;
Fig. 1A). From 59 DLBCL cases for which XPO1 protein expression
was available, 57 expressed levels ranging from low (n ¼ 16%) to
moderate (n ¼ 33%) to high (n ¼ 51%), according to an ad hoc IHC
scoring system. Like XPO1 transcripts, XPO1amp DLBCLs expressed
significantly higher levels of XPO1 protein (vs. XPO1-diploid, 75%
vs. 40%, respectively; P < 0.04; Fig. 1B). Additional mechanisms
seemed to increase XPO1 expression because a subgroup of
DLBCLs with high XPO1 expression were diploid for XPO1
(Fig. 1B). Overall, these data suggest a positive advantage for
increased expression of XPO1 in DLBCLs. We next determined
the association between XPO1 protein expression at diagnosis
and patient response to first-line R-CHOP (rituximab, cyclophos-
phamide, vincristine, prednisone, doxorubicin) chemoimmu-
notherapy using our dataset containing 50% responsive and 50%
non-responsive patients. The proportion of XPO1 overexpression
(XPO1high) in refractory or relapsed patients was 70% whereas
in patients who achieved complete responses was 33% (P ¼
0.005; Fig. 1C). This indicates that patients with XPO1high DLBCLs
have a lower likelihood of responding to first-line treatment with a
HR of 2.28 (1.32–3.93; P ¼ 0.0029).

DLBCL comprises two major subgroups that have distinct clinical
behavior and molecular features: germinal center B cell–like (GCB-
DLBCL) and activated B cell–like (ABC-DLBCL; ref. 35). Patients with
GCB-DLBCLs have better outcome following R-CHOP chemoimmu-
notherapy compared with ABC-DLBCLs (36, 37). Intriguingly, we
found that XPO1amp occurs more frequently in GCB-DLBCLs
(Fig. 1D; 33% vs. 14%, respectively), affecting all genetic subtypes
but more commonly in EZB-MYCneg, EZB-MYCpos, ST2 and complex
(Supplementary Fig. S1A; ref. 38). Consistently, XPO1 is overex-
pressed in GCB-DLBCL cell lines at levels similar or higher than in
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normal GCB cells (Supplementary Fig. S1B). We thus determined the
effect of XPO1 overexpression on the clinical outcome using a real-
world cohort of 1,296 primary GCB-DLBCL patients intended to be
treated with chemoimmunotherapy R-CHOP or equivalent regi-
men (31). To uncover any dose effect, patients were clustered in
quartiles based on XPO1 transcript levels. Patients expressing XPO1
at the highest (Q4) versus lowest (Q1) quartiles have levels of XPO1
transcript consistent with XPO1 gains vs. XPO1 neutral/losses
patients, respectively (as in Fig. 1A). In univariate analysis, GCB-
DLBCL patients in the highest quartile of XPO1 expression displayed
significantly worse progression-free survival compared with patients
in the lower quartiles (P ¼ 0.03; Supplementary Fig. S1C). Taken
together these data suggest a potential oncogenic role for XPO1
in DLBCL as increased XPO1 expression might confer a survival
advantage to lymphoma cells in response to chemotherapy. To elu-
cidate biological functions associated with XPO1 expression, we
conducted gene expression pathway analysis in our cohort of 39
DLBCLs comparing XPO1high versus XPO1low cases (Supplementary
Table S1). We then selected biological pathways that could indicate
potential mechanistic associations with therapeutic response to che-
moimmunotherapy and determine their activation in the cohort of
4,655 DLBCL patients (31) segregated into quartiles of XPO1 expres-
sion. Among the most significantly associated with XPO1 expression
we identified a negative correlation with “IFNg immune signaling”
pathway activity (Fig. 1E), that is consistent with a statistically
significant overrepresentation of the immune depleted lymphoma

microenvironment category (i.e., DP-LME) among the GCB-
DLBCLs harboring XPO1 gains (31). A DP-LME associates with the
highest likelihood of chemoimmunotherapy resistance (31). Mean-
while, XPO1 expression positively correlatedwith higher activity of the
“cell proliferation” and “DNA damage repair” pathways (Fig. 1F),
overall suggesting mechanistic links between these cellular functions
and XPO1 expression.

XPO1 enables genotoxic stress tolerance by facilitating DNA
damage repair

The previous analysis of XPO1high DLBCLs led us to hypothesize
that XPO1 may be involved in genotoxic stress tolerance. Cancer cells
are continuously exposed toDNAdamage due to replication stress that
originates in the dysregulated S-phase progression driven by aberrant
expression of specific oncogenes, among which is MYC (39, 40).
Dysregulated MYC expression induces genotoxic stress in the form
of S-phase DNA damage (41), of which, cells need to mitigate to
prevent senescence and/or apoptosis (42, 43). BecauseMYC is a known
driver of DLBCL, we speculated that XPO1 may promote tolerance
toward MYC-induced replication stress. Supporting this hypothesis,
we found that DLBCLs harboring MYC translocation express higher
levels of XPO1 compared with DLBCL without MYC translocation
(Fig. 2A). To determine whether XPO1 is required to tolerate MYC-
induced replication stress, we used a B-lymphoblastoid cell line (P-
493–6) harboring a conditionally expressed MYC allele, and the small
molecule selinexor that blocks XPO1 by covalently binding to cysteine

Figure 1.

XPO1 is overexpressed in resistant and relapsed DLBCL.A, XPO1 copy number (x-axis) and transcript expression (y-axis) in a cohort of 750 treatment-na€�ve primary
DLBCLs. B and C, Frequency of treatment-na€�ve primary DLBCL cases with low, medium, and high XPO1 protein expression (determined by IHC) in relation to XPO1
copy number (diploid vs. gains, n ¼ 42 pts, WES and WGS; B) and response to R-CHOP (n ¼ 57 pts; C). Statistical analysis was performed by Chi-square test.
D, Frequency of XPO1 copy number in 750 treatment-na€�ve primary DLBCL cases classified as GCB-DLBCL versus ABC-DLBCL by RNA-seq profiling. E and
F, IFNg response (E) and cell proliferation and DNA repair (F) pathway analysis (GSEA) in 4,655 primary DLBCLs stratified by XPO1 increasing gene expression
quartiles (Q) by RNA-seq.
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Figure 2.

XPO1 promotes DNA damage repair enabling genotoxic stress tolerance. A, XPO1 expression in treatment-na€�ve primary GCB-DLBCLs harboring or not MYC
translocation.B, Immunoblot for MYC expression in P493–6 B cells representing baseline (pretreatment), doxycycline treatment, doxycycline removal (30min) plus
vehicle and doxycycline removal (30 min) plus selinexor conditions. C and D, DNA damage levels (by H2AX staining; C) and cell-cycle distribution (by flow
cytometry analysis; D) of P493–6 B cells upon MYC induction (doxycycline removal) and exposure to vehicle or selinexor (1 mmol/L) for 6 hours. E, Baseline DNA
damage levels in a panel of 16 DLBCL cell lines assessed by flow cytometry analysis of gH2AX levels. Inset, average level of DNA damage in selinexor sensitive versus
resistant DLBCL cell lines. F and G, Comet assay showing the amount of residual DNA damage after 4 hours of exposure (induction phase) and 4 hours withdrawal
(repair phase) from3mmol/L etoposide (with andwithout 1mmol/L selinexor) inOCI-Ly1 (F) andToledo (G) cells.Hand I,Cell-cycle analysis ofOCI-Ly1 (H) andToledo
(I) cells exposed to vehicle, selinexor (1 mmol/L), etoposide (3 mmol/L) or their combination for 24 hours. J, Apoptosis analysis by caspase-7/3 activity in DoHH2
(selinexor sensitive) andKarpas422 (selinexor resistant) cell lines upon exposure to vehicle, etoposide, selinexor, and their combination for 72 hours. Data normalized
to vehicle-treated and selinexor-treated cells. �� , P < 0.005; ��� , P < 0.0005.
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528 in its cargo-binding pocket (44). UponMYC induction, cells were
exposed to vehicle or selinexor for 6 hours (Fig. 2B), andDNAdamage
level (gH2AX) and cell-cycle distribution were assessed by flow
cytometry. The inhibition of XPO1 resulted in increasedDNAdamage
level, specifically in the cells transitioning through S-phase (vs. vehicle;
P< 0.0001;Fig. 2C) as well as in cell-cycle arrest in theG2–Mphase (vs.
vehicle; P ¼ 0.003; Fig. 2D), overall indicating that XPO1 is required
to mitigate MYC-induced replication stress. Increased gH2AX in
selinexor-treated cells was not due to apoptosis, because no significant
difference was observed in the percentage of sub-G1 cells between
groups (Supplementary Fig. S2A).

If XPO1 is required to tolerate genotoxic stress in cancer cells, then
lymphoma cells with higher levels of endogenousDNAdamage should
be more critically dependent on XPO1 for survival. To explore this
notion, we first classified a panel of 16 DLBCL cell lines as “sensitive”
and “resistant” to XPO1 inhibition accordingly to their GI50 after
treatment with selinexor. Selinexor impaired proliferation in 62%
(10/16) of cells at clinically relevant doses (selinexor-sensitive; GI50
¼< 1mmol/L)whereas 38% (6/16) of cells exhibited aGI50> 10mmol/L
(selinexor-resistant; Supplementary Fig. S2B). We next assessed
the amount of genotoxic stress in these cell lines by gH2AX and found
that the “selinexor-sensitive” exhibited higher levels of baseline endog-
enous DNA damage than the “selinexor-resistant” cell lines (Fig. 2E).
Exposing DLBCL cells to selinexor 1 mmol/L induced apoptosis (by
caspase-7/3 activity) to a level that was in general agreement with their
baseline degree of endogenous DNA damage (Supplementary
Fig. S2C). Notably, there was no association between XPO1 expression
levels and sensitivity to selinexor (Supplementary Fig. S2D). A mech-
anism by which XPO1 may promote genotoxic stress tolerance is by
modulating DNA damage repair, which was suggested above from the
pathway analysis in XPO1high DLBCLs. We experimentally tested this
by exposing two MYC-driven GCB-DLBCL cell lines (OCI-Ly1 and
Toledo) to the DNA damaging agent etoposide, alone or in combi-
nation with selinexor, and assessed DNA damage repair by single cell
gel electrophoresis assay (Fig. 2F and G). While inhibition of XPO1
did not affect the amount of DNA damage induced by etoposide, we
observed a significantly higher amount of unrepaired DNA damage in
cells exposed to the drug combination comparedwith either drug alone
(P < 0.001 for both cell lines; Fig. 2F and G). This effect was
independent of the type of DNA damaging agent used as inhibition
of XPO1 impaired DNA damage repair following exposure to doxo-
rubicin (not shown). The impairing of the DNA damage repair
capacity induced by XPO1 inhibition is biologically relevant because
OCI-Ly1 andToledo cells exposed to the combination of etoposide and
selinexor showed increased S–G2 cell-cycle arrest (vs. etoposide
alone; Fig. 2H and I). Moreover, we exposed the DoHH2 (selinexor
sensitive) and Karpas422 (selinexor resistant) cell lines that showed,
respectively, the highest and lowest levels of baseline DNA damage
(Fig. 2E) to vehicle, etoposide, selinexor, and their combination for
72 hours and measured apoptosis by caspase-7/3 activity and
senescence by b-galactosidase activity. Although there was no
induction of senescence in any cell line in any condition tested
(not shown); we found an increase of apoptosis upon etoposide
treatment (vs. vehicle) that was higher for DoHH2 than for Kar-
pas422 cells (Fig. 2J). The block of apoptosis in the selinexor
resistant cell line Karpas422 was rescued by selinexor (Fig. 2J),
whereas in the selinexor sensitive cell line DoHH2 selinexor
increased the apoptosis level induced by etoposide (Fig. 2J). This
data agrees with the notion that XPO1 overexpression allows
DLBCL to overcome and survive a genotoxic stress likely through
promoting DNA damage repair.

Inhibition of XPO1 is sufficient to enhance the effect of cytotoxic
chemotherapy

Data from above suggests that XPO1 inhibition could be sufficient
to sensitize DLBCL cells to DNA-damaging agents. We tested this in a
panel of fiveMYC-drivenGCB-DLBCL and double-hit lymphoma cell
lines with different intrinsic chemosensitivity (45). Cells were exposed
to etoposide, doxorubicin, mechlorethamine (as in vitro equivalent to
cyclophosphamide and ifosfamide), vincristine, gemcitabine, or car-
boplatin alone and in combination with selinexor. These DNA dam-
aging agentswere selected as they are used to treatDLBCLpatients.We
observed a favorable dose-reduction index for each cytotoxic agent in
almost each cell line across a range of different doses (Fig. 3A),
indicating that XPO1 inhibition broadly sensitizes MYC-driven
DLBCL cells in an agnostic fashion to the chemotherapy agent and
regardless of their intrinsic chemosensitivity. This chemosensitizing
effect was observed when chemotherapy (i.e., doxorubicin or etopo-
side) was administered either before or after selinexor but not with
concomitant administration, which resulted mostly in an additive
effect (Supplementary Fig. S3A).

To determine whether the chemosensitizing effect of selinexor can
be achieved in vivo, we developed a PDTX model of chemoresistant
MYC-driven XPO1high GCB-DLBCL. The specimen was isolated
from a treatment-na€�ve patient with stage IVb DLBCL harboring
amplifications of MYC, BCL2, and XPO1. Mice with established
PDTXs were randomized to receive vehicle, CHOP, selinexor
(7.5 mg/kg), or their combination (Fig. 3B). While either selinexor
or CHOP showed an anti-lymphoma effect (Fig. 3C; Supplementary
Fig. S2B), the PDTX growth was more potently suppressed by the
combination (P ¼ 0.03 vs. CHOP; and P < 0.001 vs. selinexor;
Fig. 3C; Supplementary Fig. S3B). The higher effect of the combi-
nation was associated with significant increase in apoptotic cells
as assessed by the TUNEL assay (P¼ 0.006 vs. CHOP; and P< 0.001 vs.
selinexor; Fig. 3D; Supplementary Fig. S3C). The combination of
selinexor and CHOP was well tolerated as there was no evidence of
toxicity based onmiceweightmonitoring (Supplementary Fig. S3D) or
blood chemistry.

To determine themolecular effects of selinexor addition to cytotoxic
chemotherapy, we conducted gene expression analysis by RNA-seq in
PDTX tissues harvested at the end of the treatments. Gene set
enrichment analysis was performed on human transcripts differen-
tially expressed between PDTX exposed to selinexor plus CHOP vs.
CHOP alone (all vs. vehicle). The top enriched pathways in PDTX
exposed to the combination were “oxidative phosphorylation” and
“DNA damage repair” (Fig. 3E); likely representing compensatory
mechanisms due to the impairment of DNA damage repair induced by
selinexor in vivo. Another top enriched pathway was “MYC target
genes” (Fig. 3E), that included transcripts associated with XPO1
function like RAN and RANBP1, as well as others associated with
mRNA processing and protein biosynthesis like EIF4E, EIF3B,
HNRNPR, EXOSC7, and RPL14, suggesting that XPO1 inhibition may
affect these cellular functions in response to genotoxic stress. Con-
versely, the top pathway negatively enriched in the combination
treated PDTX was “mitotic spindle” (Fig. 3E), compatible with higher
proliferation arrest in these tumors.

Selinexor in combination with chemoimmunotherapy is
tolerable in patients with aggressive B-cell lymphomas

On the basis of these preclinical findings, we conducted a phase I
trial of selinexor plus a standard second-line chemotherapy regimen,
R-ICE (rituximab, ifosfamide, carboplatin, and etoposide), in patients
with R/R aggressive B-cell lymphomas (Fig. 4A). Primary endpoint
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Figure 3.

XPO1 inhibition chemosensitizes high-grade B-cell lymphomas.A, Top, table of MYC and BCL2 statuses of the cell lines used in the subsequent experiments. Bottom,
DRI of doxorubicin, etoposide, mechlorethamine, vincristine, gemcitabine, or carboplatin in combination with selinexor in a panel of 5 MYC-driven high-grade B-cell
lymphoma cell lines including double-hit (i.e., concurrent MYC and BCL2 aberrations). B, Schematic of dosing and scheduling of a R/R DLBCL (carrying copy gains
of XPO1, MYC and BCL2) PDTX experiment. XPO1 immunobloting from the primary sample before establishment of the PDTX (PDX-G0), after two passages in
mice (PDX-G2) and after four passages in mice (PDX-G4). C, Area under the curve or tumor growth of a R/R DLBCL PDTX treated with vehicle, selinexor, CHOP, or
the combination of selinexorþCHOP.D, TUNEL staining quantification of apoptotic index in residual R/RDLBCL PDTX tissue fromC. E,Gene set enrichment analysis
of genes differentially expressed in R/R DLBCL PDTX treated with CHOP þ selinexor versus CHOP alone. NES, normalized enriched score.

XPO1 Regulates Adaptive mRNA Export

AACRJournals.org Cancer Res; 84(1) January 1, 2024 109



was to determine the MTD of selinexor in combination with R-ICE;
secondary endpoints were to assess the efficacy of selinexor plus R-ICE
and to evaluate the feasibility of stem cell collection after treatment
with selinexor plus R-ICE. The study comprised a dose-finding cohort
with a 3þ3 dose escalation design and a planned enrollment of a
maximum of 18 subjects. An expansion cohort of a maximum of 10
subjects was to be treated at the MTD (including those previously
treated at that dose) to better define the toxicity profile. Eligible
subjects included patients with DLBCL, DH-HGBL, and indolent
lymphomas transformed to DLBCL who had received one prior
regimen administered with curative intent. A separate cohort enrolled
patients with RT from CLL; there was no requirement regarding prior
therapies in this cohort. Patients could undergo cellular therapy after
two ormore cycles at the discretion of the treating physician. Selinexor
was initially dosed before R-ICE according to the following schedule:
selinexor on days -5, -3, 1, 3, and 5 and R-ICE on days 1–3 of a 21-day

cycle. However, due to CNS toxicity thought to be primarily related to
ifosfamide, the dosing schedule was amended so that R-ICE was given
on days 1 to 3 and, following completion of ifosfamide, selinexor was
given on days 3, 5, and 7 of each cycle (Fig. 4A). Our preclinical data
(Supplementary Fig. S3A) supported either dosing schedule as poten-
tially similarly effective in improving chemosensitivity. Dose levels
were 40 mg (dose level, DL-1), 60 mg (DL1), and 80 mg (DL2) and the
DLT period was cycle 1.

Twenty-two patients were enrolled with a median age of 67 years
(Supplementary Table S2). Diagnoses were DLBCL (n ¼ 12), DH-
HGBL (n ¼ 4), transformed indolent lymphoma (n ¼ 2), primary
mediastinal large B-cell lymphoma (n ¼ 1) and RT from CLL (n ¼ 3,
Supplementary Table S2; Fig. 4A). Seven patients were treated on the
initial dosing schedule and 12 patients withDLBCLwere treated on the
modified dosing schedule (Fig. 4A). At the initial 60 mg dosing, 2 of 3
patients had a DLT (Fig. 4B) whereas at the downscaled 40 mg dosing

Figure 4.

Selinexor in combination with R-ICE in patients with aggressive B-cell lymphomas. A, Flowchart of clinical trial design with allocation results and number of DLT
events. Twenty-two subjects were enrolled (19 in standard aggressive B-cell lymphoma cohort and three in RT cohort). DLBCL-NOS, DLBCL not otherwise specified;
PMBL, primary mediastinal B-cell lymphoma. B, Dosing schedule with patient allocation and DLT for the 19 subjects enrolled in the DLBCL cohort. From the three
RT subjects, one subject was taken off the trial prior to receiving selinexor because of neurotoxicity due to ifosfamide and the other two subjects did not experience
a DLT. In the initial dosing schedule (n ¼ 3) at 60 mg there were no DLTs. Two DLTs were observed when dose subsequently increased to 80 mg, prompting
de-escalation to 60 mg and enrolling three additional subjects at that dose level. One of the second group of three subjects experienced grade 3 AMS. At that
point, the protocol was modified so that the selinexor was dosed after completion of ifosfamide. C, Waterfall plot of best relative percent change from baseline
in tumor size for 18 patients. Of 20 subjects evaluable for response, one progressed prior to imaging response assessment and one with complete response on PET
had no measurable disease, and thus, is not included in the waterfall plot. Solid columns, modified schedule; dashed columns, initial schedule.
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only 1 of 6 patients had a DLT (Fig. 4B), therefore 40 mg was declared
the RP2D, and three additional subjects were enrolled in the expansion
cohort. Three subjects with RT were treated on the modified dosing
schedule; two received selinexor and neither had a DLT. The median
number of cycles administered was 2 and the most common grade 3
and 4 toxicities were cytopenias followed by fatigue, hyponatremia,
and transaminitis (Supplementary Table S3). Neutropenic fever
occurred in four subjects; all were grade 3 except for one grade 5
episode in a subject who had undergone allogenic stem cell trans-
plantation four months prior to study enrollement (Supplementary
Table S3). As mentioned above, 3 patients treated on the initial
schedule with selinexor administered before R-ICE experienced grade
3 altered mental status (AMS) thought to be primarily due to ifosfa-
mide. In these 3 patients, AMS began either during or immediately
after completion of the ifosfamide infusion. They were treated with
methylene blue and thiamine and underwent neurologic imaging,
which was negative for acute findings. The symptoms improved in all
patients, and completely resolved in two after 3 and 6 days. The third
patient underwent a lumbar puncture concerning for CNS involve-
ment of the lymphoma, which was also thought to be a contributor to
the AMS. He was taken off the study as CNS involvement was an
exclusion criterion. Neurologic toxicity was not observed in the
modified dosing cohort with selinexor dosed after R-ICE (Supple-
mentary Table S3).

In the 21 patients who received selinexor plus R-ICE, the objective
response rate (ORR) was 71% with seven CR, eight partial response
(PR), and three SD (Fig. 4C). Of the 7 patients achieving CR, three
underwent autologous stem cell transplant (ASCT), one was treated
with CAR T-cell therapy, and three were monitored without further
treatment. Of the 8 patients achieving PR, one underwent ASCT, one
underwent allogeneic SCT after bendamustine bridging protocol (both
of whom remain in CR at last follow-up; ref. 46), four were treated
with CAR T-cells, and two died without further therapy. Of the 3
patients achieving SD, one underwent ASCT after bendamustine
protocol, one was treated with CART-cells, and the other died without
further therapy. Of note, at the RP2D in the DLBCL cohort (n ¼ 9),
ORR was 78% with 4 CR, 3 PR, and 2 SD.

Stem cell collection was successful in four of 8 patients, while the
remaining four were unable to be collected. Details regarding stem cell
collection are included in Supplementary Table S4. To our knowledge,
all four patients who were unable to have stem cells collected remain
alive. Three have not required additional therapy since receiving
selinexor plus R-ICE with follow-up of over four (n ¼ 1) and five
(n¼ 2) years. The fourthwas found to have relapsedCNSdisease at the
time of attempted collection, was treated with CNS-directed systemic
chemotherapy, underwent allogeneic SCT, and remains in CR for over
2 years. Further studies should investigate the potential of selinexor for
CNS toxicity, whichmay in part be related to the crossing of the blood-
brain barrier, potentially advantageous inDLBCL, aswell as the impact
on stem cells. The long remissions of patients who were unable to have
stem cells collected suggest that selinexor’s impact on the bonemarrow
may provide clinical benefit. Overall, this clinical trial indicates that the
combination of selinexor with chemotherapy is tolerable and poten-
tially effective in aggressive B-cell lymphomas.

XPO1 sustains the turnover of proteins involved in DNA damage
repair

To elucidate the molecular mechanism by which XPO1 inhibition
affects DNAdamage repair in DLBCL, we first determined the effect of
selinexor on the expression of key proteins involved in DNA damage
response and repair (CHEK1, RPA1, RAD51, WEE1, and KU70, or

XRCC6) in MYC-driven OCI-Ly1 cells (Fig. 5A). We found that
selinexor impaired the expression of CHEK1, RAD51, and WEE1 but
not RPA1 and KU70. While etoposide increased the expression of
some of these proteins, selinexor blunted this effect (Fig. 5A). Sim-
ilarly, while MYC induction in P-493–6 cells was associated with
upregulation of CHEK1, RAD51, and WEE1 (Fig. 5B), a likely
consequence of increased replication stress (47, 48), this effect was
almost completely blunted by XPO1 inhibition (Fig. 5B). Remarkably,
MYC induction did not increase XPO1 levels, indicating that XPO1 is
not a direct MYC target gene (Fig. 5B).

To determine whether decreased CHEK1, RPA1, RAD51,
and WEE1 protein expression was due to decreased template avail-
ability, we analyzed their transcripts expression in the conditions and
cell lines described before. Both etoposide administration and MYC
induction upregulated these transcripts (Fig. 5C; Supplementary
Fig. S4), likely accounting for the observed increased protein expres-
sion. Transcript upregulation was also observed for KU70 (Fig. 5C), a
protein whose expression did not significantly change, suggesting that
etoposide may increase KU70 turnover (49, 50). On the contrary,
selinexor did not affect the expression level of these transcripts
(Fig. 5C; Supplementary Fig. S4). Furthermore, selinexor did not
affect the stability of already synthesized CHEK1, RAD51, and WEE1
proteins as demonstrated by measuring their half-life (Fig. 5D and E).
Likewise, the effect of selinexor on protein expression was not a global
phenomenon because expression of RPA1 and KU70 was not affected.
We thus assessed newly synthesized CHEK1, RAD51, and WEE1
proteins in OCI-Ly1 cells treated with etoposide, selinexor, and their
combination. We found that selinexor impaired new synthesis of
CHEK1, RAD51, and WEE1 in response to genotoxic stress (but not
of actin, Fig. 5F), indicating that XPO1 activity is necessary to sustain
the turnover of proteins involved the repair of DNA damage.

XPO1 prioritizes the nuclear export of nucleoproteins carrying
genotoxic stress transcripts

Because XPO1 inhibition impaired the production of a subset of
DNA damage repair proteins without affecting their transcript levels,
we speculated that this could be the consequence of decreased nuclear
export of their transcripts. We thus determined whether XPO1
inhibition alters the intracellular distribution of CHEK1, RPA1,
RAD51, WEE1, and KU70 transcripts. B-actin transcript (BACT)
whose protein level did not change upon selinexor treatment was
used as a control. In agreement with the selective effect observed in
protein expression, XPO1 inhibition inMYC-driven Toledo and OCI-
Ly1 cells resulted in nuclear retention of CHEK1, WEE1, and RAD51,
but not of RPA1, KU70, or BACT (control) transcripts (Fig. 6A;
Supplementary Fig. S5A). Because XPO1 is unable to directly bind
these transcripts (not shown), we hypothesized that XPO1 inhibition
may affect the export of ribonucleoproteins carrying them. As poten-
tial candidates, we investigated THOC4, FUS, and EIF4E, which have
been independently reported by us and others to bind transcripts
coding for proteins regulating DNA damage repair in cancer cells
(34, 51). Specifically, re-analysis of our reported (34) EIF4E RIP-
sequencing conducted in OCI-Ly1 cells at baseline conditions dem-
onstrated a significant enrichment of DNA repair transcripts (vs. IgG
RIP-seq; P < 0.001, Supplementary Fig. S5B) as EIF4E binders. To
determine whether the nuclear export of these proteins is XPO1-
dependent, we first determined their nuclear expression in Toledo and
OCI-Ly1 cells at baseline and following exposure to selinexor by
immunofluorescence. In accordance with what was previously report-
ed for other cell types (13, 52), we found that THOC4 localization is
prevalently nuclear while EIF4E localization is prevalently cytoplasmic
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in lymphoma cells at baseline. Inhibition of XPO1 in Toledo and
OCI-Ly1 cells resulted in increased nuclear expression of THOC4
and EIF4E (P < 0.001 vs. vehicle for both proteins in Toledo and for
THOC4 in OCI-Ly1 cells; Fig. 6B and Supplementary Fig. S5C) in
absence of an increase in total THOC4 and EIF4E protein levels (Sup-
plementary Fig. S5D), indicating that the export of these proteins is at
least partially XPO1-dependent. We did not observe nuclear retention
of FUS in OCI-Ly1 or Toledo cells exposed to selinexor (not shown).

This data suggested that THOC4 and EIF4E are exported through
XPO1. Thus, we analyzed THOC4-XPO1 and EIF4E-XPO1 interac-
tions at baseline and in response to etoposide-induced DNA

damage by conducting proximity ligation assays in Toledo cells. We
found that XPO1 binds both THOC4 and EIF4E in Toledo cells at
baseline, and such interactions significantly increase in response
to genotoxic stress (P < 0.001, vs. baseline, for both proteins,
Fig. 6C, top). Similarly, we observed increased THOC4-XPO1 and
eIF4E-XPO1 interactions upon acute MYC expression in P-493–6
lymphoblastoid B cells (P < 0.001, vs. MYC negative condition, for
both proteins, Fig. 6C, bottom). Accordingly, XPO1 inhibition in
MYC expressing P-493–6 cells resulted in a significant increase in the
nuclear retention of THOC4 (P < 0.001, vs. vehicle, Fig. 6D). Overall,
these data indicate that XPO1preferentially binds and exports THOC4

Figure 5.

XPO1 sustains the turnover of proteins modulating DNA damage repair. A, Representative immunoblot of indicated DNA damage repair proteins in OCI-Ly1 cells
exposed to vehicle, selinexor (1 mmol/L), etoposide (3 mmol/L), or their combination for 24 hours. B, Representative immunoblot of indicated DNA damage repair
proteins in P493–6 B-cells after induction of MYC (30 minutes after doxycycline withdrawal) and exposure to vehicle or selinexor (1 mmol/L) for 24 hours.
C, Expression levels of transcripts encoding for DNA damage repair protein in OCI-Ly1 cells exposed to vehicle, selinexor (1 mmol/L), etoposide (3 mmol/L), or their
combination for 6 hours.D and E, Representative immunoblots (D) of cycloheximide (CHX) chase assay of CHEK1, RAD51, andWEE1 (and actin as control) in OCI-Ly1
cells exposed to vehicle or selinexor (1 mmol/L) for the indicated times. The relative amount of each protein compared with b-actin was quantified by densitometry
and plotted with respect to time (E). The protein to b-actin level at baseline was defined as 100%. F, Immunoblots showing CHEK1, RAD51, and WEE1 (and actin as
control) protein levels in the newly synthesized fraction (AHA-pulldown) over total protein abundance (input) in OCI-Ly1 cells exposed to vehicle, selinexor
(1 mmol/L), etoposide (3 mmol/L), or their combination for 6 hours.
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Figure 6.

XPO1 prioritizes the nuclear export of nucleoproteins carrying genotoxic stress transcripts. A, Nuclear/cytoplasmic ratio of selected DNA damage repair transcripts
(i.e., CHEK1, RAD51,WEE1, RPA1, and KU70) in Toledo cells exposed to vehicle or selinexor (1mmol/L) for 6 hours.B,Nuclear levels of THOC4 and EIF4E in Toledo cells
exposed to vehicle or selinexor (1mmol/L) for 6 hours. Left, representative images; right, quantification. The bar represents pixel intensity. C,Proximity ligation assays
(PLA) of XPO1-THOC4 and XPO1-EIF4E complexes in Toledo cells exposed to vehicle or etoposide for 6 hours (top) and in P493–6 B-cells with or without MYC
expression (bottom).D,Nuclear level of THOC4 in P493–6B-cells afterMYC induction, followedby vehicle or selinexor (1mmol/L) for 6 hours. Thebar represents pixel
intensity. E, Ribonucleoprotein immunoprecipitation assays of DNA damage repair transcripts (i.e., CHEK1, RAD51,WEE1, RPA1, and KU70) bound by THOC4 (left) or
EIF4E (right) in the nuclear fraction of Toledo cells. Data are presented as fold enrichment over input. F, Change in the amount of DNA damage repair transcripts
CHEK1, RAD51, WEE1, RPA1, and KU70 (and actin as control) bound by THOC4 (left) and EIF4E (right) in Toledo lymphoma cells exposed to vehicle or etoposide for
6 hours. Data are presented as fold enrichment over vehicle (normalized by their respective inputs). � , P < 0.05; �� , P < 0.01; ��� , P < 0.001.
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and EIF4E in response to endogenous (i.e., MYC) and exogenous (i.e.,
chemotherapy) genotoxic stresses.

To further refine our model, we determined whether THOC4 and
EIF4E carried DNA damage transcripts by performing quantitative
ribonucleoprotein immunoprecipitation (RIP) in OCI-Ly1 and Tole-
do cells. We found that THOC4 binds to CHEK1, RAD51, WEE1, and
KU70 transcripts, while EIF4E binds to CHEK1 andWEE1 transcripts
in both cell lines (Fig. 6E; Supplementary Fig. S5E). There was no
binding of BACT transcripts used as a control (Fig. 6E; Supplementary
Fig. S5E).We thendeterminedwhether an increase in the transcription
of DNA damage repair genes associates with their preferential XPO1-
dependent nuclear export. We thus conducted quantitative THOC4-
RIPs andEIF4E-RIPs in nuclear lysates fromOCI-Ly1 andToledo cells
treated with etoposide. We found that upon etoposide-induced DNA
damage, THOC4 and EIF4E boundmore CHEK1, RAD51,WEE1, and
KU70 transcripts but not BACT transcripts (Fig. 6F; Supplementary
Fig. S5F). Moreover, while EIF4E did not bind RAD51 transcripts at
baseline, it did after genotoxic stress in both cell lines (Fig. 6F;
Supplementary Fig. S5F). These data indicate that, in response to
genotoxic stress, transcripts coding for proteins required for DNA
damage repair are preferentially bound by THOC4 and EIF4E and
exported in an XPO1-dependent manner.

Taken together our data support amodel inwhichXPO1 enables the
adaptive regulation of mRNA export required for genotoxic stress
tolerance in lymphoma cells. Preferential nuclear export of selected
transcripts is achieved at two levels of regulation, the increased binding
of these transcripts by THOC4 and EIF4E followed by the increased
export of the corresponding ribonucleoprotein complexes by XPO1.
This mechanism potentially confers XPO1 overexpressing cancer cells
a competitive advantage by allowing them to sustain higher levels of
endogenous and exogenous genotoxic stresses as ultimately evidenced
in R/R DLBCLs and/or in MYC-driven B-cell lymphomas. However,
this creates a therapeutic vulnerability to XPO1 inhibition particularly
in conditions of a sudden increase in DNA damage such as upon
cytotoxic chemotherapy exposure that can be exploited for therapeutic
gain in combinatorial scheduling.

Discussion
Our data demonstrate a novel oncogenic mechanism of XPO1

characterized by the hierarchization of ribonucleoprotein complexes
export to enable endogenous and exogenous genotoxic stress toler-
ance. Specific post-translational reprogramming of the proteome is a
general mechanism by which cells respond to different types of stress.
To maximize survival, cells induce a general shutdown of global
protein production while promoting instantaneous and coordinated
expression of the proteins required to overcome the stressful condi-
tion. Such mechanism becomes critical in response to genotoxic stress
in cancer cells as DNA damage needs to be rapidly repaired to prevent
cell death. At the same time, DNAdamage repair proteins belonging to
the same repair pathway needs to be coordinately expressed as an
imbalance in their expression can negatively impact cellular homeo-
stasis (53–55). While previous reports supported a role for the NP
complex as a hub for gene expression regulation in response to stress,
the role of XPO1 in this process has not been fully explored.

We demonstrated that in cancer cells by binding EIF4E and
THOC4, XPO1 is positioned to modulate and amplify specific mes-
sages by facilitating the export of groups of mRNAs acting in the same
biochemical pathway and thereby eliciting potent biological outcomes.
Although not completely elucidated, mRNA containing specific rec-
ognition elements (or USER codes) permit the engagement of selected

export factors to facilitate their transit through theNP complex (56). In
thismodel,multiple copies of eachmRNAcan use theirmultipleUSER
codes to join groups of functionally related mRNAs and ribonucleo-
proteins in time and space to coordinate complex functions (56). We
and others demonstrated that mRNA containing the USER code 4ESE
in their 30UTR (e.g., transcripts supporting lymphoma cell prolifer-
ation such asMYC, BCL2, andBCL6) bind to EIF4E andLRPPRC to be
exported via XPO1 (34, 57–60). Although THOC4 is usually recruited
by NXF1/NXT1 to the NP complex for transit to the cytoplasm, we
showed here that XPO1 can also host THOC4-bound mRNAs reg-
ulating DNA damage repair, suggesting the presence of a yet to-be-
identifiedUSER code for this RNA regulon. Another level of functional
coherence to RNA regulons is established by different expression and
functional states of their constituent ribonucleoproteins (56). Because
we did not observe a change in the global expression of EIF4E or
THOC4 in response to genotoxic stress, it is possible that post-
translational modifications may regulate the binding of these ribonu-
cleoproteins to XPO1 as reported for others XPO1 cargoes (61).

Analysis of genomic and transcriptomic data from primary
DLBCLs as well as our functional assays suggest that XPO1 over-
expression is selected for in DLBCL. Several data support a dose–
effect for XPO1 activity because XPO1-mediated transport is sat-
urable (62), XPO1 haploinsufficiency is associated with congenital
development defects (63, 64), and overexpression of XPO1 results in
increased export of its cargoes (65, 66). These observations are
compatible with the notion that XPO1 overexpression results in a
more effective hijacking of the NP complex. Accordingly, increased
XPO1 expression, frequently associated with poor prognosis, has
been observed in multiple cancer types. Nevertheless, efforts to
implement XPO1 expression as a patient selection biomarker for
XPO1 inhibitors has been unsuccessful. This is in part due to XPO1
expression in normal cells as well as the dynamic XPO1 expression
in heterogenous cancer tissues. The mechanistic data we provided
justifies the exploration of a potential more informative biomarker
that relies on XPO1 overexpression in association with elevated
levels of genotoxic stress. In this regard, patients with MYC-driven
tumors including DH-HGBL, and/or harboring mutations in DNA
damage repair genes and/or exhibiting an immune depleted micro-
environment may likely benefit from XPO1 inhibitors. Moreover, a
shared observation across tumor types is that TP53 mutations are
associated with lower sensitivity to XPO1 inhibition; and because
TP53 is a major effector of DNA damage-induced apoptosis our
model may contribute to explaining this empirical observation.

The described mechanism also contributes to explain the chemo-
sensitizing effect of XPO1 inhibitors as XPO1 activity may become
rate limiting under conditions in which the abundance of DNA repair
proteins becomes critical, for example upon administration of DNA
damaging agents that exert sublethal damage in a fraction of cancer
cells. This notion is compatible with the observation that sequential
administration of chemotherapy and selinexor killed cells in a syner-
gistic rather than additive manner as seen with their concomitant
administration. Our clinical trial demonstrated that specifically at
lower selinexor doses (i.e., 40 mg) a relevant therapeutic window does
exist for combinatorial administration after chemotherapy agents.
Noteworthy, limited data suggest that a potential immune effect could
be elicited upon selinexor and could be eventually exploited in
combination with immunotherapeutic strategies. Here, we described
that DLBCL patients with high XPO1 expression associated with low
interferon-dependent immune response, a notion compatible with the
presence of an immune depleted LME in GCB-DLBCL carrying XPO1
amplification. In solid tumors, other groups have reported a synergistic
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effect of selinexor with DNA damaging agents (67), PARP inhibi-
tors (68), and immune checkpoint inhibitors (69), suggesting a
conserved function of XPO1 in broadly modulating DNA damage
repair and, secondarily, the immune response associated with DNA
damage pathways.

In summary, our findings described that mRNA export can be
modified as part of the genotoxic stress response. Within this mech-
anism, XPO1 overexpression in cancer cells plays a critical role in their
increased tolerance to DNA damage while providing new insights to
optimize the clinical development of XPO1 inhibitors.
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