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Abstract

Purpose: High dose-rate conditions, coupled with problems related to small field dosimetry, 

make dose characterization for FLASH-RT challenging. Most conventional dosimeters show 

significant dependence on dose rate at ultra-high dose rate conditions or fail to provide sufficiently 

fast temporal data for pulse to pulse dosimetry. Here fast 2D imaging of radioluminescence from a 

water and quinine phantom was tested for dosimetry of individual 4 μs linac pulses.

Methods: A modified clinical linac delivered an electron FLASH beam of >50 Gy/s to clinical 

isocenter. This modification removed the X-ray target and flattening filter, leading to a beam that 

was symmetric and gaussian, as verified with GafChromic EBT-XD film. Lateral projected 2D 

dose distributions for each linac pulse were imaged in a quinine-doped water tank using a gated 

intensified camera, and an inverse Abel transform reconstruction provided 3D images for on-axis 

depth dose values. A total of 20 pulses were delivered with a 10 MeV, 1.5 cm circular beam and 

beam with jaws wide open (40 × 40 cm2), and a 3D dose distribution was recovered for each pulse. 

Beam output was analyzed on a pulse by pulse basis.

Results: The Rp, Dmax and the R50 measured with film and optical methods agreed to within 

1 mm for the 1.5 cm circular beam and the beam with jaws wide open. Cross beam profiles 

for both beams agreed with film data with > 95 % passing rate (2%/2mm gamma criteria). The 

optical central axis depth dose agreed with film data, except for near the surface. A temporal pulse 

analysis revealed a ramp-up period where the dose per pulse increased for the first few pulses and 

then stabilized.

Conclusions: Optical imaging of radioluminescence was presented as a valuable tool for 

establishing a baseline for the recently initiated electron FLASH beam at our institution.
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1. Introduction:

A novel form of radiation therapy termed FLASH is emerging where the dose is delivered 

at mean dose rates upwards of 40 Gy/s. This approach has been found to protect normal 

tissue while maintaining similar tumor control, as compared to conventional radiotherapy 

dose rates.1-3 This novel modality has garnered considerable interest and was recently 

used to treat the first human patient4. Unfortunately, high average and instantaneous dose 

rates and high doses per pulse make dosimetry for FLASH exceptionally challenging.5-12 

Most conventional dosimeters either show significant dependence on dose rate at high dose 

rate conditions or fail to provide any temporal information. Generally, detectors can be 

divided into three main categories based on the underlying physical mechanism governing 

the detector’s response to radiation: 1) charge, 2) chemical, and 3) luminescence. Most 

charge based dosimeters such as ionization chambers, diodes and diamond detectors show 

significant dependence on dose per pulse and dose rate and are therefore not suitable for 

FLASH.10,11,13-17 Chemical based dosimeters, such as radiochromic film and alanine offer 

excellent dose rate independence and dynamic range.9,18,19 However, these detectors tend to 

be passive and provide no real-time information about dose delivery. The ability to analyze 

beam output on a per pulse basis is of great importance in FLASH, where a 1 Gy dose from 

each pulse can lead to large potential variations in delivered dose based upon the number of 

pulses or the variation per pulse. In FLASH, a single treatment fraction could be as few as 

two to ten pulses, making dosimetry on a per pulse basis essential.

Due to the widespread interest in FLASH, multiple groups have now modified commercially 

available linacs to deliver FLASH beams.20-22 FLASH dose rates upwards of 300 Gy/s can 

be achieved at iso-center by retracting the target and flattening filter in the treatment head, 

resulting in an intense scattering-foil-free electron beam. Importantly, all dose feedback 

mechanisms to the linac need to be turned off, which makes single-pulse temporal analysis 

of the beam absolutely necessary.

In order to perform accurate dosimetry for pre-clinical FLASH experiments, a baseline 

dataset similar to the commissioning data acquired for a conventional clinical linac is 

needed. This dataset requires accurate measurement of depth dose curves and cross 

beam profiles at different depths. These measurements were performed primarily with 

radiochromic film at our institution. Although radiochromic film provide excellent dose 

rate independence, one major drawback is that only discrete data points can be obtained 

for depth dose measurements when the film is placed perpendicular to the beam axis. 

Additionally, film provides no real-time information of beam stability on per-pulse basis. 

Diodes and ionization chambers cannot provide full beam characterization on per-pulse 

basis and are therefore not suitable for FLASH characterization either.

Optical imaging of radioluminescence has been shown to successfully image small beams 

and complex stereotactic radiosurgery plans.23 Additionally, the technique was also used 
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successfully to image high dose rate scanned proton pencil beams and was shown to be 

independent of any dose rate dependencies up to dose rates of ~ 20 Gy/s.24 In both cases, 

however, only 2D projected dose distributions were measured and important central axis 

information was lost. To measure these central axis quantities, a 3D dose reconstruction 

algorithm would be needed. One option would adopt an approach which combines the 

lateral optical image with a beam’s eye view image.25-28 Another option could be to acquire 

multiple view of the beam and perform filtered back projection.29,30 In this study, we make 

use of a single optical camera to extract important central axis quantities from projected 

2D images. By utilizing the axial symmetry of the primary beam, and by using circular 

copper cutout as a main electron beam collimator, the beam fluence incident on the water 

tank is also assumed to be radially symmetric. In theory, a single projection of a radially 

symmetric object is all that is required to obtain the original distribution. The recovery 

of the original radial distribution from its projection is performed via a process known as 

Abel inversion.31 The Inverse Abel transform has been regularly used in a wide range of 

techniques such as color-ratio pyrometry,32 imaging 2D distributions of charged particles33 

and plasma spectroscopy.34 Due to the radial symmetry of the FLASH electron beam, Abel 

inversion can be used to extract the 3D dose distributions from individual projected 2D 

optical images of each beam pulse.

2. Materials and Methods:

A schematic of the experimental setup is shown in Figure 1a. A commercial intensified 

CMOS camera (DoseOptics, Lebanon, NH, USA) was used to capture radioluminescence 

emitted from a 40 × 40 × 40 cm3 water tank. The camera was equipped with a 50 mm lens 

(Canon, Tokyo, Japan), with an aperture of F/22. Additionally, the camera was time-gated to 

the linear accelerator pulses. The time-gating allowed us to image individual linac pulses in 

real-time. Two field sizes were used for this study; 1) a beam with jaws wide open (i.e jaws 

set to 40 × 40 cm2) and 2) a small 1.5 cm ⌀ circular beam. Twenty pulses were delivered 

with both beams at a repetition rate of 60 Hz (corresponding to 100 MU/min for Varian 

manufactured linacs). At iso-center (100 cm SSD), the dose per pulse was measured to be 

around 1 Gy for the broad beam, which translates into a mean dose rate of ~ 60-70 Gy/s. The 

camera exposure time was set such that each individual frame corresponded to a single linac 

pulse.

The water tank was doped with 1 g/L quinine sulfate (Sigma Aldrich, St. Louis, MO) 

solution, which was pre-dissolved in 0.05 M sulfuric acid. Optical photons emitted 

from the quinine doped water solution can be produced through three different physical 

mechanisms: 1) excitation of quinine via energy transfer through the bulk medium; 2) 

direct Cherenkov generation in water; and 3) Cherenkov excited quinine emission.35 

Unfortunately, Cherenkov radiation has an inherent energy dependence; it has been shown 

that Cherenkov emission does not perfectly correlate to dose deposition.36,37 Therefore, it 

is imperative that the Cherenkov signal is suppressed. For this purpose, the lens was fitted 

with a 50 nm bandpass filter, centered around 450 nm, which is the also peak emission 

wavelength of the quinine solution used in this study.
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The technique used for Abel inversion in this study was based on the method proposed by 

Pretzler et al.38 For completeness, the technique and forward and inverse Abel transform 

pair are described again. For a radially symmetric 3D object, the 2D projection of the object 

is linked to its cross section by the forward and inverse Abel transform pair (equation 1 and 

2, respectively):

P (y) = 2∫
y

R

f(r) r
r2 − y2dr (1)

f(y) = − 1
π∫r

R dP (y)
dy

r
y2 − r2dy (2)

where P (y) is the line integral of the underlying radial distribution f(r). In the context of this 

study, the two integrals can be understood by envisioning each row of the optical image as 

the line of sight integral along the beam axis and applying inverse Abel transform for each 

row would then yield the central axis radial dose distribution (f(r) in this case) at each depth. 

The line of sight approximation is valid in this study because of the small aperture size ~ 

F/22 of the lens. The process is also visually depicted in Figure 1 b). Unfortunately, direct 

Abel inversion is difficult because of the pole at y = r and the derivative in equation 2 which 

can amplify noise. In the method proposed by Pretzler et al, the underlying radial dose 

distribution at each depth can be expressed as a linear sum of cosines with some unknown 

amplitudes, An:

f(r) = ∑
n = Nl

Nu

Anfn(r) (3)

where, f0(r) = 1, fn(r) = 1 − ( − 1)ncos nπ r
R (4)

Substituting equation 3 into equation 1 for f(r) yields a line of sight integral in terms of the 

cosine distribution with some unknown coefficients An:

Pu(y) = 2 ∑
n = Nl

Nu

An∫
y

R

fn(r) r
r2 − y2dr (5)

The problem becomes one of minimizing the least squares difference between the measured 

P (y) and the unknown Pu(y). A set of coefficients of An which minimize the difference, are 

then substituted back into equation 3 which yields f(r), the underlying central axis dose 

distribution at each depth. Accurate reconstruction using this technique is highly dependent 

on the upper frequency limit set by Nu. A high upper frequency limit would result in 

amplification of noise and oscillatory behavior in the reconstructed profiles. For this study, 

we found that Nu = 5 resulted in profiles that did not exhibit oscillatory behavior and worked 

universally for both beam sizes used.
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Prior to reconstruction, multiple image processing steps had to be performed, which are 

described below.

1. Filtering: Acquired images were filtered with a 5 × 5 pixel spatial median filter.

2. Flatfield Correction: Each image in the 20 pulse image stack was background 

and flatfield corrected to account for vignetting effects and stray light in the linac 

bunker.

3. Centering and Rotational Alignment: Despite carefully aligning the camera to 

the iso-center, it is expected that there might be some lateral shift and rotation 

with respect to the actual center. These issues were accounted for by determining 

the line of symmetry (LOS) of each acquisition and the angle the LOS subtends 

with the horizontal (i.e., center row of the image sensor). Any angular offset 

was then corrected via MATLAB’s built-in imrotate function using bilinear 

interpolation.

4. Symmetrization: To remove asymmetry in the projected images due to 

experimental noise, the images were divided into two halves along the LOS and 

averaged together to yield one half of the projection. Abel inversion was carried 

out on this halve and later mirrored and interpolated on a circle to yield the dose 

distribution along the optical axis.

The reconstructed cumulative optical data was compared to data acquired with a 

radiochromic film (EBT-XD, Ashland, Wilmington, DE, USA). Radiochromic film was 

chosen as the reference dosimeter in this study because it is known to exhibit excellent 

dose rate independence.39 Depth dose data was acquired with multiple calibrated film pieces 

stacked perpendicular to the beam axis at different depths. All measurements with film were 

repeated three times. In addition to cumulative analysis, beam variation on a per pulse basis 

was also analyzed using the optical data.

3. Results:

3.1. Cumulative Analysis

The two beams were reconstructed at a voxel size of 0.5 mm3. For the small field, leakage 

through the electron applicator was detected in the 2D projected images. This leakage signal 

was subtracted off from the original image by delivering a beam with the same parameters 

through the same applicator with a copper beam block of same thickness as beam cutout. 

The role of leakage and its effect on the radial symmetry of the small beam are discussed in 

detail later in the discussion section. Comparison of the central axis depth dose distribution 

measured with film and the optical data is shown in Figure 2. It can be seen that in both 

cases, beyond the buildup region, the optical depth dose curve closely follows the data 

measured with film at discrete depths. A comparison of typical electron beam characteristics 

between the two techniques is shown in Table 1. Dmax is the depth at which maximum 

dose occurs, R50 is the point at which 50% of Dmax occurs, and Rp (Practical Range) is the 

point at which the tangent plotted through the inflection point of the electron depth dose 

curve intersects the extrapolated bremsstrahlung tail. The uncertainty reported for film data 

represents standard deviation from three repeated measurements, whereas the uncertainty in 
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the optical data is the standard deviation obtained across the 20 pulses for one acquisition. 

It can be seen that the values reported by the two techniques are within 1 mm of each 

other. For accurate characterization of Rp and R50, the depth dose data had to be fitted 

with a functional form which can accurately describe an electron depth dose distribution. 

Fortunately, the depth dose can be represented using a 2nd order polynomial multiplied by a 

Fermi-Dirac function as proposed by Meigooni and Das.40 The fits are depicted in Figure 2.

Comparison of central axis cross beam profiles (CBP) at different depths for the broad and 

small beam is shown in Figure 3. For the broad beam, the optical profiles were compared 

to film at depths of 1, 3 and 4 cm. For the small beam, comparisons were performed at 

0.7 cm, 2.3 cm, and 3.3 cm. CBP at all depths were normalized to an average of ± 5 pixel 

values around the central axis point at that depth. In all but one case, optical cross beam 

profiles exhibited a 100 % (2%/2 mm) gamma index passing rate (Low et al 41). The largest 

discrepancy is seen at a depth of 3 cm for the broad beam. Good agreement between cross 

beam profiles at different depths shows that the Abel inversion is accurate at multiple depths. 

It is important to note here that the broad beam (jaws set to 40 × 40 cm2) had a full width 

half maximum (FWHM) of ~ 16 cm at Dmax. For the broad beam, it is the focal size of 

the electron beam exiting the bending magnet which dictates the field size, since the beam 

moves unimpeded through the treatment head.

3.2. Per Pulse Analysis

As previously stated, the ability to analyze individual linac pulses is important in FLASH-

RT. In particular, the beam intensity was assessed on a pulse by pulse basis. Beam intensity 

analysis was performed directly on the 2D projected images since any variation in the 

2D images will also be reflected in the reconstructed 3D dose distribution. An ROI was 

drawn near the point of maximum dose for both the small and broad beam. The results are 

presented in Figure 4. It can be clearly seen that there is intensity variation between adjacent 

linac pulses. More importantly, there is a brief ramp-up period after which the beam output 

stabilizes. In addition to intensity variation, it was also important to quantify spatial variation 

of the beam as a function of time. The results for this particular study, are presented in 

Figure 5. The figure shows the variation of typical electron beam characteristics on a pulse 

by pulse basis. To note, the depth dose profiles in this case were parametrized in terms of 

the Fermi-Dirac distribution used earlier for film depth dose curves.40 The parametrized fit 

was then evaluated at a grid size of 0.1 mm/pixel. Curve fitting was performed in this case to 

account for low signal to noise ratio when performing analysis on individual frames for the 

small beam. However, for the broad beam, even individual frames yielded a good signal to 

noise ratio that no curve fitting was required; to keep the analysis consistent, the broad beam 

depth dose was also fitted. It can be seen that the Dmax, RP and FWHM at Dmax, remain 

relatively consistent for the 20 pulses.

4. Discussion:

Optical imaging of radioluminescence was presented as a valuable tool for establishing a 

base line for the recently initiated electron FLASH beam at our institution. Dosimetry for 

ultra-high dose rate fields is complicated by a number of factors that were highlighted in 
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the introduction section. In addition, it was imperative that the beam be monitored on an 

individual pulse basis because most feedback mechanisms used in a conventional linac were 

turned off when the machine was converted to FLASH. In this study, data was acquired 

at a theoretical spatial resolution of ~ 1 mm3 for each individual linac pulse. Beams in 

this study were delivered at a repetition rate of 60 Hz (100 MU/min), which resulted in a 

dose rate of 50-70 Gy/s. This is above the lowest dose rate (30 Gy/s) reported in literature 

required to elicit the FLASH effect.42 However, this camera can be used to image at 360 

Hz (> 300 Gy/s), by choosing a smaller ROI if the purpose is to only monitor beam output, 

and faster cameras can be implemented in the future with significantly higher frame rate. 

Current commercial detectors used for obtaining central axis dosimetric quantities tend to 

be point detectors which have to be scanned in a water tank to obtain dosimetric quantities 

of interest. This solution is not viable because most commercial point based dosimeters 

tend to be charge based devices which suffer from ion-recombination issues at high dose 

rates and doses per pulse. Essentially, a detector with excellent spatial resolution and dose 

rate linearity is required. Plastic scintillator detectors fulfill these requirements. However, 

most commercially available scintillator detectors tend to be point based, which again limits 

their usability for FLASH-RT. Another potential dosimeter of interest would be Gel-based 

dosimeter43 which can provide true 3D-dose distribution. However, gel dosimeters are 

passive detectors and will not provide any temporal information. Additionally, certain gel 

dosimeters tend to exhibit dose rate dependence44, making them a non-ideal option for 

FLASH.

It is important to address the radial symmetry of the beam since accurate dose reconstruction 

relies on this underlying assumption. In this study, the FLASH beam was obtained by 

retracting the target from the beam’s path. In doing so, the shape of the electron beam 

is dictated by the narrow electron beam obtained after the bending magnets. Varian 

manufactured linacs use a 270° achromatic bending magnet system which results in a 

very narrow circular beam spot. In the absence of the target and the scattering foil, 

which is typically used to provide a uniform dose distribution over a large area, the beam 

fluence incident on the water phantom was gaussian. The radial symmetry of the beam 

was confirmed with GafChromic film on multiple occasions. Additionally, a vertically 

mounted camera was used to image a scintillating sheet placed on top of the water phantom, 

providing a view similar to the beam’s eye view. Excellent radial symmetry was confirmed 

with this arrangement as well. In future iterations, the vertically mounted camera will 

acquire images concurrently with a camera at the foot of the couch acquiring the depth dose 

distribution. Any major asymmetry can then be easily identified.

For pre-clinical FLASH studies, the use of smaller field sizes is of more interest than broad 

beams. For most mice studies performed at our institution, a circular 1.5 cm cut was used to 

conform the FLASH beam to a small size. Dosimetric data for this beam was also quantified 

using the optical technique. The issue of leakage through the electron applicator was briefly 

discussed earlier and is now discussed in detail. While imaging the small beam, stray 

leakage was detected in the 2D projected images (Figure 6a). This leakage, which may be 

insignificant while measuring central axis quantities using point detectors, shows up clearly 

in the projected optical images because optical signal is integrated along the whole width 

of tank. This leakage signal, which is superimposed on the circular beam distorts the radial 
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symmetry of the beam which can lead to erroneous reconstruction using the Abel Inversion 

technique. To account for this, beam leakage through a similar electron beam block was 

imaged with the same camera settings. It should be noted that measuring the leakage signal 

in such a way will result in slight overestimation of the signal. However, for the purpose 

of this study we found this method sufficient since the primary beam is magnitudes of 

order more intense when compared to the leakage signal. The resulting 2D optical image is 

presented in Figure 6b). The leakage signal projected and summed along camera’s optical 

axis can be clearly seen. Figure 6d) shows a line profile through the central axis for 6a) 

and 6c). The leakage was subtracted off from the original image, and Abel inversion was 

performed on this subtracted image.

The under estimation of dose in the buildup region might be attributed to the energy 

dependence of Cherenkov emission. This effect is more pronounced for the large field as 

compared to the small field, where the energy spectrum is more uniform due to a decrease 

in phantom scatter. Therefore, it is important to remove the Cherenkov signal. To this 

end, a bandpass filter was employed. However, because Cherenkov radiation is broadband 

and spans across the entire visible spectrum, it is expected that Cherenkov radiation and 

Cherenkov-excited fluorescence is not fully removed. For a more robust Cherenkov removal 

method, spectral filtering technique similar to the one proposed by Fontbonne et al.45 would 

have to be implemented. Nonetheless, we found that the 50 nm bandpass filter was sufficient 

for relative beam profiling of the FLASH beam.

5. Conclusion:

Optical imaging was presented as a 2D imaging tool with potential for 3D in symmetric 

beams for single pulse quality assurance in FLASH-RT. The technique can be used to 

characterize the practical range, central axis profiles, and temporal stability of the beam. For 

absolute dose calibration, a robust Cherenkov removal technique will be required.
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Figure 1. 
a) Schematic of the experimental setup showing the 1.5 cm beam imaged with the time-

gated intensified camera. b) Circular symmetry of the beam at a specific depth z. An inverse 

Abel transform can be employed to reconstruct the 2D cross-section of the beam at each 

depth for a 3D volume.
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Figure 2. 
Comparison of central axis percentage depth dose (PDD) between optical and film for the 

beam with a) jaws wide open and the b) 1.5 cm diameter beam. The error bars on the 

film data represent standard deviation from three different measurements. The measured 

data were fitted to an analytical function describing electron PDD curves as proposed by 

Meigooni and Das.40 R2 for all fits were >0.99.
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Figure 3). 
Comparison of optical and film based central axis cross beam profiles at different depths 

for the jaws wide open (a,b, and c) and the 1.5 cm diameter field (d,e, and f). At each 

depth, the optical data is compared to film using the gamma criteria of 2%/2mm. In most 

cases the optical passing rate was found to be 100%, except for the profile at depth 2 cm 

where significant disagreement was seen in the penumbra region. At each depth, profiles are 

normalized to an average of ± 5 pixels around the central axis point.
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Figure 4. 
a) 2D projected images of individual linac pulses for the jaws wide open beam. Only 6 

pulses are shown here. b) Beam intensity variation for the broad and small beam. The mean 

pixel value was obtained from a region of interest (ROI) near the point of maximum dose for 

each beam.
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Figure 5. 
a-d) Variation in Dmax, R50, Rp and FWHM at Dmax, respectively for the small and broad 

beam over the course of 20 pulses.
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Figure 6. 
a) Optical Image with the 1.5 cm cut-out. A leakage signal can be seen around the beam. b) 

To correct for this leakage, a ‘cut-out’ with no aperture was also imaged. c) Image obtained 

after subtracting the figures in a) and b). d) A line profile through the central axis for the 6 a) 

and 6 c).
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Table 1:

Comparison of Depth Dose Characteristics between Optical and Film Data

Dmax(mm) R50(mm) Rp(mm)

Optical Film Optical Film Optical Film

Jaws Open 25.0 ± 0.3 26.0 ± 0.3 39.0 ± 0.3 40.0 ± 0.3 48.0 ± 0.2 48.0 ± 0.2

1.5 cm 8.0 ± 0.5 8.0 ± 0.2 26.0 ± 0.9 26.0 ± 0.1 41.0 ± 0.8 40.0 ± 0.1
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