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N E U R O S C I E N C E

Sequential maturation of stimulus-specific adaptation 
in the mouse lemniscal auditory system
Patricia Valerio, Julien Rechenmann, Suyash Joshi, Gioia De Franceschi†, Tania Rinaldi Barkat*

Stimulus-specific adaptation (SSA), the reduction of neural activity to a common stimulus that does not generalize to 
other, rare stimuli, is an essential property of our brain. Although well characterized in adults, it is still unknown how 
it develops during adolescence and what neuronal circuits are involved. Using in vivo electrophysiology and optoge-
netics in the lemniscal pathway of the mouse auditory system, we observed SSA to be stable from postnatal day 20 
(P20) in the inferior colliculus, to develop until P30 in the auditory thalamus and even later in the primary auditory 
cortex (A1). We found this maturation process to be experience-dependent in A1 but not in thalamus and to be re-
lated to alterations in deep but not input layers of A1. We also identified corticothalamic projections to be implicated 
in thalamic SSA development. Together, our results reveal different circuits underlying the sequential SSA matura-
tion and provide a unique perspective to understand predictive coding and surprise across sensory systems.

INTRODUCTION
We are constantly exposed to unexpected events. The capability to 
identify them is crucial for survival and allows, for example, avoiding 
threats and remaining safe. But how are surprising stimuli detected in 
the first place? An essential task for the brain is to distinguish these 
deviant stimuli from common ones, a process described as stimulus-
specific adaptation (SSA). In the auditory system, the reduction of 
neural activity as regularity is established and has been studied in the 
mature brain of humans (1–3) and animals, such as rodents (4–6), 
cats (7), and songbirds (8). SSA has most commonly been character-
ized using an oddball paradigm, comprising sequences of common 
(standard) and rare (deviant) stimuli, where the number of preceding 
standard tones to a deviant tone varies. These studies associated two 
mechanisms with SSA: repetition suppression or adaptation, and pre-
diction error (PE) or “true” deviance detection. While repetition sup-
pression refers to the decrease in response to a repeated stimulus, PE 
is defined through an increase in response to the deviant sound com-
pared to its standard response that cannot be explained by repetition 
suppression (5). Together, these two mechanisms explain a decreased 
response to the standard sound that does not, or only partially, gener-
alize to the deviant sound, combining PE and repetition suppression 
of the standard tone (6).

Auditory SSA was first identified in the auditory cortex (ACx) of 
anesthetized cats (9). It was later described in the auditory thalamus 
[medial geniculate body (MGB)] (7) and the inferior colliculus (IC) 
(10) but was not found in other auditory nuclei besides these three 
areas of the central auditory system (11). Researchers have charac-
terized SSA for pure frequency tones, white noise (WN), and, more 
recently, tone clouds (12–14). A study also identified SSA for more 
complex sounds, such as animal vocalizations (15). At the cellular 
level, studies have found SSA to depend on functional properties of 
auditory cells, such as best frequency (BF) and bandwidth, as well as 
stimulus features, such as octave distance between standard and de-
viant, sound level, and probability or repetition rate of both tones 
(16–18).

The auditory pathway is characterized by feedforward and feed-
back neuronal projections between IC, MGB, and primary ACx (A1). 
In the feedforward or lemniscal pathway, the central part of IC (ICC) 
projects to the ventral part of MGB (MGV), which then projects via 
thalamocortical connections to the A1 input layer 4 (L4) (19–21). In-
tracortical connectivity in A1 occurs between L4 and superficial (L1 
and L2/3) and deep (L5 and L6) layers (22). In the feedback pathway, 
A1 L5 and L6 send projections to downstream areas via corticofugal 
connections, including MGB (corticothalamic) and IC (corticocol-
licular) (23–27). These descending projections from ACx have been 
studied as regulators of SSA. Previous studies focused on the cortico-
thalamic circuits and showed that inactivation of the ACx does not 
ablate the appearance of SSA but instead decreases the surprising ef-
fect in MGB (4, 28). For corticocollicular projections, similar results 
were identified, with SSA decreased in IC upon inhibition of the ACx 
(29, 30). These results indicate that ACx is not required to generate 
SSA but might regulate it through a gain modulation mechanism.

SSA has been extensively characterized in adulthood (5, 6, 10, 30, 31). 
It is, however, still unknown whether it changes during development. 
This knowledge, in addition to informing about how SSA changes with 
brain maturation and experience, would help identifying and dissect-
ing the different mechanisms involved. Thus, this study aimed at ex-
ploring SSA during the juvenile development, from postnatal day 20 
(P20) to adulthood (≥P50), in the lemniscal pathway of the mouse 
central auditory system (A1, MGV, and ICC). We used in vivo electro-
physiological recordings while passively exposing awake mice to an 
oddball sequence paradigm and found that SSA sequentially matures 
in ICC, then in MGV, and lastly in A1. These changes in maturation 
cannot be explained solely by changes in adaptation, suggesting that 
PE plays a prominent role. In addition, A1 SSA alterations are 
experience-dependent and observed in the neuronal circuits of its 
deep but not input layers. We further found MGV to be regulated by 
corticothalamic projections during this adolescent development peri-
od. Last, video-monitoring the mice during passive exposure to the 
oddball paradigm allowed us to identify an ear movement associated 
with the sound presentation. However, this response was not different 
between deviant and standard tones nor across ages, suggesting that 
the response to the deviant is more than a reflex-like response. Togeth-
er, our findings reveal a sequential maturation of SSA in the central 
auditory system and identify different mechanisms underlying it.
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RESULTS
SSA matures sequentially along the central auditory system
To study SSA in the central auditory system during juvenile develop-
ment, we used single or multishank, 32- or 64-channel silicon probes 
to perform acute extracellular recordings in the central auditory areas 
of awake wild-type mice with ages ranging from P20 to P50 (Fig. 1, A 
to C). ICC, MGV, and A1 were identified on the basis of their func-
tional tonotopy (fig. S1, A, B, D, E, G, and H) and anatomically con-
firmed (fig. S1, C, F, and I). We used an oddball paradigm with 10 
different sequences in which the number of standards preceding a 
deviant pure frequency tone varied from 1 to 10 (see Materials and 
Methods). We defined the frequency of the standard (f1) and deviant 
(f2) tones at 0.5 octave distance from each other around the BF of a 
strongly responding unit in each penetration (see Materials and 
Methods). To evaluate whether the responses to these tones differ 
across frequencies, f1 and f2 were swapped for a second trial of the 
protocol, where f2 was the standard and f1 was the deviant tones 
(Fig. 1D).

We extracted the spike rate in response to standard and deviant 
tones from recorded single and multiunits by averaging the 15 repeti-
tions of each sequence and then all 10 sequences (Fig. 1E and see Ma-
terials and Methods). The evoked responses in a 60-ms time window 
from tone onset were used for the analysis. We first calculated the SSA 
index {SI fi = [DT(fi) − ST(fi)] / [DT(fi) + ST(fi)], where DT is the 
deviant tone and ST is the standard tone response} (see Materials and 
Methods) for f1 and f2 (fig. S2A). SI values vary from −1 to 1 (fig. S2B; 
−1 to 0, stronger response to standard tone; 0, equal response to both 
tones; 0 to 1, stronger response to deviant tone). To avoid biases due 
to the choice of f1 and f2 and to specifically study SSA, we selected 
units showing a stronger response to the deviant than to the standard 
condition for both f1 and f2 (SI f1 > 0). In ICC, neurons show a weak 
SSA across the ages studied (P20 to P50), with SI f1 and SI f2 values 
clustered close to 0. In MGV, P20 mice show a scattered distribution 
of SI values for both frequencies. However, at P30, P40, and P50, the 
values decrease. In A1, P20, P30, and P40 mice present a scattered SI 
distribution, and a clear decrease in SI values can only be found in P50 
mice (fig. S2A).

To evaluate these results independently of the frequency, we cal-
culated the common SI {CSI = [DT(f1) + DT(f2) − ST(f1) − ST(f2)] / 
[DT(f1)  +  DT(f2)  +  ST(f1)  +  ST(f2)]}, which summarizes the re-
sponses to f1 and f2 (see Materials and Methods). As observed for SI, 
ICC units have low deviance sensitivities (small CSIs), which do not 
change significantly across adolescence (Fig. 1F). In MGV, P20 units 
have a strong CSI. However, at P30, deviance sensitivity significantly 
decreases and stabilizes for the P40 and P50 groups (Fig. 1G). For A1 
units, CSI is strong from P20 to P40 but significantly drops at P50, 
showing a decrease in deviance sensitivity at this later maturation 
stage (Fig. 1H).

When comparing the three areas per age group, ICC presents a 
significantly lower CSI compared to the other areas across ages. A1 
presents similar (P20 and P50) or stronger (P30 and P40) CSI as com-
pared to MGV (Fig.  1I). These results indicate a hierarchical SSA 
along the central auditory areas across adolescence as similarly shown 
in adulthood (5). We confirmed that these results were not due to our 
selection of units with SI fi > 0, as the results were similar when in-
cluding all units (including those with SI fi < 0; fig. S2B) or when re-
moving units responding to a frequency only in the deviant and not in 
the standard position (SI fi = 1; fig. S2C). The results were not sex 
specific (fig. S2, D and E). We also verified that these changes in CSI 

were not due to different neuronal sampling among the different age 
groups or areas (fig. S3, A and B) nor choice of f1 and f2 (BF distance 
to deviant; fig. S3C).

Together, our results show that the three central auditory areas 
process deviant sounds distinctly during adolescence. During this de-
velopmental phase, CSI decreases in MGV and A1 but not in ICC. Our 
data suggest an earlier development of ICC (<P20), whereas MGV 
refines until P30 and A1 later in time (≥P50), showing a sequential 
maturation of SSA across the central auditory system.

Adaptation of the responses to the standard does not fully 
explain the developmental changes of SSA
We have found decreases in SSA processed in MGV and A1 during 
mouse juvenile development. We next asked whether these changes 
depend on the adaptation of the responses to the standard or deviant 
tone across time. We plotted the responses across a recording session 
as a function of time, normalized them to the response of the first 
sound, and averaged the response across all neurons in a group (see 
Materials and Methods). It was clear that the adaptation to the stan-
dard happened within the first few trials of each session (975 trials) 
across ages and areas and that the difference between the steady-state 
responses of the standard and the deviant tones was larger in A1 than 
in MGV or ICC (Fig. 2A and fig. S4, A and B). We then fitted the 
standard or the deviant responses with a single exponential function 
and found that both the time constants (tau) and the asymptotes (co-
efficient a) were changing significantly across age groups (fig. S4, A to 
D). However, these changes cannot fully explain the changes observed 
in SSA (Fig. 1, F to H) and could, therefore, not by themselves explain 
the maturation trajectories of SSA across development. It is of note 
that the data were not well fitted by a single exponential function as 
reflected in the low r2 values, suggesting that neurons have multiple 
timescales of adaptation as previously observed (31).

We performed another analysis to address the possible role of this 
adaptation in the developmetnal trajectory of CSI. As the adaptation 
happened within the first few trials of each session, we removed the 
first repetitions of each sequences (corresponding to 65 tones or the 
first 22.7 s of each session; see Materials and Methods) when most of 
the adaptation happens and reanalyzed the CSI. The results show the 
same developmental changes of CSI for ICC, MGV, and A1 (fig. S4E), 
suggesting again that adaptation cannot explain the developmental 
changes and that another mechanism must be at play.

We then asked whether the responses to the standard or the devi-
ant within a sequence were dependent on the number of preceding 
standards. To answer this question, we calculated the averaged spike 
rate of response according to the tones’ sequence position (Fig. 2B and 
see Materials and Methods). We normalized each value to the one 
obtained for the sequence with a single standard (i.e., number of pre-
ceding standard = 1 for deviant and 0 for standard; Fig. 2, C and D). 
Our results show an increase in response to the deviant with the num-
ber of preceding standard (Fig. 2C), whereas the response to the stan-
dard does not change across the sequences (0 to 9 preceding 
standards) and ages (Fig. 2D). Contrary to previous studies where 
increasing the number of preceding standards causes an adaptation 
to this tone (10, 12, 17, 18), our data do not show a decrease in 
response relative to the number of preceding standards across a ses-
sion. The differences among studies are probably due to the character-
istics of the oddball paradigm, such as the length of the protocol, the 
number of repetitions of each sequence, the frequency of the sound 
stimulation, or the sound level used. Together, our data show that the 
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Fig. 1. SSA matures sequentially along the central auditory system. (A) Schematic of mouse development with time points of hearing onset and electro-
physiological recordings. (B) Schematic of mouse brain with the location of the ICC (green), MGV (blue), and A1 (pink). (C) Schematic of coronal slice location of 
ICC, MGV, and A1 with recording electrodes. (D) Schematic of oddball sequence paradigm. Representative example of 2 of the 10 sequences and corresponding 
raster plots of an example P20 MGV unit—1 and 4 standards (gray) preceding a deviant (magenta) tone. (E) Representative peristimulus time histogram of an 
MGV P20 unit’s response to the standard and deviant tone f1 or f2 for trials 1 and 2 (CSI = 0.344). (F to H) Average CSI for ICC, MGV, and A1, respectively. ICC: P20, 
5 mice, 71 units; P30, 5 mice, 44 units; P40, 5 mice, 106 units; P50, 6 mice, 82 units; f = 0.51, df = 302. MGV: P20, 5 mice, 140 units; P30, 6 mice, 95 units; P40, 
5 mice, 87 units; P50, 5 mice, 43 units; f = 12.58, df = 364. A1: P20, 7 mice, 96 units; P30, 6 mice, 183 units; P40, 5 mice, 154 units; P50, 7 mice, 183 units; f = 28.05, 
df = 615. One-way analysis of variance (ANOVA) with multiple comparisons. n.s., P ≥ 0.05; ***P < 0.0001. (I) CSI for ICC, MGV, and A1 across P20, P30, P40, and 
P50 ages. P20: ICC versus MGV/A1, f = 46.83, df = 309. P30: ICC versus MGV, f = 20.97, df = 321. P40: ICC versus MGV/A1, f = 62.75, df = 346. P50: ICC versus MGV, 
f = 10.39, df = 307. Ordinary one-way ANOVA with multiple comparisons. Numbers as in (F) to (H). ***P < 0.001; **P = 0.007; *P = 0.022. In the boxplots, lines 
represent median, 25th, and 75th percentiles, + represents mean, whiskers represent 10th and 90th percentiles, and points below or above the whiskers are 
drawn as individual points.
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changes in SSA during adolescence in MGV and A1 cannot be ex-
plained solely by the adaptation of the responses to the standard and 
support a possible prominent role of true deviance detection or PE 
(5, 6, 30).

SSA maturation does not correlate with changes in 
spontaneous activity, tuning bandwidth, or 
response threshold
As it has been shown that CSI depends on the functional properties of 
auditory neurons (16, 17), we asked whether functional property 
changes during adolescence correlate with SSA maturation. In all our 
recordings, we exposed mice to pure tones of varying frequency and 

sound levels to determine the frequency response areas (FRAs) of 
each recorded unit (see Materials and Methods). We then extracted 
their different properties, including spontaneous activity, bandwidth 
at 60-dB sound pressure level (SPL), and response threshold.

We first compared the spontaneous activity of neurons in all three 
areas to determine whether it was changing across age and confirmed 
that this property remains similar during juvenile development (Fig. 3, 
A and B, and table S1). We then asked whether a unit’s tuning band-
width at 60-dB SPL changes across adolescence and, if yes, whether it 
correlates with changes in CSI. This parameter corresponds to the 
range of frequencies each unit responds to at 60-dB SPL. We found 
that bandwidth significantly increases in ICC at P40 and in A1 at P50, 
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table S1 for Pearson correlations of (B), (D), and (F). In the boxplots, lines represent median, 25th, and 75th percentiles, + represents mean, whiskers represent 10th and 
90th percentiles, and points below or above the whiskers are drawn as individual points. *P < 0.05; **P < 0.01; ***P < 0.001.
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while it stays stable otherwise (Fig. 3C). However, bandwidth does not 
correlate with CSI across all ages and nuclei studied (Fig. 3D and 
table S1), indicating that changes in bandwidth cannot explain the ob-
served maturation in SSA.

We also characterized response threshold across adolescence. This 
parameter corresponds to the minimum sound level triggering a 
unit’s response to a pure frequency tone. Although the threshold is 
stable in ICC, it decreases significantly in MGV and A1 during ado-
lescence (between P20 and P50 groups; Fig. 3E). However, this de-
crease does not correlate with changes in CSI, neither in MGV nor in 
A1 (Fig. 3F and table S1). Together, our data indicate that SSA matu-
ration does not relate to spontaneous activity, bandwidth, or thresh-
old changes of the auditory neurons.

Auditory experience affects SSA maturation in A1 but 
not in MGV
It is known that experience strongly influences sensory processing. 
Preventing or masking sensory stimuli during development, such as 
dark rearing for the visual system (32, 33) or exposure to continuous 
WN for the auditory system (34–37), affects how different processes 
mature in these sensory systems. As SSA matures in MGV and A1 
during adolescence, we asked whether these changes could be 
experience-dependent. We first hypothesized that the decrease in 
CSI observed across development could be due to the natural expo-
sure to sounds, thereby diminishing the surprise effect of a rarer 
sound. If this would be true, then decreasing auditory exposure 
would alter the maturation of SSA. To test this, we exposed mice to 
continuous WN from P20 to P50 (Fig.  4A and see Materials and 
Methods). Compared to the control P50 group, the WN-exposed 
P50 mice did not show any difference in the CSI values of MGV 
units (Fig. 4, B and C). However, A1 units showed a different out-
come. WN exposure during adolescence prevented the decrease of 
deviance sensitivity at P50, with the exposed group showing CSI 
values closer to the younger control mice (Fig. 4, D and E).

We then asked the opposite and quantified SSA in mice overex-
posed to the surprising sounds during adolescence. Could an overex-
posure cause an adaptation to surprise and decrease the response to 
the deviant sound? We exposed mice to an oddball protocol with 
fixed f1 and f2 for 3 hours/day from P20 to P50, swapping f1 and f2 
every day (Odd; Fig. 4F and see Materials and Methods). When the 
mice reached P50, we performed recordings in A1, while the mice 
were exposed to the oddball protocol with the same f1 and f2 as in the 
exposure. Contrary to what was expected, overexposure to surprising 
sounds during adolescence also prevented the decrease of SSA at P50 
in A1, with the oddball-exposed group showing significantly larger 
CSI values than the control group (Fig. 4, G and H).

We also asked whether the exposures changed spontaneous activ-
ity, response bandwidth, or threshold. The WN-exposed mice did not 
show alterations in spontaneous activity, bandwidth, or threshold in 
MGV nor in bandwidth in A1, as compared to control mice. Although 
the response threshold in A1 was slightly decreased in WN-exposed 
mice, it was not correlated to CSI values (fig. S5, A to F, and table S1). 
In the oddball-exposed mice, the bandwidth was increased compared 
to control mice but again without any correlation to CSI values, 
whereas spontaneous activity and the response threshold were un-
changed (fig. S5, G to I, and table S1).

Together, our results show that SSA maturation is experience-
dependent in A1 but not in MGV, indicating that different mecha-
nisms, one experience-dependent and one experience-independent, 

are involved in SSA. The diminution of structured sound exposure 
prevents the decrease in SSA at P50, but, unexpectedly, overexposure 
to these sounds also causes a large CSI during adulthood.

A1 SSA maturation is observed in deep but not input 
cortical layers
Our previous results show SSA maturation during adolescence in A1 
and MGV. We also found this maturation to depend on earlier sound 
experience in A1. We then asked what the underlying causes at a cir-
cuit level could be and whether intracortical, thalamocortical (feedfor-
ward), or corticothalamic (feedback) connectivity differences during 
this developmental period could be involved (Fig.  5A). We first as-
sessed whether the cortical changes in SSA depended on superficial, 
input, or deep layers (Fig. 5, B and C). To identify the different layers, 
we exposed mice to WN bursts while recording responses along the 
cortical column. We identified the laminar position of each unit 
through a current source density (CSD) analysis (see Materials and 
Methods) (38). Only the deep layers showed a significant decrease in 
CSI at P50, whereas this decrease was not observed in the input layer. 
In superficial layers, there was a tendency for a similar decrease, but it 
was not significant (Fig. 5D). However, the number of units recorded 
from these layers is low, and this tendency might be confirmed with 
higher numbers. For the exposed mice, both the WN and Odd groups 
showed significant differences with the control group in deep layers 
only (Fig. 5D).

We then asked whether the different cortical cell types express 
similar SSA maturation and divided our cortical units into two sub-
populations: regular spiking (RS; putative excitatory and nonfast 
spiking) and narrow spiking (FS; putative fast spiking, parvalbumin-
positive) neurons. We identified RS and FS neurons according to the 
peak-to-trough duration of their action potential waveform (Fig. 5E 
and see Materials and Methods) (39, 40). This analysis was only pos-
sible in A1 since there are no inhibitory cells in MGV, and despite 
containing inhibitory neurons, there is no bimodal distribution of 
peak to trough in ICC (19). We then compared the CSI of RS and FS 
units. For both cell populations, CSI decreased at P50 and significantly 
increased in the P50 groups of WN- and Odd-exposed mice (Fig. 5F). 
We observed similar results for units belonging to the deep layers 
(Fig. 5G) and to the other layers, although the number of units in each 
subgroup was small.

Together, our results show that A1 SSA maturation depends on 
intracortical alterations of deep rather than input layers but not to one 
particular cell type. They suggest that intracortical circuits play a ma-
jor role in the maturation of SSA. Since the input layers do not change 
significantly, our data also suggest thalamocortical projections to be 
already stable during this developmental period. However, as deep 
layers are the main output layers of the cortex, our findings indicate a 
possible implication of corticothalamic projections in the changes ob-
served in MGV during adolescence.

Corticothalamic projections are implicated in 
SSA maturation
Following our previous results relating A1 SSA maturation to its deep 
layers, we asked whether the corticothalamic projections could play a 
role in the changes observed in MGV during adolescence. We coupled 
optogenetics to electrophysiological recordings in P20, P30, P40, and 
P50 mice to manipulate corticothalamic activity while quantifying CSI 
in MGV. We used a mouse line expressing channelrhodopsin 2 (ChR2) 
in parvalbumin (PV) positive cells to silence A1 while recording MGV 
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responses to the oddball sequences (Fig. 6A). The experiment involved 
several steps: First, recordings were performed in A1 to identify its 
proper location and to calibrate the laser light power for correct A1 
inactivation (fig. S6, A and B); then, the electrode was removed from 
A1 and inserted into MGV for the recording of neuronal responses to 
our oddball paradigm under light on (neuronal inhibition) or light off 

(control) conditions (see Materials and Methods). We verified that the 
CSI values in the MGV were not different between wild-type and PV-
ChR2 mice without light stimulation (fig. S6D). For the light on condi-
tion, the laser was kept constantly on during each sequence length 
(400 ms to 3.55 s), shut off 50 ms after the end of the deviant tone, and 
turned on again when the next standard tone was played (250-ms light 
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represents mean, whiskers represent 10th and 90th percentiles, and points below or above the whiskers are drawn as individual points.
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off; Fig. 6B). We calculated the CSI and compared the light on and light 
off (control) conditions. For all age groups, CSI in MGV was signifi-
cantly reduced upon optogenetic inhibition of A1 (Fig.  6C). When 
comparing CSI for all ages for the light on condition, we no longer 
observe a significant decrease at P30, P40, or P50 compared to the P20 
group (Fig. 6D), indicating that the SSA changes observed in MGV are 
mainly due to corticofugal projections.

By light-activating PV cells across all cortical layers, we are not 
only inhibiting the corticothalamic projections but also inhibiting all 
projections from A1. These corticofugal projections also spread to the 
IC (23, 24). To understand whether optogenetic manipulation of A1 
affects only MGV or also ICC, we asked whether the same results 
would be observed in this area. We applied a similar optogenetic ap-
proach as for MGV but coupled it with ICC recordings (Fig. 6E). We 
did not observe any effect of A1 manipulation in ICC SSA at P40 
when comparing the light off and light on conditions (Fig. 6F).

We then asked whether similar results would be observed if we spe-
cifically silenced corticothalamic projections from A1 L6 to MGV. These 
projections constitute one of the largest feedback pathways in the audi-
tory system (26, 41). To do so, we used a neurotensin receptor 1 (Ntsr1)–
archaerhodopsin-3 (Arch) mouse line. Ntsr1-expressing neurons are 
one of the two major excitatory neuronal populations in cortical L6 
(42–44). By crossing an Ntsr1-Cre line with an LoxP-Arch one, we ob-
tained a specific expression of Arch in L6, which allowed light-induced 
inhibition of Ntsr1-expressing neurons and, consequently, of corticotha-
lamic projections (see Materials and Methods). We anatomically con-
firmed Arch expression in Ntsr1 neurons in L6 (see Materials and 
Methods and fig. S6C). By coupling optogenetics with electrophysiology, 

we observed a significant CSI decrease in inhibition of corticothalamic 
projections, supporting the results obtained for the PV-ChR2 mice 
(Fig. 6, G and H).

Together, our results show that corticothalamic projections are im-
plicated in the changes in SSA in MGV during adolescence. Although 
not significant, we observe an increasing effect of corticothalamic pro-
jections in regulating MGV SSA during this developmental period 
(ΔCSI means ± SEM in Fig. 6C, P20 = 0.127 ± 0.039, P30 = 0.132 ± 0.029, 
P40 = 0.146 ± 0.038, and P50 = 0.157 ± 0.043), which indicates that 
these circuits are still refining during adolescence. On the contrary, the 
corticocollicular projections appear stable during adolescence.

Last, we asked whether a perceptual correlate to the surprise re-
sponse observed at the neuronal level could be identified. We video-
monitored the mice during passive exposure to the oddball paradigm 
and analyzed the size of the pupil and the movement of the snout and 
ear using DeepLabCut (see Materials and Methods). Pupil size and 
snout movements did not change following standard or deviant sound 
stimuli. However, we were able to identify an ear movement associat-
ed with the sound presentation, but this response was the same for 
deviant and standard tones and did not differ across ages (fig. S7), 
suggesting that the response to the deviant is more than a reflex-like 
response and could not be tracked, with our approach, at the percep-
tual level in passively exposed mice.

DISCUSSION
Our study unravels how SSA matures in the central auditory system 
of adolescent mice and which neuronal circuits might underlie this 
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process. We first found the maturation of SSA across the lemniscal 
pathway of the central auditory system to be sequential. Although al-
ready stable at P20 in ICC, SSA develops until P30 in MGV and later 
in A1. We then observed that these changes do not only depend on 
the adaptation of the responses to the standard tone, suggesting a 
prominent role for PE or true deviance detection in this maturation. 
SSA maturation was also found to be independent of spontaneous ac-
tivity, bandwidth, or threshold changes during adolescence. In addi-
tion, we identified A1 but not MGV SSA maturation to depend on 
prior sensory experience. Last, we observed A1 changes in deep but 
not input layers and MGV maturation to be regulated by corticotha-
lamic projections.

We describe SSA processes during the maturation of the mouse 
auditory system rather than only in adulthood (5, 6, 10). We highlight 
the importance of the adolescent period for the refinement of sensory 
processing. Contrary to embryonic and early developmental stages 
(45–48), the degree of changes in the auditory system throughout 
adolescence is still not fully understood. In A1, the critical period for 
pure tones happens earlier that the juvenile time window studied here 
(P12 to P15 in mice) (45). However, a critical period for complex 
sounds was recently identified during the juvenile phase of mouse A1 
development (P31 to P38) (37, 49). This work raised the question of 
what other maturation processes might occur during this develop-
mental phase (50). We consequently found SSA to still be maturing 
during mouse adolescence. These changes were not only unique to A1 
but were also observed in the MGV (Fig. 7). We also report, in agree-
ment with previous studies, a hierarchical SSA sensitivity along the 
central auditory pathway, from ICC to A1 (1, 5). Unexpectedly, we 
found that SSA decreases with brain maturation. One possible expla-
nation for this decrease is that listening strategies change with age. It 
has indeed been previously demonstrated that adults listen selectively 

for an expected test tone frequency, resulting in poor detection of 
low-probability tones. In contrast, infants listen more broadly and de-
tect better than adults low probability tones (51). This observation 
would be compatible with a decrease in SSA with brain maturation. 
Additional experiments should be performed to test this speculation, 
for example, by measuring SSA across development in anesthetized 
animals.

Our study also puts forward a possible prominent role for other 
mechanisms than repetition suppression such as PE in the maturation 
of SSA (1, 5, 6, 52, 53). This idea of prediction, where the brain uses an 
internal model to predict sensory inputs based on previous experi-
ence, has been discussed through several lenses and sensory systems 
in the past (53–57). From an auditory perspective, PE defines an en-
hanced response to an unexpected sound that breaks the regularity 
encoded by a repetitive one. This violation is encoded as an error and 
sent to the higher levels of the auditory system (bottom-up pathway), 
causing an update in the representation of the corresponding stimuli 
and then a feedback signal predicting the error to the lower levels of 
the cascade (top-down pathway). The reduction and ablation of the 
PE are achieved through recurrent levels of bottom-up and top-down 
interactions (5, 58).

PE neurons have been shown to exist across the different cortical 
layers and might even be enriched in the deep layers, where the main 
source of feedback signals is found (53, 59–61). Our study shows evi-
dence of top-down projections implicated in SSA. First, by studying 
SSA across A1 layers, we could identify intracortical maturation 
changes during adolescence. We did not observe any significant al-
terations in the input layer—the thalamocortical-recipient layer—
which indicates that these feedforward projections are stable 
throughout adolescence. However, we identified changes in A1 deep 
layers, which include the corticofugal projections (Fig.  5). We 
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then optogenetically inhibited corticothalamic projections across 
adolescence and identified a later refinement of this feedback circuit-
ry underlying the maturation of surprise effect in MGV. These results 
further support the prior evidence of the role of these projections in 
regulating SSA in adult animals (4, 28–30). They also point to a previ-
ous hypothesis that ascending auditory pathways mature first and 
their descending counterpart refines later in postnatal development 
(62). The authors of this study report the absent maturation of corti-
cofugal projections before mouse hearing onset (P10 to P12) and 
discuss the advantage of delaying the refinement of projections re-
sponsible for feedback control until the feedforward pathways stabi-
lize. In our study, the reduction of MGV CSI upon light activation 
goes from about 20% [0.13 (ΔCSI in MGV)/0.64 (CSI in A1) of PV-
ChR2 mice; fig. S6E] at P20 to about 34% [0.16 (ΔCSI in MGV)/0.47 
(CSI in A1) of PV-ChR2 mice; fig. S6E] of A1 CSI at P50 (Fig. 7). 
Furthermore, we identified the specific role of corticothalamic projec-
tions included in this reduction. Unlike the previous study (29), re-
ducing cortical activity did not impose a change in CSI in the ICC. This 
mismatch might be due to methodological differences (cooling versus 
optogenetic silencing of cortex) or recording regions (nonlemniscal 
regions of IC in anesthetized rats versus ICC in awake mice).

PE circuits can also be shaped by experience, as previously shown 
in the primary visual cortex (55, 63). Our study found A1 SSA matu-
ration to depend on auditory experience during mouse adolescence. 
Both sensory masking of surprising sounds and overexposure to these 
stimuli caused CSI to be significantly larger than in control P50. De-
priving the auditory neurons of deviant sounds during adolescence 
using continuous WN could alter the maturation process in A1, and 
the mice would remained strongly sensitive to surprise in adulthood. 
The opposite did not occur when mice were overexposed to the odd-
ball paradigm. One possible interpretation of these results is that 
neurons become “experts” in deviance detection and consequently 
increase their response to the deviant instead of developing an expec-
tation or adaptation for rare sounds and decreasing the surprise 
response. Another possibility is that overexposure to an oddball para-
digm leads to increased anxiety, which, in turn, could increase re-
sponse to deviant sounds. However, no signs of increased anxiety 
were observed in the exposed mice. What could then be the underly-
ing factors causing these alterations in maturation? We found changes 
to occur at the level of deep layers of A1. However, so far, we did not 
find an obvious change in the contribution of excitatory versus in-
hibitory neurons, although interneurons have been shown to contrib-
ute in a specific way to SSA (64). Future studies should investigate 
possible mechanisms underlying this altered maturation upon chang-
es in experience.

Our data also showed that changes in functional properties of the 
cells did not correlate with CSI. It was previously shown that FRA 
properties of the auditory neurons correlate with specific levels of SSA 
(16, 17). Higher CSI levels were related to higher frequencies played at 
low intensities and broader bandwidth of the tuning curve. However, 
we did not find a significant correlation between the observed deviant 
changes with bandwidth or threshold. The seemingly contradictory 
observations might be related to different factors, particularly the de-
velopmental focus followed in our study.

This study also raises other follow-up questions. One of them re-
lies on possible other areas implicated in the regulation of surprising 
sound processing. In addition to the nonlemnical pathway that surely 
plays an important role in coding for SSA, one could examine wheth-
er the thalamic reticular nuclei (TRN), which also receives 

Ntsr1-expressing neurons inputs (43), is involved in the changes we 
observe for SSA in MGV. By silencing these L6 corticothalamic pro-
jections, we might be affecting the inhibitory role of TRN over MGB 
and contributing to the outcome we observe when silencing A1. Be-
cause of known cross-talk between the auditory areas with other brain 
regions, the observed changes in the A1 surprise effect might also de-
pend on the circuits established with other regions. Besides other au-
ditory nuclei, the corticofugal projections spread to the visual cortex 
or prefrontal cortex (PFC), among other areas (52, 65). In humans, 
SSA was argued to be mediated by input from the PFC (66). More 
recently, a study recorded responses in rats’ middle PFC to the odd-
ball paradigm and identified PE to drive auditory responsiveness in 
this area (52). PE should also be further explored in the developing 
central auditory areas. Another protocol used as control, combin-
ing the many-standard and cascade sequences, could be coupled to 
the oddball paradigm to understand better how PE occurs along the 
developing auditory pathways. The many-standard sequence corre-
sponds to a random presentation of 10 selected pure tones with differ-
ent frequencies played the same number of times. The cascaded 
sequence contains the same 10 tones but arranged in an ascending or 
descending frequency order (5, 30, 67). Last, more could be inferred 
about the experience-dependent plasticity of SSA through, for exam-
ple, auditory perceptual tasks, such as detection task, with standard 
and deviant as stimuli, and compare the performance of WN and 
oddball-exposed versus control mice (68). We could also explore the 
cortical synapses that might undergo these plastic changes using op-
togenetics or chemogenetics and activate or inhibit a particular neu-
ronal population to assess how it affects the perceptual learning of 
the mice.

Most of the reported auditory developmental knowledge was ac-
quired in animals. However, it has a high potential for translational 
application in humans, as the maturation of auditory skills in hu-
mans very much parallels the one in mice (45, 49, 69–73). The 
knowledge provided in this work improves our understanding of 
how the response to surprising sounds is appropriately fitted to the 
environment in which a plastic brain matures, especially a still vul-
nerable adolescent brain. Ultimately, ours and other studies on de-
velopmental plasticity will help us understand when the brain is 
plastic, what controls this plasticity, and which neural networks are 
engaged for different sensory stimuli.

MATERIALS AND METHODS
Animals
All experimental procedures were performed by following Basel 
University animal care and use guidelines, approved by the Veteri-
nary Office of the Canton Basel-Stadt, Switzerland. C57BL/6J mice 
(SC-C57J-M, Janvier, France) were aged 19 days (P19) to 8 weeks 
old, and males and females were used without distinction. PV-
ChR2 mice were derived from crossing a PV-Cre knock-in line 
with C57BL/6J background (JAX stock number 017320, the Jack-
son laboratories, ME, USA) with a ChR2-floxed Ai32 line (JAX 
stock number 024109, C57BL/6J background). The animals were 
aged P19 to 8 weeks old. Ntsr1-Arch mice were derived from 
crossing an Ntsr1-Cre knock-in line with C57BL/6J background 
[Mutant Mouse Resource and Research Center (MMRRC) stock 
number 030648-UCD] with an Arch-floxed Ai32 line (JAX stock 
number 012735, the Jackson laboratories, ME, USA). These ani-
mals were aged P38 to P42 days. After weaning, mice were housed 
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in groups of two to five under a 12-hour light/12-hour dark cycle 
and allowed to get food and water ad libitum. Experiments were 
performed in the light phase.

Surgical procedures
Mice were anesthetized with isoflurane in O2 (4% induction and 1.2 
to 2.5% maintenance), and local analgesia was provided with subcu-
taneous injection of bupivacaine/lidocaine (0.01  and 0.04 mg per 
animal, respectively). The depth of anesthesia was monitored by the 
breathing rate and absence of pinch withdrawal reflex. Body tem-
perature was maintained at 37°C via a heating pad (FHC, ME, USA), 
and lubricant ophthalmic ointment was applied on both eyes. A 
custom-made stainless steel head-restraint post was fixed on the 
bone on top of the left hemisphere and used to head-fix the animals. 
By using a scalpel, a craniotomy (~2 mm by 2 mm) was performed 
just above the ICC, MGV, or the ACx. The dura was left intact and 
was covered with silicone oil to prevent drying. The craniotomy was 
covered with a thick layer of Kwik-Cast sealant (World Precision 
Insturments, Sarasota, FL, USA) to protect it from external agents. 
Mice were placed back in their home cage for 2 hours to recover 
from anesthesia.

Awake electrophysiological recordings
After a 2-hour recovery period, the craniotomy was exposed and cov-
ered with silicon oil. A 1 × 32 electrode (A1×32-5 mm-25-177-A32, 
Neuronexus, MI, USA) was inserted in ICC with a motorized stereo-
taxic micromanipulator (DMA-1511, Narishige, Japan) at depths of 
(tip of electrode) 800 ± 100 and 1400 ± 100 μm from pia. Recordings 
from the ICC were confirmed in each penetration by increasing aver-
aged BF from the most dorsal to the most ventral channels, confirm-
ing the tonotopic organization typical of IC. A 4 × 16 electrode 
(A4×16-3 mm-50-200-177-A64, Neuronexus, MI, USA) was inserted 
in A1 at a depth of 950 ± 50 μm from pia, traversing the superficial, 
input, and deep layers. Recordings from A1 were confirmed in each 
penetration by increasing averaged BF from the most caudal to the 
most rostral shaft of the four-shaft electrodes, confirming the tono-
topic organization typical of A1. A 4 × 16 electrode (A4×16-5 mm-
50-200-177-A64, Neuronexus, MI, USA) was inserted in MGV at a 
depth of 3500 ± 100 μm from pia. Recordings from MGV were con-
firmed in each penetration based on auditory responses along the 
four-shaft electrode. All recordings were performed in a sound-
attenuating chamber (modified MAC-2 chambers, Industrial Acous-
tics Company Nordics, Hvidorve, Denmark). At the end of the 
recording session, each mouse was euthanized with an intraperitoneal 
injection of pentobarbital followed by cervical dislocation.

Auditory stimulations
Sounds were generated with a digital signal processor (RZ6, Tucker 
Davis Technologies, FL, USA; 200-kHz sampling rate) and played 
through an electrostatic speaker (ES1, Tucker Davis Technologies, 
FL, USA) positioned at 5 to 7 cm from the mouse’s left ear. Stimuli 
were calibrated with a wide-band ultrasonic acoustic sensor (model 
378C01, PCB Piezotronics, NY, USA). For the organization of FRAs, 
pure frequency tones (50-ms duration and 4-ms cosine on/off 
ramps) from 4 to 64 kHz in 0.1-octave increments and 0- to 80-dB 
SPL in 5-dB increments were played with randomized interstimulus 
intervals (ISIs) of 500 to 1000 ms and repeated twice. This protocol 
allowed the examination and confirmation of tonotopy for each 
area, as well as the selection of the two frequencies for the oddball 

sequence paradigm (standard and deviant tones). The channel with 
the largest responses was selected, and two frequencies on either 
side of the BF of that channel were chosen. The lower frequency 
was denoted f1, the higher frequency was denoted f2, and they were 
selected such that f2/f1 = 1.5, corresponding to an interval of 
0.5 octaves. We tested the responses to these frequencies in sets of 
10 different sequences, with 1 to 10 standards preceding a deviant 
tone (50-ms duration, 4-ms cosine on/off ramps, and 65-dB SPL). 
The sequences were randomly assigned and repeated 15 times with 
an ISI (offset of tone to onset of next one) of 300 ms, both within and 
between sequences. These sequences yielded a probability of occur-
rence of ~85 and 15% of standard and deviant, respectively. This 
paradigm was presented two times. For the second time, f1 and f2 
frequencies were swapped to inspect a response dependency to the 
different frequencies used. Our protocol was based on previous 
studies (12, 18). For the laser calibration, 50-ms pure tones (4-ms 
cosine on/off ramps and 500-ms ISI) were coupled to 400-ms on/off 
light stimuli (0.01-ms cosine on/off ramps). For the silencing of A1, 
the oddball sequence paradigm was coupled with the laser. A blue or 
green laser was kept constantly on for the length of each sequence 
(400 ms to 3.55 s). Shutting off the laser was delayed 50 ms after 
deviant tone termination and lasted for 250 ms. For the identifica-
tion of the cortical layers, we delivered 50-ms bursts of broadband 
noise (4-ms cosine on/off ramps and 500-ms ISI).

Optogenetic manipulation
Optogenetic was coupled to the awake electrophysiological record-
ings. Two craniotomies (~2 mm by 2 mm) were performed just 
above the MGB or IC and the ACx and covered with silicon oil and 
Kwik-Cast sealant. Mice were placed back in their home cage for 
2 hours to recover from anesthesia. After this period, the cranioto-
mies were exposed and covered with silicon oil. A 4 × 16 electrode 
(A4×16-3 mm-50-200-177-A64, Neuronexus, MI, USA) was used 
to identify the A1 location (confirmed by tonotopy). A blue (ChR2) 
or green (Arch) laser (473 and 589 nm, respectively) was placed 
close to the four-shaft electrode and above A1. The laser light was 
calibrated before experiments. The blue laser was applied to the cor-
tical surface to activate PV-expressing neurons and consequently 
silence cortical excitatory neurons (74). The green laser was used to 
inhibit L6 corticothalamic neurons (26). The power was calibrated 
for each mouse recorded and set between 2 and 5 mW. The electrode 
was then removed from A1 without moving the laser. A 4 × 16 
(A4×16-5 mm-50-200-177-A64, Neuronexus, MI, USA) or 1 × 32 
electrode (A1×32-5 mm-25-177-A32, Neuronexus, MI, USA) was 
inserted into MGV or ICC, respectively, with a motorized stereo-
taxic micromanipulator (DMA-1511, Narishige, Japan) at a depth of 
3500 ± 100 μm or 800 and 1400 ± 100 μm from pia, respectively. 
The oddball sequence paradigm was recorded with and without blue 
light as control versus silencing of A1. For A1 L6 corticothalamic 
neuron inhibition, a 4 × 16 (A4×16-5 mm-50-200-177-A64, Neu-
ronexus, MI, USA) was inserted into MGV. The oddball sequence 
paradigm was recorded with and without green light as control ver-
sus inhibition of corticothalamic projections.

Sound exposure
Mice were placed in a custom-made sound-attenuating chamber 
and exposed to continuous WN or oddball sequence paradigm from 
P20 to P50. WN (bandwidth from 1 to 65 kHz and 75-dB SPL played 
continuously for the whole exposure period) was generated by an 
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arbitrary function generator (model AFG1022, Tektronix, Beaver-
ton, USA), amplified by an integrated amplifier (model PM7005, 
Marantz Kawasaki, Japan), and played through a magnetic speaker 
(MF1, Tucker Davis Technologies, FL, USA) positioned 35 cm 
above the bottom of the cage. The oddball used for the exposure was 
identical to the one of the recordings. Mice were exposed to fixed f1 
and f2 frequencies (11 and 16.5 kHz played and chosen in accor-
dance to best responses obtained previously in the recordings) at 
65-dB SPL for 3 hours every day. Animals were kept for the rest of 
the time in housing cabinet. Animals were housed with same-gender 
littermates, had access to water and food ad  libitum, and moved 
about freely in their cage. Awake electrophysiological recordings 
were performed after sound exposure in MGV or A1 while passively 
exposed to the oddball sequence paradigm.

Histology
For the study of the anatomical location of IC, MGB, and ACx penetra-
tions, respective electrodes were brushed with a Dil dye (Thermo Fisher 
Scientific, V22885, USA) at the end of the electrophysiological record-
ings. The brushed electrode was inserted in identical coordinates and 
depth of recorded penetrations and left inside for 2 to 3 min before 
removal. Mice were then deeply anesthetized with an intraperitoneal 
injection of pentobarbital and transcardially perfused with saline, 
followed by 4% paraformaldehyde (PFA; 441244, Sigma-Aldrich, 
USA) in 0.1 M phosphate-buffered saline (PBS; P3813, Sigma-Aldrich) 
(pH 7.4) at 4°C. Brains were dissected and postfixed overnight in 4% 
PFA, cryoprotected with 30% sucrose for 2 days, embedded in dry-ice 
frozen optimal cutting temperature (OCT) compound (TissueTek, 
Sakura Finetek, Germany), and kept at −80°C. Coronal slices (45 μm) 
were prepared with a cryostat (CM3050 S, Leica, Germany). Slices were 
blocked in 0.05% Triton X-100 (X100, Sigma-Aldrich) in PBS (PBS-T) 
for 1 hour at room temperature (RT) and incubated overnight in 10% 
donkey serum (C06SBZ, Bio-Rad, USA) in PBS-T containing the 
primary antibodies. On the following day, a 2-hour incubation at RT was 
executed for immunoreaction with the secondary antibodies. All slices 
were counterstained with fluorescent 4,6-diamidino-2-phenylindole, di-
hydrochloride (D1306, Thermo Fisher Scientific) to stain for cell nuclei 
and mounted with Fluoromount-G (0100–01, SouthernBiotech, USA). 
For the MGB brain slices, immunostaining for calretinin cells was per-
formed to identify its divisions (calretinin-expressing not found in MGV 
but dorsal and middle MGB) (75). For the IC brain slices, immunostain-
ing for the glycine 2 transporter was performed to identify its divisions 
(glycine 2 is abundant in ICC) (76). To confirm Arch expression in L6 
Ntsr1 neurons, an antibody was used against green fluorescent protein 
(GFP) endogenous in the mouse line. The following primary antibodies 
were used: goat anti-calretinin (CG1, Swant, Switzerland; 1:1000), rabbit 
anti–glycine 2 (273003, Synaptic Systems, Germany; 1:500), and chicken 
anti-GFP (GFP-1020, Aves Labs Inc., USA; 1:1000), respectively. For 
secondary antibodies, we used the following: donkey anti-goat Alexa 
Fluor 488 (A-11055, Thermo Fisher Scientific; 1:1000), donkey anti-
rabbit Alexa Fluor 488 (A-21206, Thermo Fisher Scientific; 1:500), and 
donkey anti-chicken Alexa Fluor 488 (703-545-155, Jackson Immu-
noResearch, 1:1000), respectively.

Body movement tracking
Mice were video monitored with a high-resolution infrared-sensitive 
camera (BFS-U3-16S2M-CS, FLIR Systems) focused on the face con-
tralateral to the recording site through a zoom lens (TCL 1216 5MP, 
ImagingSource, Charlotte, NC, USA). Bright uniform illumination of 

the eye was achieved using two red light-emitting diode lights (50668 
Micro Light LED, Büchel). Frame acquisition was triggered at 30 Hz by 
a transistor-transistor logic (TTL) pulse sent by the system also deliver-
ing sounds (RZ6, Tucker Davis Technologies, FL, USA). Storage of TTL 
time stamps allowed for post hoc synchronization of video frames, 
sound stimulation, and neural recordings. The pupil size, ear, and snout 
movements were tracked using the deep learning software package 
DeepLabCut (77). The experimenter manually labeled the top, right, 
bottom, and left borders of the mouse’s pupil and ear in 20 frames ex-
tracted for five animals per age group, which were then used to train the 
network. On the basis of manual inspection of the extracted positions’ 
accuracy, only extracted data with a confidence level higher than 0.85 
were kept. Missing data were filled using linear interpolation.

Data processing
Responses from extracellular recordings were digitized with a 
64-channel recording system (RZ2 BioAmp processor, Tucker 
Davis Technologies, FL, USA) at 24,414 Hz. Putative single and 
multiunits were identified offline using KiloSort (CortexLab, UCL, 
London, England) (78), followed by manual inspection of spike 
shape and signal-to-noise ratio and auto- and cross-correlograms 
using Phy (CortexLab, UCL, London, England). Both single- and 
multiunits were retained for analysis. Here, “unit” refers to both 
single and multiunits as an approximation of a single neuron. 
Further analysis was performed using custom software in MATLAB 
(MathWorks, MA, USA).

Data analysis
FRAs were calculated in a fixed time window from tone onset (0 to 
60 ms), smoothed with a median filter (4 × 4 sampling window), and 
thresholded to 20% of maximal response amplitude. This threshold 
was implemented only to determine the boundary of the FRAs (all 
other data analysis was performed on the raw, nonthresholded data). 
To assess the tuning quality of the FRA, d′ was calculated as the differ-
ence in mean spike count within the FRA and mean spike count out-
side the boundary of FRA divided by their arithmetic average SD 
[modified method from (49)]. For the analysis, units with d′ > 0.5, 
BF between 4 and 64 kHz, onset latency of <15 (ICC), <30 (MGV), 
and <35 (A1) ms, and threshold of <70-dB SPL were selected. BF was 
defined as the tone frequency that evoked the highest response at all 
tested sound levels. A1 and ICC were identified on the basis of the 
functional tonotopy (caudorostral and dorsoventral increase in 
BF, respectively) and MGV by the presence of auditory responses. 
Data that could not be identified as belonging to ICC, MGV, or A1 
were excluded from the analysis. For the analysis of responses to the 
oddball sequence paradigm, units with significant responses to only 
standard or deviant tone, or to both tones, were selected. Responses 
were also analyzed in a fixed time window from tone onset (0 to 
60 ms). Mean spike rates were used to calculate the SI and CSI. SI was 
determined by calculating the difference between the average firing 
rates in a window of 0 to 60 ms from tone onset to the standard and 
deviant tones for f1 or f2 (SI f1 and SI f2)

CSI was calculated by combining SI f1 and SI f2 calculations

SI =
DT(fi) − ST(f )

DT(fi) + ST(f )

CSI =
DT(fi) + ST(f2) − ST(f1) − ST(f2)

DT(fi) + ST(f2) + ST(f1) + ST(f2)
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Two analyses were performed: (i) SI and CSI calculation of the av-
erage of each 15-repeated sequence and average of the 10 sequences 
and (ii) SI and CSI calculation for the first standard in each sequence 
in comparison to deviant tone of corresponding frequency (f1 or f2). 
For the (ii), we applied a different analytical approach. We calculated 
the CSI for each sequence (1 to 10 standards preceding a deviant). To 
do so, we averaged the spike response rate to the deviant tone and 
compared it to the response to the first standard in each sequence of 
the same frequency (f1 or f2) (fig. S3D). Our approach differs from 
previous studies, where the authors only looked at the last standard 
for each sequence to do this analysis (79).

For the adaptation analysis (fig. S4), we fitted the average firing 
rate of the responses to the standard or the deviant normalized to the 
first sound stimulus (standard or deviant, respectively) over the first 
75 or 25 sounds, respectively, with the exponential function (1− a) × 
exp(−t/tau) + a. To evaluate the variability of the fits, the average 
firing rates were the results of 1000 iterations of 80% of the data using 
the MATLAB function “datasample.” The fit functions in fig. S4A are 
the exponential functions obtained with the average a and tau values 
over the 1000 iterations for each age and area. The parameters a and 
tau represented in fig. S4 (C and D) are the distribution of the values 
obtained in the 1000 iterations.

We also normalized standard and deviant tone response for each 
sequence by dividing spike rate of tones position in the sequence (1 to 
9 for standard and 2 to 10 for deviant) to the sequence with a single 
standard (0 position for standard and 1 for deviant). The normaliza-
tion was further applied on the total number of trials (975) in the odd-
ball protocol for standard (825) and deviant (150).

For the identification of the cortical layers (A1), CSD analysis of 
local field potentials (LFPs) was performed. We extracted LFP by 
downsampling the raw voltage traces to 1 kHz and low-pass filtering 
(<300 Hz) with an eighth-order Chebyshev type I filter. We then per-
formed CSD analysis on the data from each electrode shank as de-
scribed in Pettersen et al. (80), using an adapted version of the 
CSD_plotter toolbox function “my_standardCSD” (https://github.
com/espenhgn/CSDplotter). CSD was performed for each electrode 
shaft by calculating the second spatial derivative of the LFPs across 
the depth of A1 (Fig. 5C). We measured the current amplitude for the 
sink (input) and source (output) layers. Electrode channels located in 
input layers were then manually identified as the ones belonging to 
the largest short onset current sink (38, 43, 59). Channels located 
above the deepest sink were classified as located in superficial layers 
and those below as located in deep layers. Each unit was classified as 
belonging to superficial, input, or deep layers based on the channel in 
which its spike amplitude was the largest.

For the classification of A1 populations, cortical units were classi-
fied as RS (putative excitatory neurons) or FS (putative PV-expressing 
neurons) by extracting the peak to trough of the average spike shape 
for each unit. On the basis of the bimodal distribution of this param-
eter across the population, we defined units with a peak to trough of 
<0.6 ms as FS and ≥0.6 as RS (39, 40).

Statistical analysis
Statistical tests were performed using MATLAB (MathWorks, MA, 
USA) and GraphPad Prism software (GraphPad Software, USA). In the 
boxplots, lines represent median, 25th, and 75th percentiles, + repre-
sents mean, whiskers represent 10th and 90th percentiles, and points 
below or above the whiskers are drawn as individual points. A one-
way analysis of variance (ANOVA) with Holm-Sidak’s multiple 

comparisons test was used to calculate whether there were differences 
across ages among the different areas for CSI and functional properties 
in control and exposed mice (Figs. 1, F to I; 3, A, C, and E; 4, C, E, and 
H; 5, D, F, and G; and 6D; and figs. S2, C and D, and S4E) and a Kruskal-
Wallis to compare the parameters of the exponential fits (fig. S4, C and 
D). An unpaired Student’s t test was used to compare functional proper-
ties between control and exposed mice (Fig. 4, C, E, and H, and figs. S5 
and S6, D and E). A paired Student’s t test was used to calculate whether 
there was an effect of light on versus light off conditions in the different 
optogenetic approaches (Fig. 6, C, F, and H, and fig. S6B). A Pearson 
correlation was performed, followed by a simple linear regression to as-
sess possible relations between functional properties and experimental 
parameters with CSI across ages and areas (Fig.  3, B, D, and E, and 
fig. S5). For the video analysis (fig. S7), a Wilcoxon signed-rank test was 
used to compare pre- and poststimulus responses, and a Wilcoxon rank 
sum test was used to compare responses to standard and deviant tones.

Supplementary Materials
This PDF file includes:
Figs. S1 to S7
Table S1
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