
MNRAS 527, 12120–12139 (2024) https://doi.org/10.1093/mnras/stad3973 
Advance Access publication 2023 December 23 

Atomic diffusion and mixing in old stars – VIII. Chemical abundance 

variations in the globular cluster M4 (NGC 6121) 

T. Nordlander , 1 , 2 , 3 ‹† P. Gruyters, 3 , 4 O. Richard 

5 and A. J. Korn 

3 

1 Researc h Sc hool of Astr onomy and Astr ophysics, Austr alian National University, Canberr a, ACT 2611, Austr alia 
2 ARC Centre of Excellence for All Sky Astrophysics in 3 Dimensions (ASTRO 3D), Australia 
3 Division of Astronomy and Space Physics, Department of Physics and Astronomy, Uppsala University, Box 516, SE-75120 Uppsala, Sweden 
4 Lund Observatory, Division of Astrophysics, Department of Physics, Lund University, Box 43, SE-221 00 Lund, Sweden 
5 Laboratoire Univers et Particules de Montpellier, CNRS, Universit ́e de Montpellier, CC072, Place E. Bataillon, F-34095 Montpellier Cedex, France 

Accepted 2023 December 21. Received 2023 December 11; in original form 2023 January 29 

A B S T R A C T 

Variations in chemical abundances with evolutionary phase have been identified among stars in globular and open clusters 
with a wide range of metallicities. In the metal-poor clusters, these variations compare well with predictions from stellar 
structure and evolution models considering the internal diffusive motions of atoms and ions, collectively known as atomic 
diffusion, when moderated by an additional mixing process with a fine-tuned efficiency. We present here an investigation of 
these effects in the Galactic globular cluster NGC 6121 (M4) ([Fe/H] = −1.13) through a detailed chemical abundance analysis 
of 86 stars using high-resolution ESO Very Large Telescope (VLT) Fibre Large Array Multi Element Spectrograph (FLAMES) 
spectroscopy. The stars range from the main-sequence turnoff point (TOP) to the red giant branch (RGB) just abo v e the bump. 
We identify C-N-O and Mg-Al-Si abundance anticorrelations, and confirm the presence of a bimodal population differing by 

1 dex in nitrogen abundance. The composition of the second-generation stars imply pollution from both massive (20–40 M �) 
and asymptotic giant branch stars. We find evolutionary variations in chemical abundances between the TOP and RGB, which 

are robust to uncertainties in stellar parameters and modelling assumptions. The variations are weak, but match predictions well 
when employing efficient additional mixing. Without correcting for Galactic production of lithium, we derive an initial lithium 

abundance 2.63 ± 0.10, which is marginally lower than the predicted primordial big-bang nucleosynthesis value. 

Key words: techniques: spectroscopic – stars: abundances – stars: atmospheres – stars: Population II – globular clusters: indi- 
vidual: M4. 
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 I N T RO D U C T I O N  

he chemical evolution of the Milky Way is believed to be imprinted
n the elemental abundance patterns of late-type stars (spectral types
 to K). Due to their long lifetimes, these stars are of particular

mportance when it comes to studying the build-up of elements
uring the early times of our Galaxy. The chemical composition
f the atmospheric layers of such stars is thought to resemble
he gas from which they were formed. Ho we ver, observ ations of
lobular clusters (GCs) o v er the past sev eral decades hav e rev ealed
 somewhat more complicated picture. Not only have spectroscopic
tudies revealed a spread in the abundance of light elements in stars of
ll GCs (Gratton, Carretta & Bragaglia 2012 , and references therein),
he studies also indicate that there are processes at work in these
tars that alter the surface compositions. The sum of these element-
eparating effects is collectively referred to as atomic diffusion (AD,

ichaud, Fontaine & Beaudet 1984 ). The effects are responsible for
n exchange of material between a star’s interior and its atmosphere
uring the main sequence (MS), but can be counteracted as long as
 E-mail: thomas.nordlander@anu.edu.au 
 Stromlo Fellow. 
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onvection is efficient. This means that the largest abundance effects
re expected for the hotter stars in an old stellar population, that is, the
-type MS turnoff-point (TOP) stars. As the stars evolve off the MS,

he deepening outer convection zone will restore the original surface
omposition and null the diffusion effects effectively restoring the
tars’ original composition. Prone to proton capture, the element
ithium departs from this picture. As a star ascends the subgiant
ranch (SGB), the convection zone deepens such that the surface
ayers dilute with lithium-free material from the interior, causing the
urface lithium abundance to drop by an order of magnitude. 

A broad search for observ ational e vidence of AD in Population II
tars has been driven by the theoretical modelling work of Michaud
t al. ( 1984 ), Richard et al. ( 2002a ), Richard, Michaud & Richer
 2002b , 2005 ). The present series of papers (I–VII) gives an o v erview
f the abundance analyses of unevolved and evolved stars in the three
Cs NGC 6397 (Korn et al. 2007 ; Lind et al. 2008 ; Nordlander et al.
012 ), NGC 6752 (Gruyters et al. 2013 ; Gruyters, Nordlander &
orn 2014 ), and M30 (Gruyters et al. 2016 ; Gavel et al. 2021 )
t metallicities 1 [Fe/H] = −2.1, −1.6, and −2.3, respectively. All
 We adopt here the customary spectroscopic notations that [X/Y] = 

og ( N X / N Y ) − log ( N X / N Y ) � for elements X and Y, and that A (X) = 

og ( N X / N H ) + 12. 

© 2023 The Author(s). 
ty. This is an Open Access article distributed under the terms of the Creative 
ch permits unrestricted reuse, distribution, and reproduction in any medium, 

provided the original work is properly cited. 
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Table 1. Spectroscopic metallicity determinations of evolved and 
unevolved stars in M4. 

Reference [Fe/H] 
Number 
of stars Evolutionary states 

Mucciarelli et al. ( 2011 ) −1.08 35 TOP 
Mucciarelli et al. ( 2011 ) −1.12 52 SGB/RGB 

Monaco et al. ( 2012 ) −1.31 71 MS 
Monaco et al. ( 2012 ) −1.17 10 SGB/RGB 

Mala v olta et al. ( 2014 ) −1.16 1869 MS/SGB 

Mala v olta et al. ( 2014 ) −1.07 332 SGB/RGB 

Spite et al. ( 2016 ) −1.20 71 TOP 
Spite et al. ( 2016 ) −1.10 10 SGB 

Marino et al. ( 2008 ) −1.07 105 RGB 

Marino et al. ( 2017 ) −1.20 17 AGB 

Wang et al. ( 2017 ) −1.14 68 RGB 

Wang et al. ( 2017 ) −1.18 19 AGB 

MacLean et al. ( 2018 ) −1.17 106 RGB 

MacLean et al. ( 2018 ) −1.20 15 AGB/HB 

This work −1.20 34 TOP 
This work −1.13 35 RGB 
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hree clusters were found to exhibit element-specific evolutionary 
bundance variations at the level of 0.1–0.3 dex. Beyond this series
f papers, studies of lithium in metal-poor stars hav e pro vided crucial
ass- and metallicity-dependent constraints (Gonz ́alez Hern ́andez 

t al. 2009 , 2019; Mel ́endez et al. 2010 ; Nissen & Schuster 2012 ).
dditional constraints have come from studies of Population I 

tars, including the solar-metallicity open clusters M67 ( ̈Onehag, 
ustafsson & Korn 2014 ; Bertelli Motta et al. 2018 ; Liu et al. 2019 ;
outo et al. 2019 ), NGC 2420 (Semenova et al. 2020 ), and Coma
erenices (Souto, Cunha & Smith 2021 ), as well as field stars (Liu
t al. 2021 ), unco v ering subtle abundance dif ferences that v ary from
lement to element. 

The observed abundance variations are remarkably similar to the 
nes predicted by stellar evolution models including AD. However, 
n both cases the observations are not matched by the predictions of
D from first principles, but only when counteracted by an additional 
ixing mechanism (AddMix). This additional transport process 

eyond the formal extent of the convection zone is also needed to
xplain the properties of the Spite plateau of lithium (Spite & Spite
982 ) which shows a constant Li abundance in warm Population II
tars. Different transport processes have been investigated like those 
ue to mass loss (Vauclair & Charbonnel 1995 ; Vick et al. 2013 ),
otation (Deal & Martins 2021 ) or turbulent mixing (Richard et al.
002a , 2005 ). 
The AddMix is incorporated in the stellar evolution models as an 

d-hoc parametric turbulent diffusion coefficient (Richer, Michaud & 

urcotte 2000 ) so that the structure of the model star is modified
y mixing a certain depth range. The density dependence ( ρ−3 ) is
uggested by the Be abundance on the Sun (Proffitt & Michaud 
991 ). The only free parameter is the reference temperature T 0 that
ets the o v erall efficienc y of the AddMix. This family of models
ses a shorthand convention T X , where X refers to log T 0 . At T 0 , the
ddMix diffusion coefficient D T is set to 400 times the AD coefficient

or helium (see Richer et al. 2000 , for the analytic expression of the
oefficient). With this parametrization, Richard et al. ( 2005 ) were 
ble to reproduce the Spite plateau using a range of models from
6.0 to T6.25. These are also the models explored in this series of
apers where we find that the abundance trends in M30 at [Fe/H] =
2.3 are best reproduced by the T6.1–6.2 models, NGC 6397 at 

Fe/H] = −2.1 by the T6.0 models, and NGC 6752 at [Fe/H] =
1.6 by the T6.2 models. In all three cases, we find diffusion-

orrected Li abundances that are compatible with, but systematically 
ower than, predictions of standard big-bang nucleosynthesis (BBN): 
 (Li) = 2.69 ± 0.06 (Yeh, Olive & Fields 2021 ). These predictions
re based on cosmological parameters from observations of the 
icrowave background radiation (CMB) by the Planck satellite 

Planck Collaboration VI 2020 ) and do not involve free parameters 
tting predictions to observations of the BBN. Given these results, 

t seems as if the efficiency of AddMix varies with metallicity in a
ay that is difficult to predict and extrapolate, which could be due

o the limited number of observations. To investigate the validity of
his hypothesis we here investigate the Galactic GC M4 (NGC 6121) 
t [Fe/H] = −1.13 and an age of about 12 Gyr (Bedin et al. 2009 ;
andenBerg et al. 2013 ; Jang, Kim & Lee 2019 ). 
M4 is the nearest GC to the Sun, at a distance of 1.8 kpc

Hendricks et al. 2012 ). Unfortunately, it is located at low Galactic
atitude in the Galactic disc behind the Sco-Oph cloud complex, 
nd thus suffers from significant interstellar extinction ( A V = 1.39, 
endricks et al. 2012 ) and strong spatial differential reddening 

Cudworth & Rees 1990 ; Drake, Smith & Suntzeff 1994 ; Ivans
t al. 1999 ). Deri ving ef fecti ve temperatures ( T eff ) from photometry
hus becomes a cumbersome task. There have none the less been 
everal high-quality spectroscopic studies that took these issues into 
ccount. Marino et al. ( 2008 , 2011 ) presented evidence for multiple
opulations along the RGB and HB, while Monelli et al. ( 2013 )
emonstrated the presence of two distinct sequences on the RGB. 
ther high-resolution spectroscopic studies hav e deriv ed abundances 

or RGB stars, for example, the lithium content of RGB stars was
tudied by D’Orazi et al. ( 2010 ) and Monaco et al. ( 2012 ). 

M4 has also been the topic of a contro v ersy around the absence or
resence of second-generation stars amongst its AGB stars. MacLean 
t al. ( 2016 , 2018 ) analysed high-resolution spectra for a sample of
06 RGB and 15 AGB stars and concluded that there are no second
eneration stars among the AGB stars. Lardo et al. ( 2017 ), on the
ther hand, showed that the AGB is populated by second generation
tars using the C U , B , I = ( U − B ) − ( B − I ) index, with further
upport by the spectroscopic and UV photometric study of Marino 
t al. ( 2017 ). 

The AD effects on Fe and Li abundances of stars along the
volutionary sequence in M4 was addressed by Mucciarelli et al. 
 2011 ). Although the literature on M4 reveals a tendency that
etallicities for TOP stars generally come out lower than those 

erived for RGB stars (see Table 1 ), Mucciarelli et al. ( 2011 ) do
ot find a trend in iron abundance with T eff , that is, evolutionary
tage. They do, ho we ver, need AD and very efficient AddMix in
rder to explain the observed evolution of Li in the cluster. Given
he small size of the expected AD trends for Fe and the temperature
ensitivity of Fe, it is not unlikely that the AD effect on Fe would go
ndetected. As AD affects all elements, we here revisit M4 and derive
bundances for 14 elements, to determine whether AD signatures are 
resent. 
This paper is organized as follows: the observations are shortly 

ummarized in Section 2 . In Section 3 , we outline the deri v ation
f the stellar parameters and discuss our methodology. The results 
re presented in Section 4 followed by a scientific discussion in
ection 5 . We conclude the paper with a summary in Section 6 . 

 OBSERVATI ONS  

e used high-resolution spectroscopic observations of 86 stars in M4 
hat were obtained with FLAMES/GIRAFFE (Pasquini et al. 2003 ) 
nder ESO (European Southern Observatory) programme 081.D- 
MNRAS 527, 12120–12139 (2024) 
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Figure 1. Observed ( V − I )–V CMD of M4 before and after correcting for 
differential reddening. The spectroscopic targets are marked by black squares. 
The reddening vector is given by the solid line in the top left corner. The solid 
blue line indicates the fiducial sequence. 
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356, that is, from the same data set as used in Mucciarelli et al.
 2011 , hereafter Mu11 ). The spectroscopic targets were selected by
ovisi et al. ( 2010 ), with a selection informed by proper motions
nd radial v elocities. The y used proper motions from Anderson
t al. ( 2006 ), which clearly separated cluster members from field
tars; membership was identified by selecting stars with differential
roper motions within 8.5 mas yr −1 of the cluster av erage. Lo visi
t al. ( 2010 ) determined a cluster mean radial velocity based on
he giant stars of 71.25 ± 0.43 km s −1 ( σ = 4.08 km s −1 ), and all
argets used in this work were found to lie within the envelope of the
aussian fit to the histogram. In addition, we have used astrometry

rom Gaia DR3 (Gaia Collaboration 2021 ; Lindegren et al. 2021 )
o reject unresolved binaries and non-members. We identified an
dditional six stars (IDs 42574, 50403, 53956, 46510, 30922, and
1899) with a poor astrometric solution (RUWE > 1.4) indicating
otential binarity, discrepant parallax ( | � − �̄ | > 5 σ� 

), or having
 second resolved source within 1 arcsec. 

The reduced data set used in this work were obtained from the
 aris-GIRAFFE archiv e (Royer et al. 2012 ). Observations used the
R15N, HR18, and HR22 settings, providing the Li I doublet at
707.8 Å, several Fe I lines, the O I triplet at 7771–7775 Å and the
 I 9111.8 Å line, as well as lines for 10 other chemical elements
e analysed. The stars co v er a range in evolution from the TOP

o the RGB and are shown in the ( V − I )–V colour–magnitude
iagram (CMD) in Fig. 1 . Reduced broadband UBVI photometry
f M4 was kindly provided by Y. Momany (pri v ate communication;
ee Momany et al. 2003 for further information; the same photometry
as previously used by Marino et al. 2008 ). 

 ANALYSIS  

.1 Stellar evolutionary models 

e computed a grid of stellar evolutionary models to construct
sochrones, using the Montr ́eal-Montpellier stellar evolution code
NRAS 527, 12120–12139 (2024) 
Richard et al. 2002a ). The physics of these models are identical to
hose used previously in this series of papers (see Richard et al. 2005 ;
orn et al. 2007 , and discussion in the Introduction). 
We used the Grevesse & Noels ( 1993 ) solar composition and the

urcotte et al. ( 1998 ) solar calibration. We adopted an initial chemical
omposition with Y = 0.2382, [Fe/H] = −1.1, and [ α/ Fe] = + 0 . 3
corresponding to Z = 0.00268). We interpolated the isochrones to an
ge of 12 Gyr, consistent with estimates from the white dwarf cooling
equence and isochrone fits to the MS turnoff and horizontal branch
Bedin et al. 2009 ; VandenBerg et al. 2013 ; Jang et al. 2019 ). We
alculated models with AD and AddMix efficiencies of log T 0 = 6.0,
.2, 6.25, and 6.3, with masses in the range 0.55–0.87 M �, co v ering
volutionary states from the lower MS to the base of the RGB. We
lso calculated models with no AD, co v ering masses in the range
.55–0.874 M �, and note that the absence of diffusion of He into the
tellar core requires a higher stellar mass by about 0.01 M � to reach
he TOP at the same age. 

.2 Photometry 

he line of sight towards M4 is heavily affected by interstellar dust
ue to its location behind the Sco-Oph cloud complex. This results
n significant differential reddening across the face of the cluster
Ivans et al. 1999 ), at an average level of A V = 1.39 or E ( B −
 ) = 0.37 (Hendricks et al. 2012 ). Estimates of the peak-to-peak
ifferences within a distance of 10 arcmin of the cluster centre ranges
rom δE ( B − V ) ≥ 0.05 (Cudworth & Rees 1990 ) to δE ( B − V ) =
.25 ( Mu11 ). The effect of differential reddening is an apparently
roader evolutionary sequence in the cluster CMD than expected
rom photometric uncertainties alone. This broadening will depend
n the angle between the sequence and the reddening vector, for
xample, A V / E ( V − I ), which is illustrated in Fig. 1 together with the
bserved and dereddened cluster CMD. 
To correct for the spatially differential reddening across the face

f the cluster, we followed a method similar to that of Milone et al.
 2012 ) and Donati et al. ( 2014 ) and previously applied to M4 by
ardo et al. ( 2017 ). We determined a fiducial sequence by eye,
nd derived the selective extinction in ( V − I ) in T eff –V space by
omparison to a 12 Gyr isochrone (described in Section 3.1 ). We
eri ved T eff v alues from V − I colours using the relations from
am ́ırez & Mel ́endez ( 2005 ), which are calibrated on the infrared
ux method (IRFM, Blackwell et al. 1986 ). We derived a mean
electiv e e xtinction for cluster members of E ( V − I ) = 0.63. 

A reference sample of stars was constructed by computing the
istance along the reddening vector to the fiducial sequence for all
tars located near the MS TOP, 16.7 ≤ V ≤ 18.3. For each star,
e determine the average reddening by median filtering amongst

he nearest ≤35 neighbouring reference stars within a distance of
0 arcsec on the sky. The spatial differential extinction in V ( � A V )
cross the cluster as derived empirically from the comparison to ( V

I )–V fiducial sequences is visualized in Fig. 2 . The surface has
een binned to cells of 10 arcsec by 10 arcsec. Each cell represents
he median � A V for all stars that fall in the coordinate range and for
hich a reddening value has been assigned by the method described

bo v e. In the map, red and blue colours indicate regions with a
eddening value abo v e or below the o v erall mean reddening of the
luster. The map is qualitatively consistent with the ( B − V ) reddening
aps of Hendricks et al. ( 2012 ) and Monelli et al. ( 2013 ). 
A corresponding dereddening in the B − I colour index was also

erived. As Ram ́ırez & Mel ́endez ( 2005 ) do not provide a ( B −
 )–T eff transformation, the Hendricks et al. ( 2012 ) transformation
actors (see their table 3) were used to obtain E ( B − I ) = 1.06 from
he derived E ( V − I ). The B − I reddening map is qualitatively similar



Atomic diffusion and mixing in M4 12123 

Figure 2. Observed ( V − I )–V reddening map of M4, indicating variations 
in extinction, � A V , relative to the cluster average. Spectroscopic targets are 
marked by black crosses, while X marks the centre of the cluster. The blue 
colour indicates areas with less reddening, while red coloured areas are 
affected by a higher degree of reddening. The coordinate system is normalized 
to the cluster centre at RA = 16 h 26 m 45.12 s , Dec. = 26 ◦18 ′ 35.4 ′′ . 
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Figure 3. Differential reddening � E ( V − I ) deduced for spectroscopic 
targets, as a function of their ef fecti ve temperature. The mean value 
−0.013 ± 0.032 mag is indicated by a solid blue line. Differential reddening 
values are on average slightly more negative for cooler stars (see the text for 
further discussion). 
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2 Commonly used online NLTE abundance tools include inspect-stars.com , 
nlte.mpia.de , and spectrum.inasan.ru/nLTE 
o that derived from V − I . The influence of the differences, between
he two maps, on derived stellar parameters will be examined further
n Section 3.4 . The good correspondence between the two reddening 

aps, and the significantly decreased scatter along the RGB in Fig. 1
alidates the accuracy of the dereddening procedure. We note that 
hile Gaia DR3 provides homogeneous reddening values based on 

he analysis of BP/RP spectrophotometry (Andrae et al. 2022 ), these 
eddening estimates are marred by significant correlations with the 
tellar parameters, in particular T eff , and cannot straightforwardly be 
sed. 

.3 Spectrum synthesis 

e performed an automated spectroscopic analysis using a mod- 
fied version of the spectrum synthesis code Spectroscopy Made 
asy ( SME , Valenti & Piskunov 1996 ; Valenti & Fischer 2005 ;
iskunov & Valenti 2017 ). Briefly, stellar parameters ( T eff , log g ,
Fe/H], and v mic ), linelists (Piskunov et al. 1995 ; Kupka et al.
999 ), and line and continuum masks are supplied to SME . The
ode allows non-local thermodynamic equilibrium (NLTE) line 
ormation using precomputed grids of departure coefficients, and 
ses a grid of MARCS plane-parallel and spherically symmetric 
odel atmospheres (Gustafsson et al. 2008 ), all with scaled solar

bundances, and α-enhancement of 0.4 dex when [Fe/H] < −1. SME ,
ike MARCS, adopts the solar chemical composition of Grevesse, 
splund & Sauval ( 2007 ). SME performs a numerical comparison 
etween observations and synthetic spectra computed on the fly. 
he optimum is found through a non-linear optimization algorithm 

Marquardt 1963 ). Rather than a line-by-line approach, we determine 
ll abundances simultaneously by synthesizing all three spectral 
ettings for each star. This ensures a consistent abundance table 
or each star, where all known line blends are explicitly taken into
ccount. 

We applied NLTE corrections in our line synthesis routine us- 
ng precomputed grids of departure coefficients for 10 elements: 
ithium (Lind, Asplund & Barklem 2009b ), carbon (Ale x ee v a &

ashonkina 2015 ), oxygen (Sitnova, Mashonkina & Ryabchikova 
013 ), magnesium (Osorio et al. 2015 ; Osorio & Barklem 2016 ),
luminium (Nordlander & Lind 2017 ), silicon (Shi et al. 2008 ),
alcium (Mashonkina, Korn & Przybilla 2007 ), iron (Bergemann 
t al. 2012 ; Lind, Bergemann & Asplund 2012 ), and barium
Mashonkina, Gehren & Bikmaev 1999 ). We refer the reader to each
aper for details on the particular NLTE treatment, and to Piskunov &
alenti ( 2017 ) for details on the implementation of NLTE departure
oefficients in SME . While the grids employed in this work are largely
roprietary, we note that publicly available grids for several elements 
ave been made available by Amarsi et al. ( 2020 ) and Gerber et al.
 2023 ), and that several online tools are available. 2 Other elements
nd species including CN, K I , Ti II , and Ni I were computed in LTE.

.4 Photometric stellar parameters 

e used the V − I colour–temperature calibration from Ram ́ırez &
el ́endez ( 2005 ), assuming [Fe/H] = −1.1 for all stars, and the

ereddened V − I photometry as described in Section 3.2 . The
ncertainty of the dereddened colours can be e v aluated by comparing
esults when dereddening using the independent V − I and B − I
eddening maps. Differences are rather small, 7 ± 34 and 10 ± 73 K
or giants and dwarfs, respectively. The scatter about the V − I fiducial
equence corresponds to 45 and 135 K, for giants and dwarfs. The
edian absolute deviation when e x ecuting the nearest-neighbour 
ltering is just 0.032 mag in V , corresponding to 0.015 mag in V −
 . The latter corresponds to a change in T eff of 36 and 68 K for giants
nd dwarfs, respectively. This corresponds well to the scatter in the
ifference between the two reddening maps, and is comparable to the
catter about the fiducial sequence for giants. Taking into account the
tatistical uncertainties present, we adopt representative uncertainties 
f 50 and 100 K in T eff for giants and dwarfs, respectively. 
We show in Fig. 3 that there is little correlation between our in-

erred stellar parameters and the adopted differential reddening. The 
verage differential reddening is � E ( V − I ) = −0.013 ± 0.032 mag,
here warm stars with T eff > 5800 K are slightly more red-
ened ( −0.010 ± 0.028 mag) than cool stars with T eff < 5200 K
MNRAS 527, 12120–12139 (2024) 

file:inspect-stars.com
file:nlte.mpia.de
file:spectrum.inasan.ru\begingroup \count@ "002F\relax \relax \uccode `~\count@ \uppercase {\gdef 0{\relax \protect $\relax \sim $}}\endgroup \setbox \thr@@ \hbox {0}\dimen \z@ \wd \thr@@ 0nLTE
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Table 2. Dereddened photometry, S/N measured in the continuum in all three spectrograph settings, 
and stellar parameters (complete table available electronically). 

ID RA Dec. V − I V S/N T eff log g v mic 

(J2000) (J2000) (mag) (mag) (K) (dex) (km s −1 ) 

M4-8460 245.947189 −26.374998 1.512 14.507 120 4989 2.85 1.32 
M4-8777 245.937393 −26.361475 1.462 15.257 95 5115 3.21 1.24 
M4-9156 245.906998 −26.343929 1.539 14.083 115 4905 2.65 1.36 
M4-13282 245.790207 −26.391041 1.238 16.582 51 6077 4.08 1.67 
M4-28007 245.805023 −26.668879 1.504 14.949 93 5058 3.04 1.28 
. . . . . . . . . . . . . . . . . . . . . . . . . . . 
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 −0.018 ± 0.037 mag). Compared to the mean for the spectroscopic
argets, warm stars are thus more highly reddened by just 0.002 mag
nd cool stars less by 0.005 mag. Offsets of 0.005 mag in V − I
orrespond to just 12 and 27 K for warm and cool stars, respectively,
nd systematic errors in differential reddening of this type are
herefore unlikely to be significant. 

Compared to the T eff scale of Mu11 , results are in agreement for
urnoff stars (our temperatures are higher by 17 ± 129 K for stars with
 eff > 5800 K), while the values for giants ( T eff < 5200 K) differ by
58 ± 21 K. Large differences are found on the SGB (intermediate
 eff ), −115 ± 121 K. 
We derived photometric surface gravities from the dereddened

bsolute magnitudes, assuming a distance modulus μ = 11.28 (Hen-
ricks et al. 2012 ), and with bolometric corrections from Alonso,
rribas & Mart ́ınez-Roger ( 1999 , 2001 ). For a 12 Gyr isochrone
ith AD (results are not sensitive to the choice of AddMix), we

ound a mass of 0.84 M � at the TOP and 0.87 M � on the RGB. The
esulting values of log g range from 4.2 at T eff = 6100 K (TOP) to
.2 at T eff = 4700 K (RGB). The resulting stellar parameters, along
ith observational parameters, are given in Table 2 . 
As outlined in Gruyters et al. ( 2014 ), uncertainties in T eff are

xpected to dominate relative errors in log g . For example, an error
f + 100 K in T eff translates into + 0.03 dex in log g . An effect of
his size on log g would require, e.g. an increase in stellar mass
y 0.06 M �, or an increase in V magnitude by 0.075 mag. We note
hat our mass estimate is in good agreement with the average of
steroseismic measurements for RGB stars in this cluster, 0.83 ± 0.01
Howell et al. 2022 ) or 0.87 ± 0.01 (Tailo et al. 2022 ). For the
 and 5 stars that o v erlap, respectiv ely, the seismic measurements
ndicate 0.81 ± 0.09 and 0.79 ± 0.29 M �. Our expected precision
f 0.03 mag in V magnitude and 50 and 100 K in T eff for giants and
warfs, respectively, thus translates into at most 0.03 and 0.05 dex in
og g for giants and dwarfs, respectively. A shift in stellar masses, the
 v erall reddening of the cluster, or its distance, would have similar
ffects on all stars with only minor differential effects. 

.5 Spectroscopic stellar parameters 

.5.1 Microturbulence 

icroturbulent velocities are derived from a set of 17 Fe I lines, as
he spectra contain only two rather weak Fe II lines. The Fe I lines
pan a range in equi v alent widths (EWs) of 20–150 and 5–80 m Å,
orresponding to log W λ/ λ = −5.5 to −4.6 and −6.5 to −4.9, for the
oolest and hottest stars in our sample. 

We find that dwarfs follow an essentially linear relation of v mic 

ncreasing with T eff , while giants exhibit v mic values decreasing
inearly with log g . The root mean square (RMS) scatter about the
inear relation for giant stars is just 0.048 km s −1 , while that for the
NRAS 527, 12120–12139 (2024) 
warfs is considerably higher and amounts to 0.43 km s −1 . Among
he 20 hottest TOP stars ( T eff > 6080 K), which are the faintest and
hus exhibit the lowest signal-to-noise (S/N) values, we find a scatter
f 0.8 km s −1 , and values higher than 3 km s −1 in several stars. This
ndicates that we cannot robustly determine v mic for all stars in our
ample, due to the influence of noise on the weaker lines. 

To alleviate this shortcoming, we also analyse co-added spectra,
enerated by grouping stars according to their stellar parameters.
e opted to perform this grouping according to log g for the giants

ut according to T eff for dwarfs, due to the different slopes in these
ifferent parts of the Kiel diagram. The characteristics of each group-
veraged spectrum is given in Table 3 . These v mic values follow a
imilar relation to those determined from individual giant stars, where
heir slopes as a function of log g agree to within 1 σ , indicating that
he approach is viable. For dwarfs, we find a linear relation as a
unction of T eff with a scatter of just 0.075 km s −1 . Adopting the
wo relations leads to v mic values increasing with T eff and ranging
etween 1.2 and 1.7 km s −1 for the dwarfs ( T eff > 5500 K), while the
iants ( T eff < 5500 K, log g < 3.8) have v mic values decreasing with
og g , between 1.1 and 1.5 km s −1 . 

.5.2 Spectroscopic T eff scales 

e compare iron abundances derived from lines of Fe I and Fe II , to
redictions from evolutionary models with AD in Fig. 4 . Significant
ifferences indicate potential problems with either the photometric
tellar parameters or the spectroscopic method. In the giants, iron
bundances derived from Fe I lines appear to correlate with effective
emperature. Abundances in the coolest stars ( T eff < 5000 K) from
e I lines are lower than those from Fe II lines by 0.04 dex. The
armer giants, subgiants, and dwarfs exhibit better agreement be-

ween the ionization stages, with a possible bias of lower abundances
f Fe I than Fe II by just 0.03 dex. 
The abundances we derive from lines of Fe II are found to be in

greement within the error bars, with predictions from evolutionary
odels. The abundance trend in titanium as deduced from a Ti II

ine is likewise in very good agreement with predictions. Lines
f ionized iron and titanium are known to form under conditions
lose to LTE, with very small sensitivity to hydrodynamic effects
see Section 3.8 ), and are rather insensitive to changes in T eff . Our
mall estimated uncertainties in log g and the weak sensitivity to
 mic likewise indicate these results to be robust. We thus suspect
hat the unco v ered deviation from ionization equilibrium is due to
naccuracies in the temperature scale, which the lines of Fe I are
usceptible to. 

The wings of the broad H α line are commonly used in the literature,
nd are known to yield accurate stellar parameters for dwarf stars
Fuhrmann, Axer & Gehren 1993 ; Barklem et al. 2002 ; Nissen et al.
007 ; Ruchti et al. 2013 ; Amarsi et al. 2018 ; Giribaldi et al. 2021 ).
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Table 3. Photometric stellar parameter selection and average photometric stellar parameters 
for the co-added group-averaged spectra. 

Group No. of stars S/N T eff range (K) log g range (dex) Mean T eff (K) Mean log g (dex) 

RGB1 6 208 4692–4814 2.18–2.43 4747 ± 47 2.31 ± 0.10 
RGB2 18 308 4868–5074 2.64–3.08 4975 ± 60 2.88 ± 0.15 
RGB3 11 267 5001–5112 3.15–3.28 5078 ± 36 3.21 ± 0.05 
SGB1 2 81 5454–5523 3.76–3.81 5489 ± 48 3.78 ± 0.03 
SGB2 3 86 5620–5683 3.87–3.92 5642 ± 35 3.89 ± 0.02 
SGB3 7 122 5730–5815 3.89–3.98 5773 ± 37 3.93 ± 0.03 
TOP1 10 142 5824–5908 3.98–4.08 5868 ± 27 4.03 ± 0.03 
TOP2 10 129 5927–6021 3.97–4.14 5984 ± 34 4.08 ± 0.05 
TOP3 14 137 6041–6572 4.02–4.20 6212 ± 152 4.13 ± 0.06 

Figure 4. Ev olutionary ab undance trends of iron derived from lines of Fe I (left) and Fe II (right) on the photometric T eff scale. The blue squares indicate 
abundances derived from the co-added group-averaged spectra, while abundances of the individual stars are shown as gre y diamonds. Ov erplotted are 
predictions from stellar structure models at an age of 12 Gyr, including AD with different efficiencies of AddMix. Note the different behaviour of the two trends, 
suggesting that the ionization balance is not fulfilled in the coolest stars. 
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o we ver, the sensiti vity of these lines decreases significantly on the
GB, where Mucciarelli et al. ( 2011 ) estimated uncertainties of at

east 300 K. 
Another commonly used method is that of the excitation equi- 

ibrium of iron, which should be suitable here as our set of Fe I
ines span a range of excitation energies between 2.5 and 4.5 eV.
o we ver, we find that due to the limited number of lines and the

imited quality of our spectra among the turnoff stars, differences 
ompared to the photometric temperatures exhibit large scatter with 
ndi vidual dif ferences as large as 550 K. 

We therefore adopt a no v el method, and refer to the resulting
emperature scale as T eff, ion : we enforce the ionization equilibrium 

y matching for each star the iron abundance based on Fe I lines (in
LTE) to the avera g e Fe-trend deduced for all stars from lines of
e II . As this average trend is very similar to that predicted by stellar
volution models including AD with AddMix, on the extreme ends 
f the temperature scale, where we have the largest number of stars
o compare to, we adopt the predicted trend from a T6.2 isochrone
t each evolutionary stage. At low S/N, this fitting method is more
obust than the excitation equilibrium. On average the T eff, ion scale 
s cooler than the photometric scale, T eff, phot , by 56 ± 65, 150 ± 86,
nd 29 ± 31 K for turnoff stars, subgiants, and giants, respectively. 

To a v oid circular arguments with respect to AD, we also generate a
orresponding scale that we refer to as T eff, flat , under the assumption
hat all stars must indicate the same iron abundance. This T eff 

cale is cooler than T eff, phot , differing by −9 ± 70, −87 ± 67,
nd −34 ± 30 K for dwarfs, subgiants, and giants, respectively. 
ompared to T eff, ion , this temperature scale differs by + 66 ± 28,
 50 ± 21, and −34 ± 30 K for dwarfs, subgiants, and giants,

espectively. We will discuss the effect of the different T eff scales
n the inferred abundances in Section 5.3 . 

.6 Deriving chemical abundances 

e simultaneously determine the abundances of 14 elements, on 
ach of the three T eff scales discussed in Sections 3.4 and 3.5.2 . We
nalyse the light elements lithium using the Li I resonance line at 
707.8 Å, carbon using the C I line at 9111.8 Å, oxygen using the O I

riplet at 7771–7775 Å, magnesium using the Mg I lines at 7691.5 and
811.1 Å, and aluminium using the Al I doublets at 6696–6698 and 
835–7836 Å. We also determine abundances for the α-elements 
ilicon from two Si I lines, calcium from five Ca I and two Ca II
ines, and titanium from the Ti II line at 6491.5 Å. The iron peak
s represented by iron using 18 Fe I and 2 Fe II lines considered 
eparately (where our final abundance analysis is based only on Fe II ),
nd nickel using 12 Ni I lines. Finally, we determine abundances for 
otassium using the K I resonance line at 7699 Å, and the heavy
eutron-capture elements barium using the Ba II line at 6496.9 Å. 
MNRAS 527, 12120–12139 (2024) 
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Table 4. Abundance sensitivity to stellar parameters. Effects on 
abundances are shown for the hot and cool ends of our sample, that 
is, the co-added spectra RGB1 and TOP3 in Table 3 . 

Species T eff + 100 K log g + 0.1 dex v mic + 0.3 km s −1 

TOP RGB TOP RGB TOP RGB 

Li I + 0.077 + 0.115 −0.001 −0.001 −0.004 + 0.033 
C I −0.037 −0.130 + 0.030 + 0.051 −0.013 −0.021 
N (CN) . . . + 0.249 . . . −0.021 . . . −0.022 
O I −0.057 −0.092 + 0.030 + 0.034 −0.017 −0.020 
Mg I + 0.039 + 0.064 −0.004 −0.011 −0.004 −0.011 
Al I + 0.051 + 0.053 −0.003 −0.003 −0.013 −0.015 
Si I + 0.034 + 0.032 + 0.001 + 0.005 −0.002 −0.026 
K I + 0.072 + 0.111 −0.019 −0.024 −0.077 −0.148 
Ca I & II + 0.042 + 0.073 −0.002 −0.009 −0.048 −0.099 
Ti II + 0.043 + 0.060 + 0.036 + 0.025 + 0.007 −0.038 
Fe I + 0.073 + 0.097 −0.004 + 0.000 −0.036 −0.075 
Fe II + 0.015 −0.029 + 0.033 + 0.017 −0.012 −0.038 
Ni I + 0.061 + 0.092 + 0.001 + 0.008 −0.011 −0.070 
Ba II + 0.082 + 0.079 + 0.018 + 0.010 −0.132 −0.242 
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Figure 5. NLTE effects, taken as the average difference between NLTE 

and LTE abundance analyses of TOP (blue diamonds) and RGB stars (red 
crosses). Arrows indicate the net effect on abundance differences � A (X)(TOP 
− RGB), with positive values represented by upward arrows. 
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Atomic and molecular line data for full spectrum synthesis were
etrieved from the Vienna Atomic Line Database (Piskunov et al.
995 ; K upka et al. 1999 ; Ryabchiko va et al. 2015 ). For aluminium,
e use the TOPbase oscillator strengths and new broadening data

rom Nordlander & Lind ( 2017 ). We note that newer oscillator
trengths are available for some elements, including the O I triplet
Bautista et al. 2022 ) and several lines of Mg I (Pehlivan Rhodin et al.
017 ). As this work primarily focuses on differential abundances, the
ffect of these updated oscillator strengths should be negligible. 

As weak CN lines are present o v er most of the available spectral
egions, the nitrogen abundance is also left as a free parameter during
he abundance determination for the giant stars. We shall investigate
he influence of uncertainties in the abundances of nitrogen on other
pecies in the next section. 

.7 Abundance uncertainties 

e adopt statistical uncertainties based on χ2 minimization, rep-
esenting photon-noise statistics. These do not take into account
ncertainties in continuum placement, nor systematic modelling
ncertainties. We show in Table 4 the average effect on the derived
bundances from systematic changes to stellar parameters. We note
hat these are based on a simultaneous abundance analysis of all 14
lements, and therefore include second-order effects due to blends
nd competition in the molecular equation of state. 

The latter is particularly important as the the presence of weak CN
ines in most of the spectral regions produce additional systematic
ncertainties, especially in the cooler stars. We investigate this
ncertainty by e x ecuting abundance analyses where we assume
ifferent abundances of nitrogen. The effect of changing the assumed
itrogen abundance by 0.5 dex is roughly 0.02 dex in lithium and
.01 dex in magnesium and titanium, while most other elements are
naffected on the level of 0.01 dex. The exception is for carbon and
xygen, which show a somewhat complicated behaviour: the relative
bundances of carbon, nitrogen, and oxygen determines the relative
oncentrations of different C-, N-, and O-laden molecules in the
quation of state. In addition, if the abundances of carbon and oxygen
re derived while assuming a perturbed nitrogen abundance, then the
eak CN lines will present erroneous strengths. In the RGB stars,

he CN lines tend to dominate the χ2 minimization as a function of
arbon abundance, with much larger influence than the atomic carbon
NRAS 527, 12120–12139 (2024) 
ines themselves. Setting the nitrogen abundance as a free parameter
ircumvents this problem, and allows an accurate fit of the atomic
arbon lines independent of the CN line strengths. Additionally,
he adopted nitrogen abundance does not seem to control the
oncentration of free atomic carbon and oxygen, especially in the
tmospheric layers where the observed high-excitation lines form,
s the influence on the strength of the atomic lines of carbon and
xygen is similar to the effects on lines of magnesium and titanium.
e thus conclude that potential uncertainties in the abundance of

itrogen do not significantly affect results for other species. 

.8 NLTE and hydrodynamical effects 

.8.1 NLTE effects 

e performed our abundance analysis using departure coefficients
irectly implemented in the spectrum synthesis code. In order to esti-
ate the magnitude of the NLTE effects, we also derived abundances

sing LTE line synthesis. The differences in derived abundances
sing NLTE line synthesis compared to the LTE case, � A (X)(NLTE

LTE), for TOP/RGB stars are illustrated in Fig. 5 . The
alues are typically −0.07/ + 0.08 dex (lithium), −0.22/ −0.19 dex
carbon), −0.14/ −0.10 dex (oxygen), + 0.09/ + 0.05 dex (magne-
ium), + 0.02/ −0.07 dex (aluminium), −0.04/ −0.04 dex (silicon),
0.14/ −0.12 dex (calcium), + 0.03/ + 0.02 dex (neutral iron), and
0.22/ −0.21 de x (barium). Sav e for lithium and aluminium, effects

re similar on dwarfs and giants. 
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Titanium abundances were derived from a single Ti II line likely 
ormed under near-LTE conditions, hence we assume the abundances 
re unaffected by NLTE (Bergemann 2011 ). We have examined 
LTE corrections for potassium by interpolating the grid of NLTE 

bundance corrections by Takeda et al. ( 2002 ). We find corrections of
0.67 and −0.57 dex for stellar parameters representative of our TOP 

nd RGB stars. For nickel, we note the recent publicly available grid
y Gerber et al. ( 2023 ), which appeared after the initial submission
f this work. An earlier version of this NLTE model was presented by
y Bergemann et al. ( 2021 ), and applied to the solar nickel abundance
y Magg et al. ( 2022 ). They found that NLTE effects for diagnostic
ines were of the order 0.01 dex, but noted that departures from LTE

ay be underestimated due to the lack of accurate photoionization 
nd collisional data (Bergemann et al. 2021 ). These have since been
pdated in the work of Gerber et al. ( 2023 ). 

.8.2 3D hydrodynamic effects 

hree-dimensional (3D) hydrodynamic model atmospheres differ 
rom their 1D counterparts in typically having steeper average 
emperature stratification, as well as exhibiting horizontal inhomo- 
eneities (granulation). The former will tend to exaggerate differ- 
nces in line formation under LTE, as this is dictated by the Planck
unction. In NLTE, ho we ver, line formation depends primarily on 
he average radiation field, which is much more similar in the 1D
nd 3D cases. This point is illustrated in, for example, Bergemann 
t al. ( 2012 , see their fig. 6). We therefore investigate differences
etween both 3D LTE and NLTE, and 1D LTE modelling, where this
s available in the literature. 

Detailed comparisons of LTE line formation in 1D and 3D have 
een performed by Dobrovolskas ( 2013 ) and Dobrovolskas et al. 
 2013 ). They compared synthetic spectra of models whose stellar
arameters broadly agree with our TOP and RGB groups, and find 
enerally vanishing 3D corrections for weak synthetic lines similar 
n excitation potential (but not necessarily strength) to those analysed 
n this work. 

None of the rele v ant elements exhibit 3D corrections larger than
.05 dex, and dif ferential ef fects, � A (X)(TOP − RGB), are found
o be less than 0.05 dex. Their tabulations (V. Dobrovolskas, pri v ate
ommunication) indicate that highly excited lines of neutral carbon 
nd oxygen have 3D–1D abundance corrections of 0.00 dex at the 
OP, and small ( −0.03 dex) corrections on the RGB. We note
o we ver that some of the lines of both elements used in this work
re on the verge of saturation (EW up to 60 m Å). Additionally, the
xcitation potential of the oxygen triplet is higher than what they 
nvestigated, which may result in a larger ne gativ e correction for
eak lines in RGB models. The neutral lines of silicon, again on

he verge of saturation (EW ∼ 50 m Å), exhibit identical + 0.05 dex
D corrections for the TOP and RGB models. Magnesium and 
luminium (EW ∼ 50 m Å) were examined only for an RGB model,
ndicating slight 3D corrections ( + 0.04 and + 0.03 dex). The ionized
ines of titanium (EW < 50 m Å) and iron (EW < 40 m Å) exhibit
light positive 3D corrections in the TOP model ( + 0.03 dex), but
ssentially none in the RGB model. The neutral lines of iron and
ickel, as well as the neutral and ionized lines of calcium and the
onized line of barium analysed in this work come in a wide range
f strengths, most of which are unsuitably strong for these estimates. 
inally, the very weak lines of the CN molecule exhibited essentially 
o 3D corrections. 
These 3D corrections should be seen as indicative of the related 

ncertainties, rather than quantitative, for two reasons. First, lines 
nalysed in this work are often saturated rather than weak, which
ffects the contribution functions. 

Full 3D NLTE calculations have been performed in the analysis 
f very metal-poor TOP stars by Lind et al. ( 2013 ) for lithium,
odium, and calcium. Their NLTE corrections for calcium may be 
ompared to the 1D case presented by Mashonkina et al. ( 2007 ),
hose corrections are adopted in this work. While these two studies
se different atomic models for calcium, they adopt the same 
nelastic hydrogen collision rates based on Drawin ( 1968 ), rescaled
sing S H = 0.1. In both studies, the excitation and ionization
quilibria are fulfilled, indicating that NLTE-corrected abundance 
nalyses perform similarly well under 1D and 3D. The four lines in
ommon for the two studies have NLTE corrections which are either
omparable, or significantly larger in the 3D case, indicating that 3D
TE line formation may in fact be less physically realistic than 1D
LTE. 
Full 3D NLTE calculations have also been performed for 

n ultra-metal poor RGB star by Nordlander et al. ( 2017 ) for
ithium, sodium, magnesium, aluminium, calcium, and iron. They 
nd similar abundances under 1D and 3D NLTE, with typically 
tronger NLTE effects in 3D. For these six elements, they found
hat either the NLTE effects are mostly negligible (lithium and 
odium) with very similar results in 3D and 1D NLTE or they
re substantial (magnesium, aluminium, calcium, and iron) with 
ignificantly larger abundance corrections in 3D NLTE by as much 
s 0.3 dex. Again, their results indicate that when NLTE effects
re expected to be large, they are likely to dominate over the 3D
ffects such that 1D NLTE synthesis is preferable o v er 3D LTE
ynthesis. 

A comprehensive grid of 3D NLTE abundance corrections has 
een calculated for lithium by Wang et al. ( 2021 ). We have derived
ndicative abundance corrections through using a representative 
W, and calculated (3D NLTE)–(1D LTE) abundance corrections 
sing their provided routines. The abundance corrections are rather 
onstant for our stars and range between −0.07 and −0.05 for
he entire sample. While this agrees very well with our 1D NLTE
bundance corrections for the warmer stars, these corrections are 
f the opposite sign to 1D NLTE corrections for the cooler stars,
mplying that our RGB abundances of lithium are o v erestimated by
s much as 0.15 dex. 

Grids of 3D NLTE abundance corrections exist for atomic lines 
f carbon and oxygen (Amarsi, Nissen & Sk ́ulad ́ottir 2019 ). For
arbon, 3D NLTE abundance corrections range from −0.05 for 
ur TOP stars, to −0.09 for our RGB stars; this implies abun-
ances are underestimated for dwarfs by roughly 0.17 dex and 
or giants by 0.10 de x. F or oxygen, corrections are −0.16 de x
or both TOP and RGB stars, in very close agreement to our
D NLTE calculations for dwarfs but lower by 0.06 dex for
iants. 

 RESULTS  

n what follows, the derived chemical abundances are addressed 
or the sample of 86 stars. The focus will predominately lie on the
bundances derived from the group-averaged spectra as we consider 
he S/N for the warmer TOP stars too low to derive accurate per-
tar abundances from weak lines, as can be seen in the large scatter
e find for the TOP stars compared to the RGB stars. Results are
ased on our preferred photometric temperature scale, T eff, phot . The 
tellar parameters and abundance results for group-averaged spectra 
re presented in Table A1 . 
MNRAS 527, 12120–12139 (2024) 
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Table 5. Average abundances based on the co-added spectra and obtained at two ef fecti ve temperature points. 

Group T eff log g v mic A (Mg) A (Ca) A (Ti) A (Fe) A (Ni) 
(K) (cgs) (km s −1 ) NLTE NLTE LTE NLTE LTE 

TOP 6005 4.08 1.61 6.70 ± 0.01 5.38 ± 0.03 3.98 ± 0.10 6.25 ± 0.07 4.99 ± 0.04 
RGB 4927 2.80 1.33 6.75 ± 0.01 5.45 ± 0.01 4.09 ± 0.04 6.32 ± 0.02 5.07 ± 0.01 
� (TOP − RGB) 1078 1.28 0.28 − 0.05 ± 0.01 − 0.07 ± 0.04 − 0.11 ± 0.11 − 0.07 ± 0.07 − 0.08 ± 0.04 
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.1 Abundance variations 

bundances derived from the group-averaged spectra generally
ppear to increase gradually to ward lo wer T eff v alues. The average
rends are defined as �A ( X ) = X TOP − X RGB , where X is the
nvestigated element, X TOP the average abundance of the three TOP
roups, and X RGB the average abundance of the three RGB groups.
he difference in stellar parameters between the two groups is
bout 1000 K in T eff and 1.3 dex in log g . The significance of the
rend is based on the standard deviation in the two groups. The
bundance trends are of the order 0.1 dex, although some elements
uch as carbon, oxygen, aluminium, and barium seem to exhibit
tronger trends ( > 0.2 dex). Although the individual trends are of
ow significance (1 σ–2 σ ), the fact that we find consistent trends in
ifferent elements is intriguing. We will address the interpretation of
hese trends in Section 5 . For now, we will continue by describing
he various elemental abundances. 

.2 Lithium 

he line doublet at 6707.8 Å used to derived the Li abundance consist
f two fine-structure components, separated by merely 0.15 Å and
hus unresolved at the resolution of GIRAFFE ( R = 17 000). Our
tomic data take both fine structure (and isotopic splitting) into
ccount. 

The abundances are primarily sensitive to T eff since Li is mostly
onized in these stars. Given our T eff precision of 100 and 50 K in
warfs and giants, we estimate corresponding systematic abundance
ncertainties of 0.08 and 0.06 dex. This dominates the systematic
rror budget o v er those due to uncertainties in gravity , metallicity ,
nd microturbulence which are only of order 0.01 dex. 

We find the highest lithium abundances in the TOP stars, T eff >

900 K, which can be identified with the field star Spite plateau. Their
ean abundance A (Li) = 2.32 ± 0.10 is perfectly consistent with

hat indicated by the co-added group-averaged spectra, 2.32 ± 0.03
s well as with the study by Mu11 , who derived A (Li) = 2.30 ± 0.02
 σ = 0.10). We will discuss the evolution of Li in greater depth in
ection 5.2 . 

.3 α- and iron-peak elements 

bundances of Si, Ca, Ti, Fe, and Ni all show weak abundance
rends based on the group-averaged spectra. The sizes of the trends
or Ca, Ti, Fe, and Ni are summarized in Table 5 . The most significant
rends are found for calcium and nickel (but see Section 5 below),
oth of which are well behaved and significant on the 2 σ level.
he influence of errors in stellar parameters (see Table 4 ), given our
stimated uncertainties, indicates that these systematic uncertainties
annot have spuriously created the trends. 

The trends for silicon, titanium, and iron are somewhat less
ompelling. The latter are deduced from one weak Ti II and two
eak Fe II lines, meaning that they may be susceptible to the limited
ata quality of the spectra. As the S/N degrades towards the warmer
NRAS 527, 12120–12139 (2024) 
nd of the temperature range, the abundance scatter increases in line
ith it. This leads to a less precise TOP average abundance and at
ost marginally significant trends: � (TOP − RGB) = −0.06 ± 0.06,
0.07 ± 0.07, and −0.11 ± 0.11 dex for silicon, titanium, and iron,

espectively. The abundance trend in iron is somewhat smaller than
hose between MS and RGB stars found in the literature (see Table 1 ).
o we ver, our abundance trend in iron differs from the null result

eported by Mu11 who analysed the same spectra. Differences in
tellar parameters (17 ± 129 K for dwarfs and −58 ± 21 K for giant
tars) are not sufficient to explain the difference, which is more likely
o stem from our use of group-averaged spectra and lines of ionized
pecies, while Mu11 analysed lines of neutral species (in LTE) of
ndividual stars. We note that since the abundances of Fe and Ti are
erived from lines of the ionized (majority) species, the trends are
ather robust to errors in the T eff scale, as well as essentially immune
o 3D and NLTE effects (see Sections 3.8.2 and 3.8.1 ). The same
olds for Si. 

.4 Light elements 

.4.1 C, N, and O 

e derived carbon and oxygen abundances simultaneously from
eutral atomic lines, along with nitrogen abundances from a large
umber of vanishingly weak CN features in the cool giants (see
he discussion in Section 3.7 ). Although the individual CN lines
re weak, their combined influence on the χ2 minimization appears
ufficient to broadly classify stars as either rich or poor in nitrogen.
e find the best constraints on the N abundance in our coolest RGB

tars. We do not fit nitrogen abundances in the dwarfs, given the
eakness of the CN features. We illustrate the variation found in

hese features in Fig. 6 , comparing the spectra of stars with similar
tellar parameters but different abundances of carbon, nitrogen, and
xygen. 
Amongst the giant stars, carbon and oxygen abundances both

xhibit a tip-to-tip scatter of 0.5 dex ( σ = 0.12 and 0.11 dex). Abun-
ances derived from the group-averaged spectra show similar, strong,
rends with evolutionary phase: � (TOP − RGB) = −0.24 ± 0.10
nd −0.27 ± 0.04 for C and O, respectively. 

Comparing our C abundances, derived in NLTE from the neutral
ine at 9112 Å, with those in the literature derived from CN lines
r the CH G band re veals large of fsets. The lo west C abundances
ere found in rather evolved stars by Ivans et al. ( 1999 ), [C/Fe] =
0.50 (or −0.35 when adjusted to the solar abundance scale of
revesse et al. 2007 ), while Villanova & Geisler ( 2011 ) found a

lightly higher value, [C/Fe] = −0.28. Our average value in the
GB stars, [C/Fe] = 0.05 ± 0.15, is significantly higher, and does
ot appear to change systematically o v er the intrinsic scatter in the
ost evolved giants. We note that the NLTE correction for the C I line

t 9112 Å in our work typically reduces the abundance by 0.2 dex.
he abundance corrections from Amarsi et al. ( 2019 ) are more
ositive by roughly 0.1 dex, implying a minor systematic shift in our
bundances, thus further increasing the difference with the literature.
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Figure 6. Comparison of the spectra of two RGB stars with similar stellar parameters, but very different abundances of carbon, nitrogen, and oxygen. The 
synthetic (observed) spectra of M4-47719 are shown in black (grey) and for M4-57318 in red (magenta). Features of C I , O I , and the CN molecule are indicated 
by vertical bars in each panel. The strong spurious feature at 7773 Å in M4-47719 was automatically flagged and ignored in the analysis of the spectrum. 
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e note ho we ver that comparisons of C and N abundances amongst
ed giants stars crucially depend on the precise evolutionary state of
he star, as dredge-up significantly alters these surface abundances in 
 way that is not well predicted from first principles (e.g. Placco
t al. 2014 ; Henkel, Karakas & Lattanzio 2017 ; Lagarde et al.
019 ). 
The oxygen abundances we find are again somewhat higher than 

hose previously reported in the literature. For our RGB stars, we find
 mean [O/Fe] = 0.67 ± 0.10 dex, which is higher than the results of
ong et al. ( 2008b , [O/Fe] = 0.56, or 0.54 on our adopted abundance
cale), Marino et al. ( 2008 , [O/Fe] = 0.39), Villanova & Geisler
 2011 , [O/Fe] = 0.34), and Ivans et al. ( 1999 , [O/Fe] = 0.25). All
hese authors derived the O abundance from the forbidden [O I ] line at
300 Å, which in metal-poor stars is understood to be nearly immune
o NLTE and 3D effects (Amarsi et al. 2016 ) and to the blend with
i that is otherwise influential in solar-metallicity stars (Bergemann 

t al. 2021 ). We note that on the alternative temperature scale T eff, ion ,
ur average [O/Fe] = 0.58 ± 0.09 is in excellent agreement with the
esults of Yong et al. ( 2008b ). This agreement lends support to the
ccuracy of temperatures derived from this form of the ionization 
quilibrium, which thanks to the ease with which the average [Fe/H] 
an be measured, as compared to abundances of individual lines 
n the excitation equilibrium, may be suitable in general for spec- 
roscopy of faint cluster members and especially at low S/N and low
esolution. 

Abundance ratios are compared in Fig. 7 . A bimodal distribution
f nitrogen abundances among the giants is apparent, with a gap 
ear [N/Fe] ∼ 0.5. The sample thus splits into two well sepa- 
ated groups having different light-element contents. This behaviour 
as previously noted by Marino et al. ( 2008 ), and confirmed by
illanova & Geisler ( 2011 ). Both authors found also that sodium
bundances correlated well with nitrogen. From their findings, they 
oncluded that M4 has two distinct chemical populations. We confirm 

his conclusion and find 10 N-poor giants which belong to the first
eneration, and 30 N-rich giants belonging to the second generation. 
his indicates that 25 ± 7 per cent of our stars belong to the first
eneration, in good agreement with the study by Carretta et al. ( 2013 ,
0 per cent), as well as the general consensus that about 1/3 of the
tars in a GC belong to the first generation (see e.g. Carretta et al.
010 ; Gratton et al. 2012 ). 
Fig. 7 shows the usual anticorrelations between C/O and N, 

here N-rich stars are characterized by low abundances of C/O, 
hile N-poor stars exhibit high C/O abundances. In the third 
anel of the figure, the C-O correlation is displayed for giants and
warfs. The relations are similar to what Marino et al. ( 2008 ) and
illanova & Geisler ( 2011 ) have found, which generally supports

he N abundances we derive. We calculated the total C + N + O
bundance, where possible, and find it to be constant as expected 
rom stellar evolution, with a mean value of 8.32 ± 0.08. This is
omewhat higher than was found by Villanova & Geisler ( 2011 )
nd Ivans et al. ( 1999 ), who derived 8.16 and 8.24, respectively.
able 6 gives the average abundances for the N-poor and N-rich
ubpopulations. Based on this abundance data, we find that the 
wo subpopulations identified according to [N/Fe] have significant 
bundance differences in their abundances of C and O, and possibly
l, but no significant differences in Li, C + N + O, Mg, Si, Ca,
i, Fe, Ni, and Ba. We will return to this in Sections 4.4.2 and
.5 below. 
MNRAS 527, 12120–12139 (2024) 
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Figure 7. Observed correlations between the light elements C, N, and O. Red crosses indicate N-rich giants, while N-poor giants are shown as black diamonds. 
We could not determine N-abundances in the dwarfs, and so compare only their abundances of C and O using blue squares. Typical uncertainties on the 
abundances are shown in the top right corner of the panels, in grey for giants and in black for dwarfs. 

Table 6. Mean abundances of the two M4 subpopulations identified in the giant stars, and their combined mean values 
compared to literature values. 

Element N-rich N-poor A (X) � M4 Vi11 Mu11 a Ma08 Yo08 b Iv99 Me20 c 

A (Li) 1.11 ± 0.15 1.12 ± 0.15 1.05 1.11 0.97 0.92 ... ... ... ... 
[C/Fe] − 0.04 ± 0.11 0.17 ± 0.07 8.39 0.02 −0.28 ... ... ... −0.50 −0.33 
[N/Fe] 1.03 ± 0.16 − 0.05 ± 0.34 7.78 0.76 0.48 ... ... ... 0.85 0.89 
[O/Fe] 0.59 ± 0.12 0.76 ± 0.11 8.66 0.64 0.34 0.30 0.39 0.56 0.25 0.39 
A (C + N + O) 8.31 ± 0.07 8.36 ± 0.09 8.88 8.32 8.16 ... ... ... 8.24 8.19 
[Mg/Fe] 0.35 ± 0.06 0.34 ± 0.06 7.53 0.35 0.47 ... 0.50 0.57 0.44 0.49 
[Al/Fe] 0.51 ± 0.06 0.36 ± 0.14 6.37 0.48 0.52 ... 0.54 0.74 0.64 0.71 
[Si/Fe] 0.35 ± 0.06 0.33 ± 0.08 7.51 0.34 0.43 ... 0.48 0.58 0.65 0.46 
[K/Fe] 0.64 ± 0.09 0.69 ± 0.09 5.08 0.65 ... ... ... ... ... 0.11 
[Ca/Fe] 0.27 ± 0.04 0.27 ± 0.08 6.31 0.27 0.41 ... 0.28 0.42 0.26 0.32 
[Ti/Fe] 0.37 ± 0.08 0.33 ± 0.11 4.90 0.36 0.33 ... 0.32 0.41 0.30 ... 
[Fe/H] − 1.12 ± 0.04 − 1.13 ± 0.07 7.45 −1.13 −1.14 −1.11 −1.07 −1.23 −1.18 −1.02 
[Ni/Fe] − 0.02 ± 0.04 − 0.04 ± 0.06 6.23 −0.03 −0.01 ... 0.02 0.12 0.05 ... 
[Ba/Fe] 0.30 ± 0.14 0.26 ± 0.12 2.17 0.29 0.31 ... 0.41 ... 0.60 ... 

Notes. a These [O/Fe] values refer to abundances from Lovisi et al. ( 2010 ). b Data from Yong et al. ( 2008b , a ). c Data are partly 
based on M ́esz ́aros et al. ( 2020 ). 
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.4.2 Mg, Al, and K 

esides the light elements C, N, and O, we also derive abundances
or magnesium, aluminium, and potassium. The Al abundances
ho w large v ariations of up to 0.5 dex measured tip-to-tip ( σ =
.11 dex). Mg and K show hardly any intrinsic variation, with
ip-to-tip differences of just 0.2 dex ( σ = 0.04 and 0.09 dex). All
lements again show evidence for a gradual increase in abundances
ith decreasing T eff in the group-averaged spectra. The size of the

bundance trends of Mg and K is comparable to that found for Si.
l, on the other hand, shows a stronger trend, more comparable to

hat of carbon or oxygen. 
From studies on chemical populations in GCs, we expect magne-

ium to be anticorrelated with sodium. Unfortunately, we do not
ave information on sodium in our spectra. In massive clusters
uch as NGC 6752, NGC 2808, and NGC 7078, (anti-)correlations
inking Mg-Al and Si-Al have also been observed (Yong et al. 2005 ;
arretta et al. 2009 ). M4, ho we ver, does not sho w e vidence of a
g-Al anticorrelation in our data. The (anti-)correlations between
l and O, Mg and Si for the giants are illustrated in Fig. 8 where
e make a distinction between N-rich and N-poor stars, defined by
 separation at [N/Fe] = 0.5. We find a clear Si-Al correlation and
NRAS 527, 12120–12139 (2024) 
-Al anticorrelation, both significant on the 3 σ level (taking into
ccount errors on both values, using the IDL routine LINMIX ERR , see
elly 2007 ) but no Mg-Al anticorrelation. 
Low Al and Si abundances are only found in the N-poor stars,

uggesting that a N-Al correlation is present. The average Al
bundances for the two subpopulations differ by 0.13 ± 0.18 dex,
here the large dispersion in the N-poor group dominates the
ncertainty and thus precludes us from drawing any firm conclusion,
lthough an anticorrelation is formally highly significant at 4 σ . We
nd that the stars with the lowest Al abundance are characterized
y low abundances of N and correspondingly high C and O in
ine with se veral pre vious studies (Ivans et al. 1999 ; Marino et al.
008 ; Carretta et al. 2013 ; Nataf et al. 2019 ; M ́esz ́aros et al. 2020 ).
illanova & Geisler ( 2011 ), on the other hand, did not find N-Al or
i-Al correlations and argue that a possible N-Al correlation may
e spuriously caused by an unrecognized molecular line (possibly
N) blended with the Al lines at 6696–6698 Å. Our inclusion of

wo additional Al I lines at 7835–7836 Å should help diminish such
ffects. By visually inspecting the agreement of the two Al I doublets
n both N-rich and N-poor stars, we conclude that the variation in
l is real, and that the N-Al and Si-Al correlations are plausible.
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Figure 8. Observed correlations between aluminium and the light elements O, Mg, and Si in giant stars. The symbols and colours are the same as in Fig. 7 . 
The black cross in the top right corner of each panel represents the typical error on the abundances. 
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nteresting to note are the large variations in Al and Si observed in
he N-poor stars. We will discuss this further in Section 5.4 . 

.5 Heavy elements 

e derived abundances for the neutron-capture element barium, 
hose production in the solar chemical composition is dominated 
y the s-process (Arlandini et al. 1999 ; Simmerer et al. 2004 ).
e derived NLTE-corrected Ba abundances for all stars, and find 

 mean value when considering the group-averaged RGB spectra of 
Ba / Fe] = 0 . 38 ± 0 . 08, or 0.22 ± 0.07 for the group-averaged TOP
tars. The result for the RGB stars agrees well with three out of four
alues found in the literature, [Ba/Fe] = 0.60 ± 0.10, 0.41 ± 0.09, 
.50 ± 0.12, and 0.32 ± 0.04 from Ivans et al. ( 1999 ), Marino
t al. ( 2008 ), D’Orazi et al. ( 2010 ), and Villanova & Geisler ( 2011 ),
espectively. 

 DISCUSSION  

.1 Atomic diffusion trends 

bundance trends with T eff for magnesium, calcium, titanium, and 
ron are shown in Fig. 9 . The squares in the figure represent the
bundances derived from the co-added group-averaged spectra, while 
bundances for the individual stars are shown as grey diamonds. 
he observed abundances are compared to predictions from stellar 
volution models that take into account the effects of AD and 
ddMix, described in further detail in Section 3.1 . 
The abundance trends in Fig. 9 are compared to AD models at

hree different efficiencies of AddMix. The T6.0 (log T 0 = 6.0) grid
f models represents models with lo w ef ficiency of AddMix, which
as previously been found to well match observations in NGC 6397 
Korn et al. 2007 ; Lind et al. 2008 ; Nordlander et al. 2012 ). The
tronger mixing of the T6.2 models counteracts the effects of AD 

ore efficiently, resulting in weaker abundance trends as compared 
o the T6.0 models. This grid of models with higher efficiency was
referred to explain the trends observed in NGC 6752 (Gruyters 
t al. 2013 , 2014 ) and in M30 (Gavel et al. 2021 ). The present
esults prefer T6.2 o v er T6.0, primarily on the basis of the shallow
bundance variations in Mg and Fe. We have also included models 
ith very high efficiency of AddMix (T6.3), but note that these only
iffer significantly from the T6.2 models in the predicted evolution 
f lithium. The effects on surface abundances in TOP stars differ
etween the T6.2 and T6.3 models by just 0.02 dex for elements like
arbon, oxygen, magnesium, and silicon, but even less for calcium, 
itanium, and iron-peak elements. Effects on lithium however differ 
y 0.4 dex, due to the large amount of burning caused by deeper
ixing in the T6.3 grid of models. We thus prefer the T6.2 models
 v er T6.3 on the grounds of remaining conserv ati ve in estimating the
ffects on lithium (see Section 5.2 ). 

Given the consistent appearance of abundance trends in five 
lements, in good agreement with model predictions regarding 
oth sign and magnitude, it seems unlikely that these trends are a
purious result of errors in measurements and stellar parameters, and 
odelling shortcomings. F or e xample, due to the weak temperature

ensitivity of lines of singly ionized species, flattening the abun- 
ance trend determined in iron would require, for example, raising 
emperatures on the TOP by + 450 K, or on the RGB by + 250 K, in
ontrast to the estimated uncertainties of 100 and 50 K, respectively.
imilarly, the (formally) required changes on the TOP by + 0.2 dex

n log g or + 1.7 km s −1 in v mic , or on the RGB by −0.4 dex and
 0.6 km s −1 are considered unlikely . Additionally , such changes

ould not simultaneously generate null trends in all five elements. 

.2 Evolution of lithium 

e compare lithium abundances to model predictions in Fig. 10 .
hile the models of lo w-ef ficiency AddMix, T6.0, predict a slight

pturn in surface lithium abundances as stars evolve onto the SGB,
he higher efficiency model T6.2 instead predicts a slight decrease. 
his is a direct consequence of the depths where AddMix operates:

n the lo w-ef ficiency models, gravitational settling causes the Li
bundance to increase with depth below the conv ectiv e zone during
he MS, in layers where the temperature is not high enough to destroy
i. When the star evolves off the MS, the convection zone expands

nwards and the settled material resurfaces (see Korn et al. 2006 ). By
ontrast, in the higher efficiency T6.2 models AddMix operates o v er
 larger extent inside the star, without significant deposition of Li
elow the convection zone (see section 3.4.3 of Richard et al. 2005
or details). As the convection zone expands inward, lithium-depleted 
aterial dilutes the surface composition. In the T6.3 models with 

ighest efficiency of AddMix, lithium is brought directly to regions 
here temperatures are sufficient for nuclear burning, resulting in 

trongly depleted surface layers already at the TOP. 
This same dilution mechanism is responsible for the rapid decrease 

n surface lithium abundances along the SGB, during the first dredge-
MNRAS 527, 12120–12139 (2024) 
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Figure 9. Evolutionary abundance trends of Mg, Ca, Ti, and Fe. Mg abundances are derived from neutral lines, while Ti and Fe are derived from lines of 
singly ionized species, and Ca is based on a mixture of lines of both neutral and singly ionized species. The trends are compared to predictions from stellar 
structure models including AD with AddMix with different efficiencies, at an age of 12 Gyr. Horizontal, dashed lines represent the initial abundances of the 
models, which have been adjusted so that predictions match the observed abundance level of the coolest stars. Blue squares represent results for group-averaged 
co-added spectra, while grey diamonds represent results for individual stars. 
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p. First, we find that abundances at the TOP–SGB transition, A (Li) =
.19 ± 0.04, are lower than those on the TOP, A (Li) = 2.40 ± 0.09,
hich disfa v ours the lithium turn-up predicted by the lo w-ef ficiency
ddMix model. Secondly, we find that the observed smooth decrease

n lithium abundances during the first dredge-up match predictions
easonably well. Following the dredge-up, a plateau is reached on
he RGB, with an average abundance of A (Li) = 1.09 ± 0.05.
inally, lithium abundances drop sharply on the cool end of the RGB,
ith three stars exhibiting values significantly below the plateau,

veraging A (Li) = 0.49 ± 0.05. The physics of this extra-mixing
pisode, likely caused by thermohaline mixing, are not included in
ur models, but are available and well described elsewhere (e.g.
earborn, Lattanzio & Eggleton 2006 ; Charbonnel & Lagarde 2010 ;
enkel et al. 2017 ). 
The evolution of Li is qualitatively consistent with that presented

y Mu11 . Comparing lithium ab undances, their ab undances are
ower by 0.10 dex among the TOP stars, on the RGB by 0.17 dex
nd after the extra-mixing episode by 0.26 dex. The rather large
ifference for RGB stars cannot be explained by differences in stellar
arameters (our T eff values are lower by 58 ± 21 K, leading to lower
bundances by 0.07 dex) and NLTE corrections (their corrections are
ore positive by roughly 0.10 and 0.15–0.20 dex at the lower and

pper stages on the RGB). 
NRAS 527, 12120–12139 (2024) 
We correct the observed lithium abundances for the predicted
mount of depletion using the T6.2 models, resulting in an average
weighted mean) initial lithium abundance of A (Li) init = 2.70 ± 0.08
mong the TOP stars. This is in fair agreement with the corresponding
alue reco v ered from the RGB plateau, 2.59 ± 0.07, with a difference
 A (Li) init (TOP − RGB) = 0.11, and for the full sample of stars

excluding the three brightest RGB), A (Li) init = 2.63 ± 0.10. We
dopt this latter result as our recommended value, and note its close
greement with values determined for NGC 6752 (2.58 ± 0.10 or
.53 ± 0.10; Gruyters et al. 2013 , 2014 ), NGC 6397 (2.57 ± 0.10;
ordlander et al. 2012 ), and M30 (2.48 ± 0.10; Gruyters et al. 2016 ).
Unfortunately, physical shortcomings of the stellar evolution mod-

ls aside, additional uncertainty stems from the choice of AddMix
fficienc y. F or e xample, selecting the weaker efficienc y T6.0 results
n an average A (Li) init = 2.55 (with � A (Li) init (TOP − RGB) = 0.09
ex) while higher efficiency, T6.25, results in A (Li) init = 2.73 (with
 A (Li) init (TOP − RGB) = 0.17 de x), nev ertheless, both values are

n agreement with our recommended value. Increasing the AddMix
f ficiency e ven more to T6.3 results in A (Li) init = 2.97 ± 0.16, albeit
ith considerably larger difference between the initial abundance
educed from TOP and RGB stars, � A (Li) init (TOP − RGB) = 0.28
ex. This is because such high efficiency of AddMix leads to a lithium
eduction at the TOP that is dominated by nuclear burning rather
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Figure 10. Observed lithium abundances, compared to stellar evolution 
model predictions for different efficiencies of AddMix (see the text). Mea- 
surements for individual stars are shown as grey diamonds, while squares 
correspond to the Li abundances derived from co-added spectra. The initial, 
that is, diffusion-corrected, abundance of the models, A (Li) = 2.63 ± 0.10, 
shown by the horizontal dashed line and shaded region, compares well to the 
predicted primordial lithium abundance, A (Li) = 2.69, shown by the dotted 
horizontal line and shaded region. 
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han deposition; the lithium gap between the TOP and RGB plateau 
herefore constrains the maximum efficiency of the mixing to a value 
ess than T6.3. Mucciarelli et al. ( 2022 ) disco v ered a thin lithium
lateau in metal-poor RGB stars, in addition to the lithium plateau. 
hey found that models similar to ours, including AddMix, could 

eproduce both plateaus with the same value of AddMix throughout 
volution, as we obtain for M4 in this work. We note that the 3D
LTE abundance corrections from Wang et al. ( 2021 ) lead to lower

bundances derived from the RGB stars by roughly 0.15 dex, which 
 ould significantly w orsen the agreement for all models and in
articular these higher efficiency models. 
As noted in the previous section, the evolutionary effects of 

ddMix efficiencies in the range T6.2–T6.3 on elements other than 
ithium are treacherously indistinguishable. This makes an accurate 
nference of the initial lithium abundance from RGB stars alone, 
s proposed by Mu11 , difficult as the inferred initial abundances 
n our case using the T6.2–6.3 models co v er the range A (Li) init =
.63–2.83 (see also Korn 2012 ). As an alternative to RGB stars, Gao
t al. ( 2020 ) have identified pristine Li abundances in warm MS field
tars with masses abo v e 1 . 3 M � (i.e. significantly younger than M4)
hat appear to have neither undergone depletion, nor been enhanced 
y Galactic chemical evolution. They identified a small number of 
oderately metal-poor field stars with −1.0 < [Fe/H] < −0.5 in 

his group, and found that these exhibit surface abundances A (Li) =
.69 ± 0.06 that are compatible with BBN predictions. 
We have not accounted for Galactic production of lithium when 

eriving the initial Li abundance content of the cluster. The empirical 
rends of Li abundance with metallicity are found to vary in the
iterature: Ryan, Norris & Beers ( 1999 ) and Asplund et al. ( 2006 )
ound trends as steep as 0.1 dex per 1 dex in [Fe/H], Mel ́endez &
am ́ırez ( 2004 ) and Shi et al. ( 2007 ) found no trend at all,
ensby & Lind ( 2018 ) found opposite slopes in the thin and

hick discs of the Galaxy, and Romano et al. ( 2021 ) identified an
dditional trend with Galactocentric distance. On the theoretical 
ide, Prantzos ( 2012 ) predicts a (Galactic) production of merely 
.05 dex at this metallicity, due mainly to ν-nucleosynthesis in core-
ollapse supernovae rather than spallation by cosmic rays, while 
ields & Olive ( 2022 ) predict a cosmic ray production of close

o 0.1 dex. Accounting for post-primordial production by applying, 
or e xample, an 0.1 de x do wnward correction of the deri ved stellar
ithium abundance would further weaken the agreement with the 
MB-calibrated BBN primordial Li value. Such a revision would 
nly be consistent with a more efficient AddMix, as discussed abo v e.
here are also numerous non-standard BBN scenarios that could 
ridge this gap, for example, a higher value of the fine-structure
onstant by only a few ppm at the BBN time (Clara & Martins 2020 ;
eal & Martins 2021 ). 
Another possibility for the low stellar abundances compared to the 

BN-predicted primordial Li abundance was suggested by Piau et al. 
 2006 ). They argue that part of the discrepancy of order 0.2–0.3 dex
s explained by Population III stars that efficiently depleted lithium. 
his scenario was criticized by Prantzos ( 2006 ) who argued that
ven a slight depletion of lithium would likely be accompanied by
rohibitively large oxygen production in these stars. Furthermore, 
ne would expect the amount of mixing through Population III 
tars to vary depending on the mass of the parent galaxy. Instead,
ithium abundances in the Sagittarius GC M54, in the remnant dwarf
alaxy ω Centauri, and in accreted stars, are similar to those found
n Galactic field stars (Monaco et al. 2010 ; Mucciarelli et al. 2014 ;
impson et al. 2021 ). 

.3 The T eff scale 

he magnitude of the abundance trends is a topic of debate and as
hown by the discussion in Section 3.5.2 susceptible to errors in
 eff . To check whether the trends are spurious results of potential
iases in the temperature scale, we e x ecuted the analysis on two
ther temperature scales. We refer to our main temperature scale, 
erived from the ( V − I )–T eff relations of Ram ́ırez & Mel ́endez
 2005 ), as T eff, phot , the spectroscopic T eff scale constructed to uphold
he ionization equilibrium between Fe I and Fe II as T eff, ion , and the 
pectroscopic T eff scale constructed to produce a flat abundance trend 
educed from Fe I as T eff, flat . We remind the reader that our reported
bundance trend in [Fe / H] is based on lines of Fe II , which are less
ensitive to changes in T eff . 

The spectroscopic and photometric T eff scales are affected by 
ifferent types of biases. For example, the photometric T eff scale 
btained via calibration of observed photometric colours on the 
RFM is largely insensitive to uncertainties in model atmospheres. 
t can, ho we ver, be af fected by uncertainties in the photometry, non-
inearities, and discontinuities in the response of T eff to photometric 
olour or chemical composition, lacking or unev en co v erage in
arameter space, uncertainties in reddening, etc. The spectroscopic 
 eff scales are sensitive to modelling shortcomings for model atmo- 
pheres and line formation, as well as the quality of the spectra and
he completeness of line lists. 

Results of the three abundance analyses are compared in Table 7 ,
nd visualized in Fig. 11 , where we also compare to model pre-
ictions. Compared to the photometric temperature scale, abundance 
rends on the spectroscopic T eff scales T eff, ion and T eff, flat are systemat-
cally stronger and weaker, respectively, for magnesium, aluminium, 
otassium, calcium, nickel, and barium, while carbon and oxygen 
how the opposite pattern. The abundances of silicon and of iron and
itanium (based on ionized lines) remain essentially unchanged. 

In summary, the trends in carbon, oxygen, aluminium, potassium, 
alcium, nickel, and barium remain formally statistically significant, 
n that they deviate from no variation between TOP and RGB, by at
MNRAS 527, 12120–12139 (2024) 
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Table 7. Elemental abundance trends, derived on different T eff scales including our primary scale T eff, phot , and 
from stellar evolution models with three different values T X for AddMix. Differences in abundances are based on 
the co-added spectra, and are given in the sense TOP–RGB. 

Parameter T eff, phot T eff, ion T eff, flat T6.0 T6.2 T6.25 T6.3 

� T eff 1113 ± 198 1063 ± 169 1132 ± 177 ... ... ... ... 
� log g 1.28 ± 0.46 1.27 ± 0.45 1.29 ± 0.46 ... ... ... ... 
�v mic 0.35 ± 0.13 0.29 ± 0.12 0.35 ± 0.12 ... ... ... ... 
� A (Li) a + 1.30 ± 0.12 + 1.24 ± 0.15 + 1.31 ± 0.14 + 1.21 + 1.20 + 1.14 + 1.03 
� A (C) − 0.24 ± 0.10 − 0.21 ± 0.08 − 0.24 ± 0.09 −0.13 −0.08 −0.07 −0.06 
� A (O) − 0.30 ± 0.06 − 0.24 ± 0.04 − 0.31 ± 0.05 −0.15 −0.10 −0.09 −0.08 
� A (Mg) − 0.02 ± 0.04 − 0.05 ± 0.03 − 0.01 ± 0.04 −0.16 −0.10 −0.09 −0.08 
� A (Al) − 0.05 ± 0.03 − 0.09 ± 0.06 − 0.05 ± 0.04 −0.16 −0.10 −0.09 −0.08 
� A (Si) − 0.05 ± 0.08 − 0.06 ± 0.10 − 0.03 ± 0.09 −0.15 −0.10 −0.09 −0.08 
� A (K) − 0.11 ± 0.06 − 0.13 ± 0.09 − 0.09 ± 0.08 −0.11 −0.09 −0.09 −0.08 
� A (Ca) − 0.05 ± 0.04 − 0.06 ± 0.05 − 0.04 ± 0.05 −0.10 −0.09 −0.08 −0.08 
� A (Ti) − 0.11 ± 0.11 − 0.12 ± 0.12 − 0.10 ± 0.11 −0.09 −0.09 −0.08 −0.08 
�A ( Fe I ) − 0.02 ± 0.03 − 0.04 ± 0.02 + 0.01 ± 0.01 −0.14 −0.09 −0.08 −0.07 
�A ( Fe II ) − 0.04 ± 0.06 − 0.06 ± 0.07 − 0.04 ± 0.06 −0.14 −0.09 −0.08 −0.07 
� A (Ni) − 0.10 ± 0.02 − 0.13 ± 0.03 − 0.08 ± 0.03 −0.13 −0.08 −0.07 −0.07 
� A (Ba) − 0.16 ± 0.09 − 0.17 ± 0.11 − 0.15 ± 0.10 ... ... ... ... 

Note . a Av erage of individual star abundances rather than group averages, with T eff, phot > 5900 K (TOP) and 
4800 K < T eff, phot < 5200 K (RGB). 

Figure 11. Elemental abundance trends on three different T eff scales includ- 
ing our primary scale T eff, phot . Abundances were determined from group- 
averaged co-added spectra, and are shown connected by lines for clarity, 
with vertical lines indicating the standard deviation. Error bars shown are 
the statistical errors, added in quadrature for the TOP and RGB abundance 
measurements. The abundance of iron is based on Fe II lines. The shaded 
background indicates the range of model predictions for different efficiencies 
of AddMix, with the T6.2 model indicated by a line. 
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east 1 σ on all three T eff scales. This, in line with the reasoning in
ection 3.7 , verifies that the observed abundance trends are indeed
obust to uncertainties in the stellar parameters. 

.4 The formation of M4 

4 is characterized by a bimodal N distribution and bimodal Na-
 anticorrelation (Villanova & Geisler 2011 ), a C-O correlation

nd N-O anticorrelation (Ivans et al. 1999 ), and the lack of an
g-Al anticorrelation (Villanova & Geisler 2011 ). The simplest

xplanation for the observed abundance patterns is a self-pollution
cenario with two or more distinct star formation epochs, where the
NRAS 527, 12120–12139 (2024) 
rst generation formed out of primordial (O-rich, and N- and Na-
oor) material and polluted the medium before the later generations
f stars formed. The origin of the pollution is debated. The most
ommon candidates include intermediate-mass AGB stars (Ventura
t al. 2001 ), fast-rotating massive stars (FRMS, Decressin et al.
007a ; Decressin, Charbonnel & Meynet 2007b ), massive binary
tars (de Mink et al. 2009 ), novae (Maccarone & Zurek 2012 ), and
upermassive stars (Gieles et al. 2018 ). Beyond the scenarios with
ultiple star formation epochs, we note also the suggestion of late

ime accretion amongst coe v al lo w-mass stars (Bastian et al. 2013 ). 
The fact that M4 does not show evidence of an Mg-Al anticorre-

ation indicates that the Mg-Al burning cycle was not active in the
olluting stars, implying that they did not reach core temperatures
f 50 × 10 6 K that are required for the Mg-Al burning cycle. We
se models from Decressin et al. ( 2007a ) to derive an upper limit to
he mass of FRMS in this scenario. Based on our range of [Mg / Al]
atios, we determine an upper limit to the mass of 20–40 M �. This
s consistent with the upper-mass limit given by Villanova & Geisler
 2011 ) based on the range in their [O / Na] ratios. Disregarding our
ery lowest abundances [N/Fe], our observed range in [C / N] is in
ine with predictions for the 40 M � model. This, together with the
bserved N-Al and Al-Si correlations, seems to suggest that the Mg-
l cycle was in fact active, especially since the Al-Si correlation is a
irect result of leakage from the Mg-Al cycle on 28 Si which requires
 temperature of at least 65 × 10 6 K (Carretta et al. 2009 ). Evidence
or an active Mg-Al cycle was also presented by Marino et al. ( 2011 ).
his suggests that the pollution scenario involves pollution by FRMS
ith masses of roughly 40 M �. Ho we ver, the high [C/N] values
etected in the N-poor stars seem to suggest that there is some other
ollution mechanism at work as well. 
Villanova & Geisler ( 2011 ) ruled out a pollution scenario in which

he second generation of stars was born from material polluted by
GB stars. They found that the barium abundances they derived for
 group of RGB stars in M4 do not show a bimodal behaviour, while
he yttrium abundances do. They argued that, since their observations
re not in line with AGB yields calculated by Karakas et al. ( 2010 )
hich indicate a similar behaviour for the s -process elements if the
ollution is driven by massive AGB stars, the AGB scenario is not
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Figure 12. Abundances of lithium compared to the abundance ratios o v er iron of carbon (left), oxygen (middle), and aluminium (right). All abundances have 
been corrected for the e volutionary ef fects of AD and dredge-up. The predicted primordial lithium abundance based on CMB-calibrated BBN calculations (see 
the text) is indicated by the dotted line and shaded region. Symbols and colours are the same as in Fig. 7 , with small blue squares representing dwarfs, and red 
crosses and black diamonds representing N-poor and N-rich giants, respectively. 

p  

m  

t
f

 

C  

s  

a  

f  

n  

e  

w  

c  

m
F
a  

a
 

s  

s  

o  

p
1  

o  

s
i
l

6

O
a
t  

u
t
k  

b
m
fi
p

t  

m

n  

T  

G  

2  

2  

A
o
l  

a  

d  

t
m  

(  

a  

D  

(  

0  

A  

N  

d  

i
fi  

b  

i  

s
A  

s  

t  

m  

r

d
i  

r
i  

(  

o

lausible. M ́esz ́aros et al. ( 2020 ) argue the s -process enhancement
ust be unrelated to the light element abundance variations, that is,

he pollution must have been introduced after the clusters had already 
ormed (see also Masseron et al. 2019 ). 

We note that AGB stars may be able to produce Li through the
ameron & Fowler ( 1971 ) mechanism. We have used the T6.2

tellar evolution models to remo v e the influence of AD on surface
bundances to derive the initial abundances of Li, C, O, and Al for our
ull sample of dwarfs and giants, and present these in Fig. 12 . We do
ot unco v er an y clear (anti-)correlations with Li for any of the three
lements, nor any systematic variation with N in the giant stars. It
as argued by D’Orazi & Marino ( 2010 ) that the lack of correlations

ould be a sign of Li production. While AGB stars would be the
ost likely candidate for this, it should be noted that the Cameron–
owler mechanism is susceptible to assumptions on mass-loss rates 
nd quite some fine-tuning would be required to achieve uniform Li
bundances in our sample. 

In light of the findings here and in the literature, we suggest a
cenario in which the pollution is caused by both FRMS and AGB
tars. We can envision a scenario where the massive stars ( ∼ 40 M �)
f the first generation are FRMS which are responsible for the initial
ollution. As the evolution proceeds, intermediate-mass stars ( ∼
0 M �) enter the AGB phase and are responsible for another injection
f processed material. To get to the bottom of this, we suggest a new
tudy in which one combines information on s -process abundances 
n a homogeneous analysis with (anti-)correlation information on the 
ight elements. 

 C O N C L U S I O N S  

ur chemical abundance analysis indicates the existence of weak 
bundance trends along the SGB in magnesium, silicon, calcium, 
itanium and iron. We find that these trends are robust to modelling
ncertainties, as well as uncertainties in the T eff scale. The observed 
rend in iron would, for example, require changes of several hundred 
elvin to flatten completely . Additionally , the trends are found to
e in very good agreement with predictions from stellar structure 
odels including AD moderated by efficient AddMix. We also 
nd statistically significant trends in carbon, oxygen, aluminium, 
otassium, nickel, and barium, which are robust to uncertainties in 
he T eff scale. We caution that some of these elements, such as K,
ay be significantly distorted by differential NLTE effects. 
In the current formulation of the AddMix mechanism, its efficiency 

eeds to be at least T6.2 in order to reproduce the observed trends.
his is in agreement with results from NGC 6752 ([Fe/H] = −1.6,
ruyters et al. 2013 , 2014 ) and M30 ([Fe/H] = −2.3, Gavel et al.
021 ), but contrary to NGC 6397 ([Fe/H] = −2.1, Korn et al.
007 ; Lind et al. 2008 ; Nordlander et al. 2012 ) where a weaker
ddMix efficiency of T6.0 is required to match observations. Several 
pen clusters with near-solar metallicity have been analysed in the 
iterature. M67 (4 Gyr, [Fe/H] = 0.0) has been analysed by several
uthors: Önehag et al. ( 2014 ) found weak but systematic abundance
ifferences between TOP and MS (using the solar twin M67-1194) at
he level of just 0.03 dex, in excellent agreement with stellar evolution 

odels without turbulent mixing; Gao et al. ( 2018 ) and Liu et al.
 2019 ) found abundance differences of roughly 0.1 dex between TOP
nd SGB, which were in good agreement with the AD models from
otter et al. ( 2017 ); Bertelli Motta et al. ( 2018 ), and Souto et al.

 2018 ); Souto et al. ( 2019 ) found abundance differences of typically
.1–0.2 dex between MS and RGB stars, in broad agreement with
D both with and without AddMix. Semenova et al. ( 2020 ) analysed
GC 2420 (2.6 Gyr, [Fe/H] = −0.05), finding that TOP stars were
epleted by as much as 0.2 de x relativ e to lower MS and RGB stars,
n agreement with predictions with weak AddMix (T5.8). In binary 
eld stars with broadly solar metallicity, Liu et al. ( 2021 ) found small
 ut significant star -to-star ab undance v ariations of a fe w 0.01 dex,
n good agreement with Dotter et al. ( 2017 ). In contrast to these
olar-metallicity clusters that match predictions with weak or no 
ddMix, the solar A(Li) value is well predicted by a model with

trong AddMix (T6.2: Richard et al. 2002a ). It is thus not clear how
he trend in AddMix continues from [Fe/H] = −1.1 toward solar

etallicity, and if there are other parameters to consider (e.g. stellar
otation). 

After correcting our measured lithium abundances for the pre- 
icted effects of AD and dredge-up, we determine an average 
nitial lithium abundance of A (Li) init = 2.63 ± 0.10. We note that
esults from the four GCs indicate consistent diffusion-corrected 
nitial lithium abundances, in the very narrow range A (Li) init = 2.48
Gruyters et al. 2016 ) to 2.63 (this work), fully compatible with each
ther within the associated errors. 
MNRAS 527, 12120–12139 (2024) 
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In order to constrain the properties of first-generation polluters
n the cluster, we have compared abundances of elements that form
nder different conditions. The observed ranges of abundance ratios
Mg/Al] and [C/N] are consistent with an upper mass limit for the
olluting stars of roughly 40 M � (Decressin et al. 2007a ), in broad
greement with what Villanova & Geisler ( 2011 ) deduced from the
ame theoretical models using the corresponding range in [O/Na]. We
annot, ho we ver, reconcile our non-detection of an Mg-Al anticorre-
ation with the detected N-Al and Al-Si correlations which indicate
eakage from an active Mg-Al cycle. We thus ask stellar modellers
o further investigate possible evolutionary scenarios which could
enerate these abundance patterns. 
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