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S T E M  C E L L S

N-acetyltransferase NAT10 controls cell fates via 
connecting mRNA cytidine acetylation to 
chromatin signaling
Zhensheng Hu1†, Yunkun Lu1†, Jie Cao2,3†, Lianyu Lin1†, Xi Chen1, Ziyu Zhou1, Jiaqi Pu1,4,  
Guo Chen1, Xiaojie Ma1, Qian Deng1, Yan Jin1, Liling Jiang1, Yuhan Li1, Tengwei Li2,  
Jianzhao Liu2,3*, Saiyong Zhu1*

Cell fate transition involves dynamic changes of gene regulatory network and chromatin landscape, requiring 
multiple levels of regulation, yet the cross-talk between epitranscriptomic modification and chromatin signaling 
remains largely unknown. Here, we uncover that suppression of N-acetyltransferase 10 (NAT10), the writer for 
mRNA N4-acetylcytidine (ac4C) modification, can notably affect human embryonic stem cell (hESC) lineage differ-
entiation and pluripotent reprogramming. With integrative analysis, we identify that NAT10-mediated ac4C modi-
fication regulates the protein levels of a subset of its targets, which are strongly enriched for fate-instructive 
chromatin regulators, and among them, histone chaperone ANP32B is experimentally verified and functionally 
relevant. Furthermore, NAT10-ac4C-ANP32B axis can modulate the chromatin landscape of their downstream 
genes (e.g., key regulators of Wnt and TGFβ pathways). Collectively, we show that NAT10 is an essential regulator 
of cellular plasticity, and its catalyzed mRNA cytidine acetylation represents a critical layer of epitranscriptomic 
modulation and uncover a previously unrecognized, direct cross-talk between epitranscriptomic modification 
and chromatin signaling during cell fate transitions.

INTRODUCTION
Understanding cellular plasticity is critical in biology. Human plu-
ripotent stem cells provide a very important and tractable system for 
extensively studying cell fate transitions (1–4). Cell fate transitions 
prompt widespread changes in gene regulatory network and chro-
matin landscape. Although many efforts have been devoted to un-
derstanding the underlying mechanisms directly at epigenetic and 
transcriptional levels, more investigations are still urgently required 
at posttranscriptional levels. Particularly, compared to the widely 
studied epigenetic regulations on DNAs and histones, epitranscrip-
tomic regulations on RNAs for controlling cell fates have only be-
come appreciated in recent years (5–10). Studying these different 
layers of regulation and their cross-talk will provide better under-
standing of cell fate transitions and can be harnessed for regenera-
tive medicine.

Acetylation of mRNAs, named N4-acetylcytidine (ac4C), has re-
cently been identified as an epitranscriptomic modification. Several 
studies reported the existence of ac4C modifications in mRNAs 
from HeLa and human embryonic kidney (HEK) 293T cells and 
demonstrated that ac4C can regulate mRNA stability and translation 
efficiency (11, 12), boost HIV-1 gene expression (13), and modulate 
tumorigenesis (14, 15). N-acetyltransferase 10 (NAT10) is the singu-
lar human enzyme to have both acetyltransferase and RNA binding 
activities, and more recently, NAT10 has been identified as the only 

known writer enzyme for ac4C modification on mRNAs (11, 12). 
NAT10 is highly overexpressed in multiple tumor types, including 
hepatocellular carcinoma, colorectal cancer, and melanoma (16–
18). NAT10 is also related to Hutchinson-Gilford progeria syn-
drome (19, 20), and targeting of NAT10 can enhance healthspan in 
a mouse model of human accelerated aging syndrome (21). So far, 
the functions of NAT10 and mRNA ac4C modification in PSCs, or 
during cell fate transitions, remain largely unexplored.

Here, we demonstrate that knockdown of NAT10 can significant-
ly impair human embryonic stem cell (hESC) proliferation, affect 
hESC differentiation, and inhibit pluripotent reprogramming. In 
addition, we examine the ac4C levels of mRNAs by liquid chroma-
tography coupled with tandem mass spectrometry (LC-MS/MS) 
and find that mRNA ac4C levels are notably reduced after NAT10 
suppression. The acetylated RNA immunoprecipitation followed by 
sequencing (acRIP-seq) results demonstrate that NAT10 mediates 
the ac4C modifications on many downstream target transcripts, 
which are enriched for epigenetic regulator genes, such as AN-
P32B. Functionally, ANP32B and NAT10 are relevant. In addition, 
NAT10-ac4C-ANP32B axis can modulate chromatin landscape of 
their downstream genes (e.g., SFRP1 and NODAL). Collectively, we 
identify NAT10 as an important regulator of pluripotent reprogram-
ming and differentiation, demonstrate that RNA cytidine acetyla-
tion represents an essential layer of epitranscriptomic regulation, 
and uncover NAT10-ac4C-ANP32B axis as a previously unknown, 
direct link between epitranscriptome and chromatin signaling dur-
ing cell fate transitions.

RESULTS
NAT10 has a broad role in regulating hESC properties
When we did differentiation and reprogramming experiments, we 
found that NAT10 expression was very dynamic during cell fate 
transitions (fig.  S1, A and B). To further determine the roles of 
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NAT10 in stem cell biology, we applied a short hair RNA (shRNA)–
based approach to knock down NAT10 in hESCs (Fig. 1A). Using 
Western blotting, we confirmed that the protein level of NAT10 was 
successfully reduced (fig. S1C). Immunostaining further confirmed 
the decrease of NAT10 protein in the nucleolus (fig. S1D). Typical 
pluripotency markers, including OCT4, NANOG, and SOX2, were 
almost unaffected (fig. S1, E and F). We observed that the colony 
size was reduced in shNAT10 hESCs (Fig. 1B). Growth rates were 
also decreased (Fig. 1C). In addition, hESCs with NAT10 suppres-
sion resulted in a substantial reduction of DNA and protein synthe-
ses, mimicking a quiescent state (Fig. 1, D and E). Immunoprecipitation 
and MS further showed that most of the NAT10-interacted proteins 
were enriched in Gene Ontology (GO) terms of ribosome biogenesis 
and cell cycle (fig.  S1G). Collectively, these results indicated that 
knockdown of NAT10 in hESCs induces a quiescent state without af-
fecting the core pluripotent gene regulatory network.

We then applied RNA sequencing (RNA-seq) to evaluate the 
functions of NAT10. In total, 1872 genes were up-regulated and 
1538 genes were down-regulated after NAT10 knockdown in hESCs 
(|fold change|  >  1.5, adjusted P value < 0.05) (fig.  S2A). We did 
Kyoto Encyclopedia of Genes and Genomes (KEGG) and GO analy-
ses. Up-regulated genes belonged to terms including p53 signaling 
pathway (e.g., GADD45A and GADD45B), oxidative phosphoryla-
tion (e.g., COX7A1 and NDUFA8), negative regulation of cell cycle 
(e.g., CDKN1A and CDKN2A), and apoptosis (e.g., CASP3 and 
CASP10) (Fig. 1, F and H, and fig. S2B), which explained the pheno-
type of hESC proliferation delay upon NAT10 suppression. The 
down-regulated terms included glycine, serine, and threonine me-
tabolism (e.g., CTH and GCAT), glycolysis (e.g., HK2 and PFKM), 
Wnt signaling pathway (e.g, FZD2 and CCND1), and Hippo signal-
ing pathway (e.g., YAP1, and TEAD1) (Fig. 1, G and I, and fig. S2C), 
suggesting that NAT10 is probably involved in regulating cell fate 
determination in hESCs.

Epigenetic landscape of hESCs is highly correlated with their de-
velopmental capacity. In particular, H3K4me3 and H3K27me3 are 
associated with gene activation and repression, respectively, and bi-
valency (with both H3K4me3 and H3K27me3 modifications) is a 
key epigenetic feature of hESCs (22), contributing their differentia-
tion potentials. Then, we examined genome-wide H3K4me3 and 
H3K27me3 modifications after NAT10 suppression (fig. S2, D to G), 
and the results showed that NAT10 knockdown affected chromatin 
landscape, which is correlative to gene expression. For example, re-
gions with up-regulated H3K4me3 were related to tumor necrosis 
factor (TNF) signaling and p53 pathway (Fig. 1, J and K). Bivalency 
was also affected by NAT10 suppression, with enriched GO terms of 
signal transduction, regulation of Wnt signaling pathway, and cell 
differentiation (fig. S2, H and I). Collectively, NAT10 plays impor-
tant roles in proliferation, signaling, and epigenetics and potentially 
regulates stem cell differentiation.

NAT10 is an important regulator for lineage differentiation
On the basis of the observation of widespread changes of gene ex-
pression and histone modifications after NAT10 knockdown, we 
next investigated the developmental potentials of shNAT10 hESCs 
(Fig.  2A). First, embryoid body (EB) results showed that NAT10 
knockdown severely affected normal EB formation, suggesting that 
NAT10 is important for spontaneous differentiation (Fig. 2B). Sec-
ond, we applied a directed pancreatic differentiation protocol. At 
definitive endoderm stage, both shCTR and shNAT10 cells could 

generate SOX17 and FOXA2 double-positive cells (fig. S2, A and B). 
At later stage, pancreatic differentiation was significantly affected 
(Fig. 2, C and D). We could observe the induction of pancreatic pro-
genitor markers PDX1 and NKX6.1 in control cells, while these two 
markers were hardly detected in shNAT10 cells (Fig. 2C). Reverse 
transcription quantitative polymerase chain reaction (RT-qPCR) re-
sult further confirmed the reduction of key pancreatic progenitor 
marker genes, including PDX1, NKX6.1, SOX9, and HNF6, in 
shNAT10 cells (Fig. 2D). Last, we evaluated the in vivo developmen-
tal potentials of these shNAT10 cells by teratoma assay. Control cells 
could successfully form teratomas containing tissues of three germ 
layers, while 4 million shNAT10 cells injected into immune-deficient 
SCID Beige mice failed to form teratoma (fig.  S3C). Therefore, 
NAT10 is particularly important for lineage specification.

NAT10 is necessary for pluripotent reprogramming
To further evaluate the roles of NAT10 in cell fate transitions, we re-
sorted to transcription factor–induced pluripotent reprogramming, 
which is widely used for studying cell plasticity (Fig.  2E). Knock-
down of NAT10 by shRNAs notably blocked the formation of alka-
line phosphatase (AP) and OCT4-positive induced pluripotent stem 
cell (iPSC) colonies (Fig. 2, F and G). Quantitatively, fluorescence-
activated cell sorting (FACS) results showed that OCT4-positive cell 
number was significantly decreased after NAT10 knockdown 
(fig. S3D). Using RT-qPCR, we found that shNAT10 altered the in-
duction of CDH1 expression and repression of CDH2 expression, 
indicating the unsuccessful mesenchymal-to-epithelial transition 
(MET) (Fig. 2H). The induction of pluripotency marker genes, such 
as OCT4, SOX2, NANOG, and SALL4, was all impaired by NAT10 
knockdown (Fig. 2I). In addition, we knocked down NAT10 by single 
guide RNAs (sgRNAs) and observed similar phenotypes (fig. S3, E to 
J). Last, we applied a chemical approach using Remodelin that has 
previously been reported to targeting NAT10 (fig. S3E). Remode-
lin inhibited the formation of AP and OCT4-positive iPSC colo-
nies, reduced the percentage of OCT4-positive cells, delayed MET, 
and blocked the induction of pluripotent marker genes (fig. S3, K 
to Q). Collectively, NAT10 also plays vital roles in cellular re-
programming.

NAT10 regulates the mRNA ac4C levels in hESCs
NAT10 is recently identified and suggested as the singular ac4C 
writer and the principal source of ac4C modification in HeLa and 
HEK293T cells (Fig.  3A) (11, 12). However, it was reported that 
ac4C was present at a very low level in endogenous eukaryotic 
mRNAs (23). To explore the existence of ac4C in normal stem cells, 
particularly hESCs, we established a stable LC-MS/MS system 
(fig.  S4A). To exclude the contamination from ribosomal RNAs 
(rRNAs), we enriched polyadenylate [poly(A)] RNAs through 
oligo(dT) selection and RNA levels of 18S rRNA were quantified via 
RT-qPCR (Fig. 3B). The abundance of ac4C modification in hESC 
total RNAs and poly(A) RNAs was ~0.26 and ~0.09%, respectively 
(Fig. 3C). The ac4C level of poly(A) RNAs was higher in hESCs than 
in fibroblasts or in cells after EB differentiation (fig. S4B). NAT10 
knockdown by shRNAs decreased the ac4C levels in hESC total 
RNAs by ~55 and  ~42% (Fig.  3D). Consistent with the degree of 
ablation in total RNAs, ac4C levels in poly(A) RNAs from shNAT10 
cells reduced by about 60% (Fig.  3, E and F). These data demon-
strated the existence of ac4C modification in mRNAs of hESCs, and 
NAT10 indeed regulates the ac4C levels of mRNAs in hESCs.
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Fig. 1. Characterization of NAT10 knockdown hESCs. (A) Experimental scheme for (B) to (I). (B) Light microscopy images of day 6 colony formation (left) and representa-
tion of colony morphology (right) for hESCs transduced with shCTR or shNAT10, respectively. Scale bars, 500 μm (left) and 1 mm (right). (C) Growth curves of hESCs trans-
duced with shCTR or shNAT10. Data are means ± SD of N = 3. (D) Measurement of protein synthesis. Data are means ± SD of N = 6. (E) Measurement of DNA synthesis. 
Data are means ± SD of N = 6. (F and G) Networks showing GO enrichment results for up-regulated and down-regulated genes. Each dashed circle represents one en-
riched GO term. GO terms were grouped on the basis of overlapped genes, and the representative GO terms for each group were labeled. (H and I) Bubble plots showing 
KEGG enrichment of up-regulated (red) and down-regulated (blue) genes. Gradient colors represent enriched significance, and size of circles represents numbers of dif-
ferentially expressed genes. (J) Heatmaps displaying H3K4me3 and H3K27me3 signals within a 6-kb window of identified differential peaks. The differential peaks are 
classified into eight separate clusters by K-means clustering. (K) GO categories of genes associated with differential peaks. **P < 0.01, ***P < 0.001, and ****P < 0.0001. 
DEGs, differentially expressed genes; PI3K, phosphatidylinositol 3-kinase; HIF-1, hypoxia-inducible factor–1; TNF, tumor necrosis factor; TCA, tricarboxylic acid; FADD, fas-
associated death domain; RIP-1, receptor-interacting protein 1; MAPKKK, MAPK kinase kinase; eNOS, endothelial nitric oxide synthase; RUNX-1, Runt-related transcription 
factor 1; HMOX-1, heme oxygenase 1; TFAP2, transcription factor AP-2.
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ac4C modifications on mRNAs are mapped in hESCs
To identify potential targets of NAT10 and investigate whether ac4C 
of mRNAs plays a role in cell fate determination, we performed 
acRIP-seq. Compared to the most prevalently studied mRNA m6A, 
the study of ac4C is much more challenging due to the lack of excel-
lent antibody and relatively low modification level. To overcome 
these issues, we used ac4CTP to elute acetylated RNA and detected 
ac4C peaks with high specificity (Fig. 4A). Critically, ac4C(+)-RNA 
probe was significantly enriched, validating the efficiency of ac4C 
immunoprecipitation (Fig. 4B). Overall, we obtained 2321 and 1492 
ac4C peaks in shCTR and shNAT10 hESCs, with 889 of them were 
overlapped (Fig. 4, C and D, and fig. S5A). CCDC34 and POU5F1 

are represented for highly enriched ac4C target and nonenriched 
control, respectively (Fig.  4E). Approximately 75% of ac4C peaks 
were located at gene coding regions (Fig. 4F). Furthermore, the dis-
tribution of the peaks across transcripts displayed a significant en-
richment in gene coding regions in vicinity to 3′ untranslated 
regions (Fig. 4G). The most significant motif of ac4C peaks is “CX-
UCXUCXUCXU” (Fig. 4H), and we also found other similar motifs 
in the high-ranking motif enrichment results (fig. S5B).

We found that distributions of the ac4C peaks across chromo-
somes have almost no correlation with gene distribution, ac4C were 
relatively stable in targeting genes, and most of the ac4C sites remained 
existing upon NAT10 knockdown (fig.  S5C). These ac4C-targeting 

Fig. 2. NAT10 plays essential roles in stem cell differentiation and cellular reprogramming. (A) Schematic diagram depicting the strategy of spontaneous and di-
rected differentiation of hESCs. (B) Light microscopy images of day 8 EB formation (left) and representation of EB morphology (right). Scale bars, 500 μm (left) and 1 mm 
(right). (C) Immunofluorescence of PDX1 and NKX6.1 at day 14 of pancreatic differentiation. Nuclei were co-stained with Hoechst (blue). Scale bar, 50 μm. (D) RT-qPCR 
analysis of PDX1, NKX6.1, HNF6, SOX9, and FOXA2 at day 14 of pancreatic differentiation. Data are means ± SD of N = 3. (E) Diagram showing the procedure of NAT10 
knockdown by shRNA. (F) Representation of OCT4-positive colony in shCTR cells and shNAT10 cells (left) and quantification (right). Data are means ± SD of N = 3. Scale 
bar, 100 μm. (G) Quantification of alkaline phosphatase staining in shCTR cells and shNAT10 cells. Data are means ± SD of N = 3. (H) RT-qPCR analysis of MET gene expres-
sion in cells treated with OSKM plus shCTR and shNAT10 or shCTR and shNAT10. Data are means ± SD of N = 3. (I) RT-qPCR analysis of pluripotency gene expression in cells 
treated with OSKM plus shCTR and shNAT10 or shCTR and shNAT10. Data are means ± SD of N = 3. **P < 0.01, ***P < 0.001, and ****P < 0.0001. hFib, human fibroblast; 
hiPSC, induced pluripotent stem cell; NS, not significant.
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genes were significantly enriched in ribosome, spliceosome, oxida-
tive phosphorylation, and proteasome (Fig.  4I). Previous studies 
have shown the association between ac4C formation and pre-mRNA 
retention and splicing complex (24). To examine the influences of 
NAT10 knockdown on pre-mRNA splicing, we calculated percent 
spliced in (PSI) and percent intron retention (PIR) for shCTR and 
shNAT10, separately. We observed that PSI values were slightly re-
duced in shNAT10, indicating modest effects of NAT10 on exon in-
clusion/exclusion (Fig. 4J). Notably, PIR values were notably 
increased in shNAT10, strongly implying the reduced splicing effi-
ciency upon NAT10 knockdown (Fig.  4K). Collectively, we found 
that NAT10 could affect pre-mRNA splicing by targeting spliceoso-
mal genes.

Next, we found that the ac4C abundance in shNAT10 hESCs was 
substantially lower (Fig. 4L), which is consistent with the results of 
LC-MS/MS that NAT10 suppression could substantially decrease 
ac4C modification level (Fig. 3, E and F). Moreover, differential peak 

analysis revealed 143 down-regulated peaks and one up-regulated 
peak (Fig. 4M). Functional enrichment analysis for the genes with 
down-regulated peaks showed significant enrichment in spliceo-
some and ribosome biogenesis (fig. S5, D and E). Collectively, these 
results demonstrated that the ac4C levels of mRNAs were signifi-
cantly reduced upon NAT10 knockdown, which subsequently affect 
pre-mRNA splicing and translation. However, the abovementioned 
broad effects of NAT10 on cell fate transitions remain largely un-
explained.

Chromatin regulators are key downstream targets of NAT10
Recent studies have suggested the association of ac4C in mRNA 
coding sequences (CDSs) with mRNA stability and translation effi-
ciency (11, 12). To identify the key downstream targets of NAT10 
that can contribute its broad effects on cell fate transitions, we de-
cided to perform large-scale quantitative proteomic analysis. Over-
all, the changes of protein and gene expression patterns upon NAT10 

Fig. 3. ac4C detection in hESC mRNAs. (A) NAT10 catalyzes the formation of N4-acetylcytidine (ac4C) modification. (B) Determination of poly(A) RNA purity through 18S 
rRNA RT-qPCR. Data are means ± SD of N = 3. (C) LC-MS/MS of total and poly(A) RNAs from hESCs. Data are means ± SD of N = 4. (D) Total RNAs were digested to mono-
nucleosides and analyzed by LC-MS/MS. Data are means ± SD of N = 3. (E) Relative quantification of ac4C detection in poly(A) RNA from hESCs transduced with shCTR or 
shNAT10. Data are means ± SD of N = 4. (F) Chromatograms of representative LC-MS/MS performed in poly(A) RNAs from hESCs transduced with shCTR or shNAT10. 
**P < 0.01, ***P < 0.001, and ****P < 0.0001.
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Fig. 4. Mapping of mRNA ac4C in hESCs by acRIP-seq. (A) Schematic of acRIP-seq. (B) ac4C(+) or C-RNA probes were spiked into poly(A) RNA followed by acRIP-RT-
qPCR. Data are means ± SD of N = 3. (C) Numbers of ac4C peaks in shCTR and shNAT10 hESCs. (D) Venn plot showing intersection of the ac4C peaks in shCTR and shNAT10 
hESCs. (E) IGV browser was used to visualize one ac4C-target gene (CCDC34) and one nonacetylated gene (POU5F1). Blue and gray colors represent IP and input abun-
dance. (F) Genomic distributions of the ac4C peaks in shCTR and shNAT10 hESCs. (G) Distributions of the ac4C peaks across transcripts. (H) Most significant motif in shCTR 
and shNAT10 hESCs peaks. (I) GO enrichment analysis for the genes with overlapped ac4C peaks in shCTR and shNAT10 hESCs. (J) Comparison of percent spliced in (PSI) 
between shCTR and shNAT10 hESCs. (K) Comparison of percent intron retention (PIR) between shCTR and shNAT10 hESCs. The significance test in (J) and (K) was per-
formed using pairwise Wilcoxon test. (L) Scatter density plot compares fold enrichments of ac4C peaks in shCTR and shNAT10 hESCs. (M) Differential peak analysis was 
performed between the ac4C peaks in shCTR and shNAT10 hESCs. ****P < 0.0001. 3′UTR, 3′ untranslated region; FC, fold change.
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knockdown showed certain correlation, indicating that the altera-
tions of protein levels are generally due to the changes of mRNA 
levels (fig. S6A). Through differential protein analysis, we identified 
519 up-regulated and 541 down-regulated proteins, respectively 
(Fig. 5A and fig. S6B). Considering the overall reduced ac4C abun-
dance upon NAT10 knockdown, we particularly focused on the 

down-regulated proteins because they could be directly regulated by 
ac4C modification in mRNAs. Notably, analysis for these down-
regulated proteins revealed significant enrichment in chromatin-
associated terms, such as chromatin organization, switch/sucrose 
nonfermentable (SWI/SNF) superfamily complex, chromatin re-
modeling, and nucleosome organization (Fig.  5B and fig.  S6C). 

Fig. 5. Quantitative proteomics analysis identified chromatin regulators as NAT10 targets. (A) Dot plot displaying protein expression changes between shCTR and 
shNAT10 hESCs. (B) GO enrichment analysis of the down-regulated proteins. LFQ, label free quantitation. (C) Venn diagram showing the intersection of the down-regulated 
proteins and the genes with down-regulated ac4C peaks. (D) Heatmaps displaying protein expression levels (red to blue gradient colors) of 12 overlapped genes (left) and 
fold changes of peaks in shNAT10 hESCs relative to shCTR hESCs (right). (E) IGV browser was used to visualize ac4C peaks in chromatin regulator ANP32B (top) and repre-
sentation of ac4C motif within gene (down). (F) ac4C-RIP-qPCR showing the ac4C enrichment decreased on ANP32B mRNA transcript in shNAT10 hESCs compared with 
shCTR hESCs. Data are means ± SD of N = 3. (G) Decay curves for ANP32B in shCTR and shNAT10 hESCs. Data are means ± SD of N = 3. KD, knockdown. (H) Western blotting 
of ANP32B protein in the shCTR and shNAT10 hESCs. (I) Representation of OCT4-positive iPSC colony in shCTR cells and shANP32B cells on day 12. Scale bar, 100 μm. 
(J) Light microscopy images of day 6 colony formation for hESCs transduced with shCTR and shANP32B. Scale bars, 500 μm. (K) Representative images showing the 
morphologies of EBs from shCTR and shANP32B hESCs at day 8 of differentiation. Scale bars, 500 μm. (L) Pluripotent reprogramming assay of human fibroblasts after 
transduction with indicated lentiviruses. Data are means ± SD of N = 3. *P < 0.05, **P < 0.01, and ****P < 0.0001.
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Moreover, by intersecting the down-regulated proteins and the 
genes with differential ac4C peaks, we obtained 12 candidate genes, 
and, unexpectedly, nine of them are chromatin-associated, includ-
ing ANP32B, ANP32A, ANP32E, PAF1, ACIN1, PELP1, PSIP1, 
RNF20, and HNRNPC (Fig. 5, C and D).

To experimentally identify the targets of NAT10, we next screened 
these candidate genes using functional relevance by applying the 
reprogramming assay. Among these nine chromatin-associated genes, 
ANP32B emerged as the strongest positive regulator for reprogram-
ming (fig. S6D). The consistent phenotypes of NAT10 and ANP32B 
in reprogramming indicated ANP32B as a potential downstream 
target for NAT10. We therefore focused on ANP32B. We further 
checked the ac4C peaks of ANP32B and confirmed the reduction of 
ac4C peak signals after NAT10 suppression (Fig. 5E). The ac4C-RIP-
qPCR result confirmed that the ac4C modification level of ANP32B 
was indeed down-regulated after NAT10 knockdown (Fig. 5F). Fur-
thermore, NAT10-RIP-qPCR validated that NAT10 protein could 
directly bind with ANP32B transcript (fig. S6E). As the ac4C modi-
fication has been reported to promote mRNA stability (11), we per-
formed RNA stability assay and confirmed that stability of ANP32B 
mRNA significantly decreased after NAT10 knockdown (Fig. 5G). 
Next, Western blotting showed a notable reduction of the protein 
level of ANP32B in shNAT10 hESCs (Fig. 5H). Collectively, these 
results molecularly connected an unexpected link between NAT10 
and the ac4C modification of ANP32B.

The function of histone chaperone ANP32B in cell fate transitions 
is largely unknown, although it has been linked to DNA damage re-
sponse, apoptosis, and tumorigenesis (25). To further determine 
whether ANP32B contributes to the dysregulation of cell fate transi-
tions in shNAT10 cells, we performed suppression and rescue exper-
iments. First, we confirmed that suppression of ANP32B affected the 
formation of iPSC colony during pluripotent reprogramming, paral-
leling the effect of NAT10 suppression (Fig. 5I). RNA-seq and RT-
qPCR results showed that knockdown of ANP32B delayed MET and 
impaired the induction of pluripotent marker genes during pluripo-
tent reprogramming (fig.  S6, F and G). Particularly, the down-
regulated terms included signaling pathways regulating pluripotency 
of stem cells and phosphatidylinositol 3-kinase–Akt signaling path-
ways (fig. S6H). shANP32B treatment also affected hESC prolifera-
tion (Fig.  5J and fig.  S6I). Next, we checked the developmental 
potential of these hESCs using EB experiment, and again, shANP32B 
treatment impaired normal EB formation, suggesting its essential 
roles in differentiation (Fig. 5K). In addition, we found ectopic ex-
pression of ANP32B partially rescued the phenotypes of shNAT10 in 
the processes of pluripotent reprogramming, proliferation, and dif-
ferentiation (Fig. 5L and fig. S6, J and K). Together, these data uncov-
ered ANP32B as a functionally relevant target of the NAT10-ac4C 
axis during cell fate transitions.

NAT10-ac4C-ANP32B axis modulates chromatin landscape
Histone chaperone ANP32B plays critical roles in chromatin remod-
eling and transcription in various ways. Consistent with previous 
reports, our analyses demonstrated that many ANP32B’s interacting 
proteins were chromatin regulators (e.g., CHAF1A and SMARCD1) 
and transcription factors (e.g., KLF5, MYC, and SOX2) (fig. S7A) 
(25–27). Next, we performed chromatin immunoprecipitation 
(ChIP)–MS, and the result also showed that the chromatin-associated 
binding partners of ANP32B were enriched in biological processes, 
including chromatin remodeling and DNA conformational change 

(fig. S7B). By RNA-seq and transposase-accessible chromatin using 
sequencing (ATAC-seq), we also found that ANP32B played impor-
tant regulatory roles on gene expression and chromatin accessibility 
in hESCs (fig. S8, A to D). To evaluate the mechanisms of NAT10-
ac4C-ANP32B axis in chromatin landscape, we took integrative 
analyses of cleavage under targets and tagmentation (CUT&Tag), 
ATAC-seq, and RNA-seq data (Fig. 6A). First, we applied CUT&Tag 
to profile the genome-wide chromatin binding of ANP32B in shCTR 
and shNAT10 hESCs. We found that the peaks of ANP32B were sig-
nificantly reduced upon NAT10 knockdown, consistent with the re-
duction of ANP32B in shNAT10 hESCs (fig. S9, A and B). In total, 
5349 down-regulated ANP32B peaks were identified and most of 
these down-regulated peaks (about 60%) were distributed in the pro-
moter and gene body, suggesting that ANP32B may mainly regulate 
gene expression in relatively close range (fig. S9C). Second, to inves-
tigate the impact of ANP32B binding on chromatin accessibility, we 
performed ATAC-seq in shCTR and shNAT10 hESCs (fig. S9D), and 
after integrative analysis of ANP32B CUT&Tag and NAT10 ATAC-
seq data, 961 closed loci and 1731 opened loci were identified 
(Fig. 6B). In addition, about 57% closed loci and 55% open loci were 
located in promoter regions, further indicating that in hESCs, AN-
P32B primarily bound proximal regulatory elements and regulated 
the gene expression (fig. S9E). Third, by further integrating RNA-seq 
data, 243 down-regulated target genes and 548 up-regulated target 
genes of the NAT10-ANP32B axis were identified (Fig. 6C). Notably, 
these down-regulated target genes were enriched in Wnt signaling 
pathway and mitogen-activated protein kinase signaling pathway, 
while up-regulated target genes were associated with p53 signaling 
pathway and TNF signaling pathway (Fig.  6D). We also observed 
that changes in chromatin accessibility and gene expression in shAN-
P32B hESCs were correlated with NAT10 suppression, further sup-
porting that NAT10 and ANP32B were molecularly and functionally 
coupled (fig. S9, F and G).

As described above, NAT10 suppression affected chromatin 
states (Fig. 1, M and N), and then we applied integrative analysis. 
We classified four distinct clusters (C1 to C4) by ANP32B bound 
and chromatin status. In C1 and C3, about 80% of bound regions 
were in promoter regions and showed significant changes in H3K-
4me3 and H3K27me3 modification levels and were more correlated 
with gene expression (fig. S10, A to D). ANP32B partially mediated 
the effects of NAT10 on chromatin landscape (Fig. 6, E to H, and 
fig.  S10, E and F). For example, NAT10-ANP32B targets with re-
pressed chromatin status were enriched with motifs of KLF4 and 
LEF1 and associated with signaling by WNT and epigenetic regula-
tion of gene expression (Fig.  6, E and F, and fig.  S10E). NAT10-
ANP32B targets with activated chromatin status were enriched with 
motifs of JUN-AP1 and AP-2γ and associated with regulation of 
type 1 interferon production (Fig. 6, G and H, and fig. S10F). Nota-
bly, several bivalent genes, including SFRP1 and NODAL that are 
key regulators of Wnt and transforming growth factor–β (TGFβ) 
signaling pathways and important for cell fate transitions, were 
identified as targets of NAT10-ANP32B axis (Fig.  6, I and J, and 
fig. S8, A and C). In addition, we found that NAT10-ANP32B axis 
could orchestrate the redistribution of MLL1 and EZH2, writers for 
H3K4me3 and H3K27me3, and in turn regulated these histone 
modifications (fig.  S10G). Functionally, the suppression of SFRP1 
and NODAL also affected pluripotent reprogramming (Fig. 6K and 
fig. S10H). Cumulatively, these observations concur with functions 
of NAT10 and ANP32B.
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Fig. 6. NAT10-ac4C-ANP32B axis modulates chromatin landscape. (A) Flowchart of NAT10-ac4C-ANP32B downstream target gene screening. (B) Venn diagram show-
ing the integrative analysis to identify potential downstream targets of NAT10-ANP32B axis. (C) Venn diagram showing the overlaps between differentially expressed 
genes and potential ANP32B targets. (D) KEGG pathway enrichment of NAT10-ac4C-ANP32B downstream targets. (E and G) Heatmaps displaying ANP32B, ATAC, H3K-
4me3, and H3K27me3 signal within 6-kb window around the summit of ANP32B bound regions. (F and H) TF binding motif enriched in C1 (F) and C3 (H). (I) IGV browser 
tracks of representative NAT10-ac4C-ANP32B downstream bivalent genes (SFRP1 and NODAL) of showing indicated chromatin features. (J) CUT&Tag qPCR assay of the 
binding of ANP32B and the changes of H3K4me3 and H3K27me3 at SFRP1 and NODAL gene loci in shCTR and shNAT10 hESCs. Data are means ± SD of N = 3. (K) Pluripotent 
reprogramming assay of human fibroblasts after transduction with shCTR, shSFRP1, or shNODAL lentiviruses. Data are means ± SD of N = 3. *P < 0.05, **P < 0.01, and 
***P < 0.001.
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In aggregate, we found that NAT10 suppression could affect the 
ac4C abundance of chromatin-associated genes, such as ANP32B, and 
the NAT10-ac4C-ANP32B axis influenced chromatin states of their 
downstream target genes (e.g., SFRP1 and NODAL) and gene regula-
tory network, broadly contributing the cell fate transitions, such as 
cellular reprogramming and stem cell differentiation (fig. S11).

DISCUSSION
In this study, we demonstrated that NAT10-ac4C axis was essential 
for controlling cell fates, including stem cell differentiation and 
cellular reprogramming. Mechanistically, we found that NAT10-
mediated ac4C modifications of transcripts were involved in many 
important biological processes, such as chromatin remodeling, splic-
ing, ribosome, and metabolism. We identified that epigenetic regula-
tory genes, including ANP32B, as the key downstream substrates 
of NAT10, and ANP32B could partially mediate the functions of 
NAT10 by modulating chromatin landscape in cell fate transitions.

During cell fate transitions, changes of transcriptome are highly 
coordinated at multiple levels. To date, our understanding of these 
processes mainly relies on transcription, while epigenetic and post-
transcriptional regulations remain underappreciated. Besides epigen-
etic modulations, such as DNA and histone modifications, mRNA 
modifications have recently been recognized as an additional layer of 
controls over cellular differentiation and organ development. For ex-
ample, mRNA m6A dynamics during cellular reprogramming and 
lineage differentiation have been extensively studied in recent years 
(9, 10). In contrast to mRNA methylation, the existence and functions 
of acetylation in mRNAs remain largely unknown. Here our study 
provides evidences for the functions of mRNA ac4C in cell fate 
transitions.

Using tumor cell lines, a recent study identified NAT10 as the 
writer of ac4C and described the existence of ac4C modification in 
mammalian mRNAs. Further studies suggested that ac4C modifica-
tion enhances mRNA stability and translation. Here, we used hESCs, 
which is a very important and feasible system for studying cell fate 
transitions, and we found that knockdown of NAT10 affects hESC 
proliferation as well as spontaneous and directed lineage differentia-
tion. In addition, NAT10 plays a crucial role in pluripotent reprogram-
ming. Therefore, NAT10 is broadly essential for various biological 
processes.

Notably, we identified that epigenetic regulators, including AN-
P32B, as key downstream substrates of NAT10. Furthermore, we 
observed ac4C modification in ANP32B transcript. In turn, ANP32B 
functionally mediates the effects of NAT10 during cell fate transi-
tions. By multiple assays and integrative analyses, we found that 
NAT10-ac4C-ANP32B axis can modulate chromatin landscape of 
their downstream genes, including key regulators of fate-instructive 
signaling pathways. Wnt and TGFβ signaling pathways are very im-
portant for cell fate determination, which further explained the 
broad functions of NAT10 in stem cell differentiation and somatic 
cell reprogramming. It should be noted that other potential molecu-
lar mechanisms of NAT10 are possible and should be explored in 
the future. Collectively, these studies find the essential functions of 
NAT10 and RNA ac4C modification during cell fate transitions and 
will have broad implications in a variety of biological and physiolog-
ical contexts.

In summary, we have uncovered a previously unrecognized role 
for NAT10-ac4C in cell fate transitions, including reprogramming 

and differentiation. Mechanistically, we identified an important 
cross-talk between ac4C-mediated epitranscriptomic regulation and 
ANP32B-mediated chromatin signaling. Significantly, these find-
ings have provided a conceptual advance of cellular plasticity and 
can be harnessed for regenerative medicine.

MATERIALS AND METHODS
Cell culture
hESCs were maintained in hESC medium: Dulbecco’s modified 
Eagle’s medium (DMEM)/F12 (Gibco), 20% KnockOut serum 
replacement (KSR) (Gibco), 1× non-essential amino acids (Gibco), 
1× penicillin/streptomycin (Gibco), 0.055 mM 2-mercaptoethanol 
(Sigma-Aldrich), and basic fibroblast growth factor (bFGF) (10 ng 
ml−1; PeproTech). Human fibroblasts were differentiated from H9 
hESC lines with the OCT4-tdTomato reporter. Human fibroblasts 
were cultured in DMEM, 10% fetal bovine serum (FBS) (Gibco), 1× 
penicillin-streptomycin, and 250 μM vitamin C (Sigma-Aldrich). 
Mycoplasma contamination was routinely tested.

Cell proliferation analysis
Cells were seeded at a density of 1 × 104 ml−1 and harvested by using 
0.05% trypsin after 24, 48, 72, and 96 hours. Viable cells were count-
ed by Cellometer (Life Technologies).

RT-qPCR assay
Total RNA was isolated using the FastPure Cell/Tissue Total RNA 
Isolation Kit (Vazyme) and converted to cDNA using the Reverse 
Transcriptase Kit (Takara). RT-qPCR was performed with the SYBR 
RT-PCR Kit (Takara) on CFX ConnectTM Real-Time system (Bio-
Rad). Primer sequences are listed in table S2.

AP assay
After 12 days of reprogramming, cells were analyzed by AP staining 
using an Alkaline Phosphatase solution kit (Beyotime). Briefly, cells 
were fixed using 4% paraformaldehyde (PFA) for 2 min and then 
washed twice with phosphate-buffered saline (PBS). Subsequently, 
cells were incubated with the indicated bromochloroindolyl phos-
phate/nitro blue tetrazolium dyeing working solution for 10 min at 
room temperature. Cells were then washed twice with PBS to stop 
the reaction.

OP-Puro and EdU incorporation assays
To measure protein synthesis or DNA synthesis, hESCs were incu-
bated for 1 hour in hESC medium supplemented with O-propargyl 
puromycin (OP-Puro) (25 mM final concentration; MedChemExpress) 
or 5-ethynyl-2’-deoxyuridine (EdU) (10 mM final concentration; 
Beyotime). After harvesting by using 0.05% trypsin, the samples 
were fixed for 10 min at room temperature with 4% PFA and washed 
with phosphate-buffered saline with Triton X-100 (PBST) three 
times at 1500 rpm, 5 min per time. OP-Puro or EdU labeling and 
staining of the hESCs were performed using the BeyoClick EdU Cell 
Proliferation Kit with Alexa Fluor 555 (Beyotime) according to the 
manufacturer’s instructions.

Knockdown experiments
Lentiviral vectors (pLKO.1) carrying independent targeting or con-
trol shRNAs (sequences are shown in table S2) were transfected into 
HEK293T cells maintained in DMEM medium using Lipofectamine 
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3000 Transfection Reagent (Invitrogen). Viruses were collected and 
filtered 48 and 72  hours after transfection. Lentiviral infection in 
hESCs was performed as follows: 60 to 70% confluent hESCs were 
incubated with viruses and basal medium as 1:1. In addition, poly-
brene infection reagent (Santa Cruz Biotechnology) was added at 
5 μg ml−1. After 4 hours, hESC medium was used to culture cells. 
For cell collection, hESCs with different shRNAs were harvested by 
using 0.05% trypsin. Cell samples were then collected for Western 
blot or RT-qPCR analysis.

Human fibroblasts were infected with lentiviral particles coding 
for targeting or control shRNA in the presence of polybrene (5 μg 
ml−1) in day 2 of reprogramming. sgRNA sequence was designed by 
CHOPCHOP, and the infection steps were the same as shRNAs. 
And 24 hours later, human fibroblasts were infected again.

Generation of iPSCs and reprogramming 
efficiency evaluation
Human fibroblasts were reprogrammed using hRep medium: basic 
DMEM (Gibco), 10% KSR, 10% FBS, 1× non-essential amino acids, 
1× penicillin/streptomycin, 0.055 mM 2-mercaptoethanol, bFGF 
(10 ng ml−1), 0.5 mM valproic acid (VPA), 10 μM 616452, 0.5 μM 
AM580, 5 μM EPZ004777, 5 μM forskolin (https://www.targetmol.cn/
compound/Forskolin), 0.2 μM PD0325901, and doxycycline (https://
www.targetmol.cn/compound/doxycycline) (2 μg ml−1). The medium 
was changed every 2 days. After 12 days of reprogramming, we counted 
the number of OCT4-tdTomato+ colony and AP+ colony.

Lineage differentiation
For EB differentiation assay, hESCs were dissociated by scraping and 
blowing and then transferred to the ultralow attachment six-well 
plate. For definitive endoderm differentiation assay, hESCs were seed-
ed onto six-well plates and cultured in differentiation media for 3 days 
and fixed for immunocytochemical analysis or harvested for RT-
qPCR. The differentiation media are as follows: day 1: RPMI (Gibco), 
1× penicillin-streptomycin, activin A (100 ng ml−1; PeproTech), and 
3 μM CHIR99021; day 2: RPMI, 1× penicillin-streptomycin, 0.2% 
FBS, and activin A (100 ng ml−1); day 3: RPMI, 1× penicillin-
streptomycin, 2% FBS, and activin A (100 ng ml−1).

For pancreatic differentiation, hESCs were differentiated by a 
previously described protocol (28). The pancreatic differentiation 
media are as follows: days 1 to 3: The media are the same as the de-
finitive endoderm differentiation media. Days 4 to 6: RPMI, 0.5× 
B27, 0.5× N2, 0.05% bovine serum albumin (BSA), 1× penicillin-
streptomycin, and keratinocyte growth factor (KGF) (50 ng ml−1). 
Days 7 to 8: DMEM, 1× B27, 0.05% BSA, 1× penicillin-streptomycin, 
0.25 mM vitamin C, KGF (50 ng ml−1), 0.1 μM LDN-193189, 0.1 μM 
GDC-0449, and 2 μM retinoic acid. Days 9 to 14: DMEM, 1× B27, 
0.05% BSA, 1× penicillin-streptomycin, 0.25 mM vitamin C, 0.1 μM 
LDN-193189, and epidermal growth factor (50 ng ml−1).

Immunostaining
Cells were fixed with 4% PFA for 10 min at room temperature and 
washed with PBST buffer for three times. The cells were then blocked 
in blocking buffer for 1 hour at room temperature and then incu-
bated with the primary antibody overnight at 4°C. After three wash-
es with PBST for 15 min each at room temperature, the secondary 
antibodies were incubated for 1 hour at room temperature. Primary 
and secondary antibodies are listed in table  S1. In addition, cells 
were stained with Hoechst (1:5000) to mark nuclei.

Flow cytometry
In brief, cells were digested into single cells using 0.05% trypsin fol-
lowed by washing with PBS buffer. Then, the cells were fixed by 4% 
PFA for 15 to 30 min and washed with PBST three times at 1500 rpm 
for 5 min per time. Then, cells were blocked with blocking buffer 
followed by incubated with primary antibodies at 4°C overnight. Af-
ter washing cells using PBST for three times at 1500 rpm, cells were 
incubated with secondary antibodies at room temperature for 1 to 
2 hours. All antibodies are detailed in table S1. FACS data were ac-
quired by Beckman CytoFlex and analyzed by CytExpert software.

Teratoma formation
About 4 × 106 hESCs were mixed with 100 μl of Matrigel and subcu-
taneously injected into the dorsal flank of immunodeficient SCID 
Beige mice (Beijing Vital River). After 6 weeks, teratomas were sur-
gically dissected and analyzed with hematoxylin and eosin staining.

ac4C detection and quantification by MS
About 1 μg of total RNAs or 2 μg of poly(A) RNAs was digested by 
nuclease P1 (1 U) (Wako) in 30  μl of buffer containing 20 mM 
CH3COONH4 at 42°C for 2 hours. And then, 10× bacterial AP buffer 
and 4 U/10 μg of bacterial AP (1 U) (TOYOBO) were added for 
2 hours at 37°C. Following digestion, samples were spin-filtered to 
remove enzymatic constituents (Millipore). The nucleosides were 
separated by reverse phase ultraperformance LC on a C18 column 
and detected by SCIEX, QTRAP 6500+ LC-MS/MS triple-quadrupole 
LC mass spectrometer in positive electrospray ionization mode. The 
nucleosides were quantified by using the nucleoside-to-base ion 
mass transitions of 286.1 to 154.1 (ac4C) and 244.1 to 112.0 (C). 
Quantification was performed by comparison with the standard 
curve obtained from pure nucleoside standards run on the same 
batch of samples. The ratio of ac4C to C was calculated from the cali-
brated concentrations.

In vitro transcription of ac4C positive and 
negative RNA probe
DNA oligos with T7 promoter were used as templates for in vitro 
transcription through PCR. The ac4C positive and negative RNA 
probes were then synthesized by in vitro transcription using the HiS-
cribe T7 Yield RNA Synthesis Kit (NEB) following protocol. Special-
ly, when the ac4C positive probe was synthesized, ac4CTP instead of 
CTP was used. The transcribed products were digested by deoxyri-
bonuclease I at 37°C for 1 hour to remove the template DNA and 
then purified with RNA clean & concentrator-25 (Zymo Research). 
Primers used and the sequences of the probes were listed in table S2.

Acetylated RNA immunoprecipitation and sequencing
ac4C RNA immunoprecipitation was performed with several modifi-
cations from previous m6A-seq protocol (29). In brief, 4 μg of anti-
ac4C antibody (Abcam) was prebound to 25 μl of Dynabeads protein 
G (Invitrogen) in PBS at room temperature for 1 hour, and then 4 μg 
of fragmented mRNA was spiked in with 4 pg of ac4C-positive and 
ac4C-negative probe and incubated with the antibody precoated pro-
tein G beads at 4°C for 4 hours in immunoprecipitation (IP) buffer 
[10 mM tris-HCl, 150 mM NaCl, and 0.1% (v/v) Igepal CA-630]. The 
RNA-antibody-beads complex was then washed with IP buffer for 
three times, ac4C-containing RNAs were lastly eluted with ac4CTP 
nucleoside. Both input and IP products were subjected to library con-
struction using the SMARTer Stranded Total RNA-Seq Kit v2 (Takara).

https://www.targetmol.cn/compound/Forskolin
https://www.targetmol.cn/compound/Forskolin
https://www.targetmol.cn/compound/doxycycline
https://www.targetmol.cn/compound/doxycycline
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RNA stability assay
shCTR and shNAT10 hESCs were treated with actinomycin D 
(Sigma-Aldrich) at a final concentration of 5 μg ml−1 for indicated 
time (0, 3, 6, and 9  hours) and collected. The total RNA was ex-
tracted by the Fast Pure Cell/Tissue Total RNA Isolation Kit and 
analyzed by RT-qPCR. The half-life of mRNA was calculated ac-
cording to a previously reported method (30).

CUT&Tag assay
CUT&Tag assay was carried out similarly as described (31). 1 × 105 
shCTR and shNAT10 hESCs were used for sequencing library con-
struction. DNA was amplified using the TruePrep Index Kit V2 (Va-
zyme). For ANP32B library construction, the PCR cycle number 
was 18. For H3K4me3 and H3K27me3 library construction, the 
PCR cycle number was 12. The source of the reagents are listed 
in table S1.

RNA-seq analysis
The clean reads were mapped to human reference genome (hg38) 
using HISAT2 (v2.2.1) with default parameters (32). Samtools (v1.9) 
was used for sorting, indexing, and transforming reads alignment 
results (33). FeatureCounts (v2.0.1) and stringtie (v2.1.4) were ex-
ploited for calculating the raw read counts and the transcripts per 
million for each gene with default parameters (34, 35). Differential 
expression analysis was performed using R package DESeq2 (36). 
Differentially expressed genes were defined on the basis of absolute 
expressional change higher than 1.5-fold [|log2(FC)| > 0.585] and 
false discovery rate (FDR) smaller than 0.05 (FDR ≤ 0.05). GO and 
KEGG enrichment analysis and GO network were performed using 
ClueGO (v2.5.8) and CluePedia (v1.5.8) with right-sided hypergeo-
metric test (37, 38).

acRIP-seq analysis
The clean reads were mapped to human reference genome (hg38) 
using Bowtie2 (v2.4.1) with modified parameters of “--local -k 1 
--no-unal -1” (39). Then, sambamba (0.7.1) was used to filtered out 
the unmapped, duplicated, and mitochondrial reads (40). Last, the 
filtered and deduplicated bam files were exported to R package 
exomePeak2 with default parameters for ac4C peak calling (41). To 
obtain high-confident ac4C peaks, we only retained (i) peaks with at 
least 1.5-fold enrichment in IP relative to input and adjusted P value 
<0.05, (ii) peaks within protein-coding genes, (iii) genes with peaks 
should have fragments per kilobase of transcript per million frag-
ments mapped (FPKM) higher than 1. For differential peak analysis, 
exomePeak2 was used to compare the relative fold enrichment of 
peaks in shCTR and shNAT10 samples, and differential ac4C peaks 
were defined on the basis of at least 1.3-fold of shCTR peaks fold 
enrichment relative to shNAT10 peaks fold enrichment [|log2(shCTR/
shNAT10)| > 0.378] and adjusted P value < 0.05. Motif enrichment 
analysis was performed using Homer (v4.11) with option “-rna” (42). 
IGV and Circos were used to visualize peak abundance and chromo-
somal distribution, respectively (43, 44).

RNA splicing analysis
The clean reads were imported to vast-tools that used VASTDB to 
quantify PSI and PIR in shCTR and shNAT10 hESCs (45). Only 
the splicing events (exon inclusion/exclusion and intron retention) 
with at least 20 actual supporting reads were retained for subse-
quent analysis.

Proteomic analysis
MS experiments were performed on a Q Exactive HF-X instrument 
(Thermo Fisher Scientific). Thermo Raw MS files were analyzed by 
MaxQuant. Uniprot was used to annotate human proteome. Label-
free quantification (LFQ) intensity values were generated to quan-
tify protein expression. Student’s t test was used for significance 
test. Differential proteins were defined if P value < 0.05, and 
protein expressions have at least 1.2-fold change in shCTR and 
shNAT10 samples.

CUT&Tag analysis
The clean reads were mapped to human reference genome (hg38) 
using Bowtie2 (v2.4.1) with modified parameters of “--local 
--very-sensitive-local --no-mixed --no-discordant --phred33 -I 10 
-X 700” (39). Macs2 (v2.1.2) with parameters “-p 1e-5 --keep-dup 
all –broad” was used for histone modification peak calling, and the 
parameters “-p 1e-5 --keep-dup all” was used for ANP32B peak call-
ing (46). Bedtools was used for peak merging, sorting, and intersect-
ing (47). To define bivalent genes, we intersected H3K4me3 and 
H3K27me3 peaks with minimum overlapped fraction of 10% of 
peak length and retained the peaks that are located at promoter re-
gions (2-kb upstream of transcription start sites) of protein-coding 
genes. Bigwig files were generated with bamCoverage function in 
deepTools (v3.4.3) (48) with default parameter settings.

ATAC-seq analysis
Paired-end sequencing was conducted with the Illumina NovaSeq 
6000 with read length of 150 base pairs. The clean reads were 
aligned to the human genome (hg38) using Bowtie2 (v2.2.5) with 
options: --no-discordant --no-unal --no-mixed -X 2000 --local 
(39). The sambamba (v0.7.1) software was used for removing the 
duplicated, unmapped, and mitochondrial reads (40). For ATAC-
seq peak calling, parameters used were macs2 (v2.1.2) callpeak: -p 
1e-5 --nomodel --shift −100 --extsize 200. The peak visualization 
in genome was shown by IGV software. Also, the peak annotations 
were performed with R package ChIPseeker (49), the differential 
ATAC peaks in shCTR and shNAT10 hESCs were identified by R 
package DESeq2 with the thresholds: absolute fold change more 
than 1.3 [|log2(FC)| > 0.378] and adjusted P value < 0.05. Bigwig 
files were generated with bamCoverage function in deepTools 
(v3.4.3) (48) with default parameter settings. For enhancer identifi-
cation, we first selected the ATAC peaks distal to the promoters 
(±100 kb to ±2.5 kb of transcription start sites) and then used 
ROSE software with parameters -g HG38 -s 12500 -t 2500 to define 
the final enhancer regions.

Statistical analyses
Statistical analyses were performed by standard unpaired Student’s 
t test (two-tailed, 95% confidence intervals) using GraphPad Prism 
7. No statistical method was used to predetermine sample size. No 
samples were excluded. The experiments were not randomized. The 
investigators were not blinded to allocation during the experiments 
and outcome assessment.

Supplementary Materials
This PDF file includes:
Figs. S1 to S11
Tables S1 and S2
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