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C A N C E R

APOBEC3A induces DNA gaps through PRIMPOL and 
confers gap-associated therapeutic vulnerability
Ajinkya S. Kawale1, Xiaojuan Ran2, Parasvi S. Patel1, Sneha Saxena1, Michael S. Lawrence1,  
Lee Zou1,2,3*

Mutation signatures associated with apolipoprotein B mRNA editing catalytic polypeptide-like 3A/B (APOBEC3A/B) 
cytidine deaminases are prevalent across cancers, implying their roles as mutagenic drivers during tumorigenesis 
and tumor evolution. APOBEC3A (A3A) expression induces DNA replication stress and increases the cellular de-
pendency on the ataxia telangiectasia and Rad3-related (ATR) kinase for survival. Nonetheless, how A3A induces 
DNA replication stress remains unclear. We show that A3A induces replication stress without slowing replication 
forks. We find that A3A induces single-stranded DNA (ssDNA) gaps through PrimPol-mediated repriming. A3A-
induced ssDNA gaps are repaired by multiple pathways involving ATR, RAD51, and translesion synthesis. Both ATR 
inhibition and trapping of poly(ADP-ribose) polymerase (PARP) on DNA by PARP inhibitor impair the repair of 
A3A-induced gaps, preferentially killing A3A-expressing cells. When used in combination, PARP and ATR inhibitors 
selectively kill A3A-expressing cells synergistically in a manner dependent on PrimPol-generated gaps. Thus, A3A-
induced replication stress arises from PrimPol-generated ssDNA gaps, which confer a therapeutic vulnerability to 
gap-targeted DNA repair inhibitors.

INTRODUCTION
Apolipoprotein B mRNA editing catalytic polypeptide-like 3A 
(APOBEC3A) belongs to the APOBEC family of cytidine deaminases. 
APOBEC3A (A3A) catalyzes the deamination of cytosine to uracil 
in single-stranded DNA (ssDNA) or RNA (1–3). Recent sequencing 
studies on cancer genomes have identified A3A and A3B enzymes as 
key drivers of mutations that promote tumor heterogeneity, tumor 
evolution, and drug resistance (1, 4). A3A/B mutation signature, 
namely, single-base substitution (SBS2) and SBS13, has been identified 
in several different types of cancers, including breast, lung, head-
and-neck, cervical, esophageal, and bladder cancers that abnormally 
express A3A/B (5–7). A3A expression is associated with poor overall 
survival in pancreatic ductal adenocarcinoma and drives chromosomal 
instability and pancreatic cancer metastasis (8). A3A also induces 
PD-L1 expression in cancer and, thus, simultaneously promotes 
mutagenesis and tumor immune evasion (9). Overall, A3A expression 
provides cancer cells with a selective growth and survival advantage.

DNA replication is constantly challenged by obstacles. Upon 
encountering these obstacles, cells slow down or stall ongoing repli-
cation in a transient manner. This stalling or slowing down and acti-
vation of corresponding response pathways is often termed a 
replication stress response. Cells have evolved several DNA damage 
tolerance (DDT) mechanisms to cope with replication stress that 
overcome obstacles and allow continued DNA synthesis. Human cells 
broadly use three distinct DDT mechanisms, (i) PrimPol-dependent 
repriming, (ii) translesion synthesis (TLS), and (iii) RAD51-dependent 
template switching (TS) (10, 11). Replication forks facing obstacles can 
also undergo regression on DNA through a RAD51-mediated process 
called fork reversal, generating four-way DNA structures that stabi-
lize stalled forks and promote their recovery (12–14).

Repriming of DNA synthesis by PrimPol overcomes replication 
obstacles and allows replication fork progression (15). Upon fork 

stalling, repriming by PrimPol allows reinitiation of DNA synthesis 
downstream of the lesion, leaving behind ssDNA gaps that need to be 
filled post-replicatively. PrimPol-generated ssDNA gaps arise in 
various contexts and can act as potential problematic lesions that 
undermine genome integrity by serving as both a cause and consequence 
of replication stress. Fork reversal and PrimPol-dependent repriming 
have been shown to be in direct competition to respond to replication 
stress and loss of fork reversal factors engages PrimPol-dependent 
repriming (16, 17). Inhibition of poly(ADP-ribose) polymerase (PARP) 
leads to RECQ1 activation and promotes the formation of PrimPol-
dependent ssDNA gaps by inhibiting fork reversal (18, 19). Moreover, 
certain PARP inhibitors can also trap PARP at ssDNA gaps and prevent 
their repair/ fill-in post-replicatively leading to gap persistence (20). 
Last, cancers with inactivation of tumor suppressors, such as BRCA1/2-
mutant cancers, or with expression of oncogenes such as Cyclin E1 
harbor PrimPol-generated ssDNA gaps (21).

Although several types of replication stress can lead to ssDNA 
gaps, cells use various pathways to limit the persistence of gaps by 
using post-replicative gap repair/fill-in mechanisms. RAD51 is a key 
factor in the repair of ssDNA gaps post-replicatively (17, 22, 23). 
Studies in yeast have suggested a role for RAD51 in post-replicative 
gap repair in response to alkylating agents (24). RAD51-dependent 
ssDNA gap repair in the G2 phase of the cell cycle was observed in 
avian DT-40 cells where the loss of RAD51 led to the accumulation of 
RPA-bound ssDNA specifically in the G2 phase (23). In human cells, 
RAD51 was shown to be involved in gap repair in the S phase (17). 
In response to bulky lesions, PrimPol-generated gaps are pri-
marily repaired by RAD51 post-replicatively (25). In addition to 
RAD51-dependent repair, TLS and POLQ-dependent pathways have 
also been shown to be important for gap repair or gap suppression 
(17, 26, 27). Overall, there seems to be a balance between the accu-
mulation of gaps and their repair, and cellular changes tilting this 
balance toward gap accumulation can lead to replication stress-
induced genomic instability.

Previously, we have demonstrated that A3A expression induces 
replication stress in cancer cells by increased deamination of cyto-
sine into uracil, which is subsequently excised leaving abasic sites 
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(28). In the absence of ataxia telangiectasia and Rad3-related (ATR) 
activity, A3A-expressing cells accumulate ssDNA leading to increased 
levels of double-stranded breaks (DSBs). As a result, A3A-expressing 
cells are exquisitely sensitive to ATR inhibition (ATRi) (28, 29). 
Other replication inhibitors do not sensitize A3A-expressing cells as 
much as ATRi, suggesting that ATR has a unique function in 
protecting cells against A3A-induced replication stress. These find-
ings raise important questions about the nature of replication stress 
induced by A3A, how A3A expression leads to ssDNA accumula-
tion and increased DSBs, and how ATR protects the genome against 
A3A-induced replication stress.

In this study, we further investigated the nature of replication 
stress induced by A3A. Using single-molecule DNA fiber assays, we 
found that A3A expression induces replication stress without slowing 
down replication forks. Instead, A3A induces ssDNA gaps in nascent 
DNA during DNA replication in a manner dependent on its deaminase 
activity. These ssDNA gaps are generated by PrimPol, which is recruited 
to replication forks encountering A3A-generated uracils and subsequent 
base excision repair (BER) intermediates. We further show that 
A3A-induced ssDNA gaps are repaired by post-replicative repair/ 
fill-in mechanisms dependent on ATR, but not on its downstream 
effector Chk1. Depletion of RAD51 or inhibition of RAD51 with a 
small-molecule inhibitor also blocks gap repair in a manner epistat-
ic with ATRi, suggesting that ATR and RAD51 function in concert 
with gap repair. Notably, A3A-expressing cells are sensitive to 
talazoparib, a PARP inhibitor (PARPi) that efficiently traps PARP at 
ssDNA gaps, and to loss of REV1, which is critical for TLS. Furthermore, 
the combination of ATRi and PARPi displays a strong synergy in killing 
A3A-expressing cells, and TLS inhibitor (TLSi) also enhances the 
killing of A3A-expressing cells by ATRi. Together, our findings provide 
valuable insights into the nature of A3A-induced replication stress 
and the DNA repair pathways responding to it, suggesting that therapies 
combining ATRi with PARPi or TLSi may be effective strategies to 
eliminate A3A-expressing cells in tumors.

RESULTS
A3A induces replication stress without slowing 
replication forks
We and others recently showed that A3A-mediated cytidine deami-
nation induces replication stress (28, 29). To understand how A3A 
induces replication stress, we conditionally expressed A3A in the 
human osteosarcoma cell line U2OS and used phosphorylated Chk1 
(p-Chk1S317), a substrate of ATR, as a surrogate to detect replication 
stress. Consistent with our previous report, A3A expression led to 
an increase of p-Chk1S317 compared to control cells (28). To quanti-
tatively assess the level of A3A-induced replication stress, we compared 
the level of A3A-induced p-Chk1S317 with that induced by hydroxyurea 
(HU), an inhibitor of DNA replication. Treatment of cells with in-
creasing concentrations of HU led to an expected dose-dependent 
increase of pChk1S317 (Fig. 1A). Notably, the level of p-Chk1S317 in A3A-
expressing cells was comparable to that in cells treated with 100 μM 
HU, but much lower than that in cells treated with higher concen-
trations of HU (Fig. 1A). Thus, A3A expression in the inducible cell 
line generates a detectable but relatively modest level of replication stress.

Since replication stress is commonly associated with slowing or 
stalling of replication forks, we next tested whether A3A expres-
sion reduces replication fork speed using the DNA fiber assay. 
We sequentially labeled nascent DNA with thymidine analogs 

5-chloro-2′-deoxyuridine (CldU) and 5-iodo-2′-deoxyuridine (IdU), 
and then analyzed the length of labeled replication tracts in DNA 
fibers. To compare the effects of A3A and HU on fork speed, 
cells were either treated with doxycycline (DOX) to induce A3A 
expression for 48 hours before labeling or treated with HU for 
1 hour during the IdU labeling. In both A3A-expressing and HU-
treated cells, DNA replication forks encounter replication stress 
during IdU labeling, allowing us to examine the effects on fork 
speed by measuring the length of IdU-labeled tracts. As expected, 
the treatment of cells with HU led to a dose-dependent slowing of 
replication forks (Fig. 1, B and C). In particular, cells treated with 
100 μM HU showed an approximately twofold reduction in fork 
speed. Unexpectedly, however, although cells induced to express 
A3A and cells treated with 100 μM HU displayed similar levels of 
replication stress as indicated by p-Chk1S317, A3A expression did 
not slow down replication forks as 100 μM HU did (Fig. 1, B and 
C). To validate the results from U2OS cells, we inducibly expressed 
A3A in human colon adenocarcinoma HCT15 and human mammary 
epithelial MCF10A cell lines (fig. S1, A and B). Consistent with 
our results from U2OS, A3A expression did not lead to a slow-
down of forks but increased p-Chk1S317 levels (fig. S1, A and B). 
These results suggest that A3A expression induces replication stress 
without slowing replication forks.

A3A induces PrimPol-generated ssDNA gaps through 
cytosine deamination
When replication forks encounter various types of impediments on 
DNA, multiple DDT pathways are activated to help forks overcome 
impediments and continue DNA synthesis (Fig. 2A). One of the DDT 
pathways is driven by PrimPol-mediated repriming, which allows 
replication forks to resume DNA synthesis ahead of stalled DNA 
polymerases but leaves behind ssDNA gaps. Another DDT pathway is 
mediated by fork reversal, which is driven by fork-remodeling factors 
including SMARCAL1, ZRANB3, and HLTF. Notably, whereas fork 
reversal tends to slow down replication forks, PrimPol-mediated 
priming does not (16, 30). Our observation that A3A induces repli-
cation stress without slowing replication forks raised the possibility 
that PrimPol-mediated repriming is activated in response to A3A 
expression.

To test whether A3A expression leads to ssDNA gaps in nascent 
DNA, we used the S1 nuclease, which specifically cleaves ssDNA, 
into the DNA fiber assay (31). Upon sequential labeling of nascent 
DNA with CldU and IdU, DNA fibers were digested with the S1 
nuclease. If ssDNA gaps were present in nascent DNA, then the 
length of IdU+ tracts would be shortened by S1. In cells induced to 
express wild-type A3A (A3AWT), IdU+ tract length was shortened 
compared to that in uninduced control cells (Fig. 2B, lanes 3 and 4), 
showing the induction of ssDNA gaps by A3AWT. In contrast to A3AWT, 
the catalytically dead A3AE72A mutant did not induce ssDNA gaps 
(Fig. 2B, lanes 5 and 6; and fig. S2, A to D). In HCT15 and MCF10A 
cells conditionally expressing A3AWT, A3AWT also induced ssDNA 
gaps, confirming this effect of A3A in different cancer and non-
cancerous cells (fig. S2, E and F). Thus, the cytidine deaminase activity 
of A3A induces ssDNA gaps in nascent DNA.

Next, we investigated whether A3A-induced ssDNA gaps were 
generated by PrimPol. The knockdown of PrimPol using two inde-
pendent small interfering RNAs (siRNAs) in A3A-expressing cells 
almost completely reversed the shortening of replication tracts by S1 
(Fig. 2C and fig. S2G), showing the presence of PrimPol-generated 
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ssDNA gaps. To confirm this result, we generated U2OS PrimPol 
knockout (KO) cell lines and tested the effects of A3A expression on 
ssDNA gaps with the S1 fiber assay. Using two independent PrimPol 
KO clones, we confirmed the presence of PrimPol-generated ssDNA 
gaps in A3A-expressing cells (Fig. 2D and fig. S2H). These results 
suggest that A3A induces PrimPol-generated ssDNA gaps. Consistent 
with the induction of ssDNA gaps by A3A, we observed an increase 
in phospho-Chk1 (p-Chk1) levels in A3A-expressing cells (fig. S2I), 
which may reflect the activation of ATR by ssDNA gaps. However, 

the knockdown of PrimPol did not substantially reduce p-Chk1 levels 
(fig. S2I), suggesting that A3A can induce ssDNA gaps through 
PrimPol-independent mechanisms. It is possible that both PrimPol 
and DNA polymerase α (Pol α)-primase contribute to the A3A-induced 
repriming and formation of ssDNA gaps. Loss of PrimPol may prevent 
gap formation on the leading strand and the cleavage of replication 
tracts by the S1 nuclease, but A3A-induced gaps can still form on 
the lagging strand by Pol a-primase.

The induction of ssDNA gaps by A3A is influenced by the 
choice of DDT pathways
Previous studies by us and others suggested that fork reversal and 
PrimPol-mediated repriming are competing DDT pathways at stressed 
forks (16, 17, 19, 20). When both fork reversal and repriming are 
activated in cells, loss of fork reversal is expected to increase repriming 
(Fig. 2A). Upon the simultaneous knockdown of SMARCAL1, 
HLTF, and ZRANB3 in A3A-expressing cells (fig. S2J), the level of 
A3A-induced ssDNA gaps, as revealed by the S1-dependent shortening 
of replication tracts, was increased (Fig. 2E, lanes 1, 2, 5, and 6). This 
result suggests that both fork reversal and repriming are activated by 
A3A, and the choice between these two DDT pathways influences 
the induction of ssDNA gaps by A3A.

PARP1 promotes the accumulation of reversed forks by inhibiting 
the RECQ1 helicase, which resolves reversed forks (18). Therefore, 
PARP inhibitor (PARPi) is expected to decrease fork reversal in favor 
of repriming (Fig. 2A). Consistent with our recent studies (20), 
PARPi increased ssDNA gaps in the absence of A3A (Fig. 2F, lanes 
1, 2, 5, and 6). In A3A-expressing cells, PARPi enhanced the shortening 
of replication tracts by S1 (Fig. 2F, lanes 4 and 8), suggesting an 
increase of ssDNA gaps. These results lend further support to the 
notion that promoting PrimPol-mediated repriming in A3A-expressing 
cells increases ssDNA gaps.

Recent studies have shown a synthetic lethal relationship between 
loss of HMCES and A3A expression (32). We tested whether HMCES 
plays a role in suppressing A3A-induced ssDNA gaps. Consistent 
with previous results (33), we observed a slowing of replication 
forks in A3A-expressing cells after loss of HMCES suggesting that 
HMCES helps maintain replication fork speed in A3A-expressing 
cells (fig. S3). Loss of HMCES itself led to a shortening of replication 
tracts after S1 treatment indicative of ssDNA gaps. However, depletion 
of HMCES in A3A-expressing cells did not lead to a further reduction 
in IdU tract lengths compared to A3A-expressing cells proficient 
in HMCES.

A3A triggers PrimPol through UNG-generated abasic sites
A3A-mediated cytidine deamination generates uracil in genomic 
DNA, which is excised by uracil glycosylases to give rise to abasic 
sites during BER. To understand whether PrimPol-mediated rep-
riming is triggered by A3A-induced abasic sites, we knocked 
down the uracil glycosylase UNG, the primary glycosylase re-
moving genomic uracil (34), in A3A-expressing cells and tested its 
effects on replication tracts. Depletion of UNG in A3A-expressing 
cells reduced replication fork speed (fig. S4A, lanes 1 and 3). In 
addition, loss of UNG in A3A-expressing cells reduced the shorten-
ing of replication tracts by S1, which is evident by the reduced ratio 
of tract length between untreated and S1-treated fibers (fig. S4, A 
and B). Why replication forks slowdown in the absence of UNG still 
requires further investigation. Nonetheless, the reduction in S1-
dependent shortening of replication tracts in UNG-depleted cells 

A

B
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Fig. 1. A3A expression induces replication stress but does not slow down rep-
lication forks. (A) U2OS-A3A cells were treated with either indicated concentra-
tions of HU for 1 hour or with doxycycline (DOX; 200 ng/ml) to induce A3A for 
48 hours before processing samples for Western blot analysis. (B) Top: Scheme for 
DNA fiber analysis of samples treated with HU (left) or A3A (right). Bottom: Repre-
sentative images of DNA fibers of samples treated with appropriate concentrations 
of HU or with A3A expression. All scale bars are 40 pixels in width. (C) Quantification 
of 5-iodo-2′-deoxyuridine (IdU) tract lengths in U2OS cells for the respective samples 
shown in (B). 0 μM HU sample was the same as wild type (WT) in (B). (D and 
E) Quantification of IdU tract lengths of control and A3A-expressing MCF10A and 
HCT15 cells. For (C) to (E), the black horizontal line indicates the median IdU tract 
length from at least 125 fibers quantified from two independent experiments 
(n > 125). Statistical significance was determined by one-way analysis of variance 
(ANOVA) using Tukey’s multiple comparisons test in (C) or using an unpaired two-
tailed t test in (D) and (E).



Kawale et al., Sci. Adv. 10, eadk2771 (2024)     19 January 2024

S c i e n c e  A d v a n c e s  |  R e s e ar  c h  A r t i c l e

4 of 14

A B

C
D

E F

Fig. 2. A3A expression induces ssDNA gaps in a PRIMPOL-dependent manner. (A) Model depicting a competition between PrimPol-dependent repriming and fork 
reversal when replication forks encounter A3A-induced DNA lesions. Fork reversal is inhibited in the presence of PARPi or by loss of fork reversal factors HLTF, SMARCAL1, 
and ZRANB3. (B) A3A deaminase activity generates ssDNA gaps. (C and D) A3A induces ssDNA gaps in a PrimPol-dependent manner. U2OS-A3A cells depleted of PrimPol 
with 10 nM small interfering RNAs (siRNAs) in (C) or two independent U2OS-A3A PrimPol KO clones in (D) were used to detect IdU-positive replication tracts. (E and 
F) U2OS-A3A cells were depleted of all three fork reversal factors SMARCAL1, HLTF, and ZRANB3 with 5 nM siRNA each in (E) or were treated with 100 nM talazoparib dur-
ing the IdU labeling period in (F) and processed for DNA fiber analysis. The black horizontal line indicates the median IdU tract length from more than 125 IdU-positive 
replication tracts having a CldU-IdU double-positive signal from three independent experiments (n > 125). Statistical significance was determined by one-way ANOVA 
using Tukey’s multiple comparisons test.
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suggests that UNG contributes to the formation of ssDNA gaps 
by PrimPol.

SMUG1 is another glycosylase that may process genomic uracil 
as a backup for UNG and contribute to the formation of PrimPol-
dependent ssDNA gaps (26). To determine whether SMUG1 con-
tributes to the formation of ssDNA gaps in A3A-expressing cells, we 
depleted SMUG1 in A3A-expressing cells and analyzed its effects on 
replication tracts. In contrast to the loss of UNG, the depletion of 
SMUG1 did not slow replication forks or alter the level of ssDNA 
gaps (fig.  S4, A and B). These results suggest that A3A-generated 
genomic uracil is primarily processed by UNG, giving rise to abasic 
sites that impede DNA polymerases and trigger PrimPol-mediated 
repriming.

PARP and TLS are involved in the response to A3A-induced 
ssDNA gaps
While PrimPol-mediated repriming allows replication forks to 
continue DNA synthesis when encountering certain types of 
impediments, PrimPol-generated ssDNA gaps could be a source of 
genomic instability if not repaired properly (Fig. 3A). To under-
stand how A3A-induced gaps are repaired, we sought to establish an 
assay to follow the removal of gaps after they are formed during DNA 
replication. We pulse-labeled nascent DNA in A3A-expressing 
cells and then used the S1 fiber assay to measure the levels of ssDNA 
gaps in labeled replication tracts over time (Fig. 3B). The levels of 
A3A-induced gaps, as indicated by the S1-dependent shortening of 
replication tracts, were gradually reduced over time. Notably, A3A-
induced ssDNA gaps were largely removed 16 hours after they were 
generated in nascent DNA. Thus, we established an assay to follow 
the repair of A3A-induced gaps, allowing us to test the effects of var-
ious DDR proteins or drugs on gap repair in A3A-expressing cells.

TLS is a DDT pathway that allows replication forks to bypass cer-
tain types of DNA lesions. Notably, TLS was recently shown to re-
pair ssDNA gaps in BRCA1/2-deficient cells (17, 35). Furthermore, 
an A3A-induced mutation signature in cancer cells is dependent on 
REV1, a key player in TLS (6). To test whether TLS is involved in the 
repair of A3A-induced gaps, we pulse-labeled nascent DNA in A3A-
expressing cells, and then followed gap repair in the presence or 
absence of a REV1 inhibitor (TLSi), JH-RE-06. In the presence of 
TLSi, the removal of gaps at 16 hours after labeling was modestly 
reduced (Fig. 3C), suggesting that TLS is a contributor to gap repair. 
The knockdown of REV1 with siRNA did not affect the formation of 
A3A-induced gaps right after nascent DNA labeling and slightly 
increased the S1-dependent shortening of replication tracts (Fig. 3D, 
lanes 3, 4, 7, and 8), supporting the idea that TLS is involved in the 
repair but not the formation of A3A-induced gaps. REV1 knock-
down reduced fork speed and increased ssDNA gaps even in the 
absence of A3A (Fig. 3D, lanes 1, 2, 5, and 6), suggesting that TLS 
may also respond to spontaneous gaps during replication.

We recently showed that PARPi induces PrimPol-generated 
ssDNA gaps in nascent DNA and the trapping of PARP1/2 by PARPi 
on DNA prevents gap repair, giving rise to persistent ssDNA gaps 
that are converted to DSBs in a cell cycle–dependent manner (20). 
The similarities between PARPi- and A3A-induced ssDNA gaps 
raise the possibility that PARPi may also affect the repair of A3A-
induced gaps. Talazoparib, a PARPi that traps PARP1/2 efficiently, 
reduced the repair of A3A-induced gaps at 16 hours after labeling 
(Fig. 3E). Thus, PARP is engaged in the response to A3A-induced 
ssDNA gaps and the trapping of PARP by PARPi blocks gap repair.

ATR and RAD51 are critical for the repair of A3A-generated 
ssDNA gaps
We previously showed that ATR inhibition led to ssDNA accumula-
tion in A3A-expressing cells (28), raising the possibility that ATR is 
involved in gap repair. To test this possibility, we pulse-labeled 
nascent DNA and then followed gap repair in the presence and 
absence of the ATR inhibitor (ATRi) VE-821. ATRi markedly 
reduced the removal of gaps at 16 hours after labeling (Fig.  4A), 
showing that ATR is a critical regulator of the repair of A3A-induced 
gaps. Notably, when cells were exposed to ATRi during IdU labeling 
(fig. S5A, lanes 5 and 6), ATRi reduced fork speed and increased 
ssDNA gaps even in the absence of A3A. The effect of ATRi on fork 
speed, which is likely a result of increased origin firing upon ATR 
inhibition, is consistent with previous studies (36, 37). The induc-
tion of ssDNA gaps by ATRi suggests that ATR is involved in the 
response to spontaneous gaps during replication. In A3A-expressing 
cells, ATRi also slowed replication forks and slightly reduced IdU+ 
tract length after S1 treatment (fig. S5A, lanes 3, 4, 7, and 8), indicating 
the accumulation of both A3A-induced and spontaneous gaps. 
These results support the notion that ATRi does not affect the for-
mation of A3A-induced gaps but blocks gap repair.

Chk1 is the key effector kinase of ATR in DNA repair and the 
replication checkpoint response (38). However, in contrast to 
ATRi, the Chk1 inhibitor (Chk1i) only modestly reduced the 
removal of A3A-induced gaps at 16 hours after labeling (fig. S5B). 
This result suggests that the function of ATR in the repair of A3A-
induced ssDNA gaps is only partially mediated by Chk1. ATR 
regulates the loading of RAD51 at DNA breaks and stalled replica-
tion forks to promote break repair through homologous recombi-
nation (HR) and fork protection (39, 40). To investigate whether 
ATR promotes gap repair through RAD51, we first tested whether 
RAD51 is required for the repair of A3A-induced gaps. Similar to 
ATRi, the RAD51 inhibitor (RAD51i) B02 markedly reduced the 
removal of gaps at 16 hours after labeling (Fig. 4C), showing that 
RAD51 is critical for gap repair. The inhibitory effects of ATRi and 
RAD51i on gap repair were similar, and the combination of ATRi 
and RAD51i blocked gap repair identically to RAD51i alone 
(Fig.  4, C and D), suggesting that ATR promotes gap repair by 
regulating RAD51. When A3A-expressing cells were exposed to 
RAD51i during nascent DNA labeling, RAD51i did not affect the 
formation of A3A-induced ssDNA gaps (fig. S5C). Together, these 
results suggest that ATR and RAD51 act through the same path-
way to promote gap repair. The requirement of RAD51 for the re-
pair of A3A-induced gaps prompted us to test whether the HR 
pathway is involved. Unexpectedly, the knockdown of BRCA2, 
which plays a key role in loading RAD51 onto ssDNA in the canonical 
HR pathway, did not affect the repair of A3A-induced gaps 
(fig.  S5D). Furthermore, in the presence of RAD51i, BRCA2 
knockdown did not further alter gap repair. Thus, the BRCA2-
mediated canonical HR pathway is not responsible for the repair 
of A3A-induced gaps, raising the possibility that A3A-induced 
gaps are repaired by a RAD51-dependent and HR-related pathway.

Blocking gap repair selectively kills A3A-expressing cells
While PrimPol-generated ssDNA gaps do not kill cells immediately, 
these gaps, if not repaired properly, can be converted into DSBs in 
the next cell cycle during the S phase when the gaps collide with 
replication forks, leading to cell death in a cell cycle–dependent 
manner (20). Thus, we asked whether increasing gap formation and/
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or blocking gap repair in A3A-expressing cells results in synthetic 
lethality. As shown in our previous studies, induction of A3A 
expression increased the ATRi sensitivity of cells (Fig. 5A) (28), 
supporting the idea that blocking gap repair in A3A-expressing cells 
is synthetic-lethal. Because TLS allows replication forks to bypass 
impediments, loss of TLS is expected to increase stalling of DNA 
polymerase, which elevates repriming, gap formation, and ATRi 
sensitivity. Consistent with this possibility, the knockdown of REV1 
increased ATRi sensitivity even in the absence of A3A (Fig. 5B). In 
A3A-expressing cells, the knockdown of REV1 further increased 
ATRi sensitivity (Fig. 5B). Similar observations were made when 
A3A-expressing cells were treated with ATRi and TLSi (Fig. 5C). In 
contrast to TLS inhibition, loss of UNG is expected to reduce abasic 
sites, which decreases polymerase stalling, repriming, gap formation, 
and ATRi sensitivity. The knockdown of UNG reduced the ATRi 
sensitivity of A3A-expressing cells (Fig.  5D). Additional SMUG1 

depletion did not alter ATRi sensitivity further (fig. S6). Together, 
these results suggest that the sensitivity of A3A-expressing cells to 
ATRi can be modulated by repair pathways affecting gap levels. The 
ability of PARPi to induce gaps and block gap repair prompted us to 
test if A3A-expressing cells are sensitive to PARPi. We observed that 
expression of A3A increased the sensitivity of cells to talazoparib 
(Fig. 5E).

The increased sensitivity of A3A-expressing cells to talazoparib 
prompted us to investigate whether high levels of APOBEC muta-
tional signatures correlate with high talazoparib sensitivity in cancer 
cells. To test this, we analyzed whole exome sequencing data from 
cell lines in the Cancer Cell Line Encyclopedia (CCLE) database. 
We used non-negative matrix factorization (NMF) to decompose 
APOBEC mutational signatures and selected the cell lines with at least 
10% of their mutations assigned to A3A/B (referred to as APOBEC+ 
cell lines) (2, 39). We observed a strong inverse correlation between 

A B

C D E

Fig. 3. ssDNA gaps induced upon A3A expression are repaired over time and can be made persistent by trapping PARP. (A) Model depicting the hypothesis for the 
mechanism of repair of A3A-induced PrimPol-generated ssDNA gaps. (B) Top: Experimental scheme. After CldU and IdU labeling, A3A-expressing cells were allowed to 
recover in media for 0, 4, 8, 16, or 24 hours followed by treatment with S1 nuclease. Bottom: Quantification of IdU tract lengths showing repair of A3A-induced ssDNA gaps 
(C) Experimental scheme for testing the role of TLSi in gap repair. After CldU and IdU labeling, A3A-expressing cells were either treated with S1 immediately or 
were allowed to recover in media containing 10 μM TLSi (JH-RE-06) for 16 hours before S1 treatment. (D) Experimental scheme for testing the role of TLS in gap formation. 
U2OS-A3A cells were depleted of REV1 and processed for DNA fiber analysis. (E) Cells were recovered in media containing 100 nM PARPi (talazoparib) for 16 hours before 
S1 treatment. The black horizontal line indicates the median IdU tract length from more than 150 IdU-positive replication tracts having a CldU-IdU double-positive signal 
from three independent experiments (n > 150). Statistical significance was determined by one-way ANOVA using Tukey’s multiple comparisons test.
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the APOBEC mutational signature and the IC50 (median inhibitory 
concentration) of talazoparib across 39 cell lines of head-and-neck 
cancer, a tumor type that generally harbors high APOBEC activity 
(fig. S7A). However, this trend was not readily observed in other 
tumor types (fig. S7, B to D). Thus, APOBEC mutational signatures 
correlate with talazoparib sensitivity in some but not all APOBEC+ 
cancers.

The lack of correlation between APOBEC mutational signatures 
and talazoparib sensitivity in many APOBEC+ cancers raises the 
possibility that talazoparib alone is not sufficient to fully exploit 
A3A-induced gaps. This idea prompted us to investigate whether the 
combination of ATRi and PARPi can eliminate A3A-expressing cells 

more effectively than ATRi and PARPi alone. We treated A3A-
expressing cells with both ATRi and PARPi and measured cell 
viability. These cells displayed a marked hypersensitivity when 
they were treated with both ATRi and PARPi, compared to uninduced 
cells or treated with ATRi or PARPi alone (Fig. 5, F and G). To 
determine whether the effects of ATRi and PARPi are syner-
gistic, we used the Bliss method to calculate the synergy score 
for ATRi and PARPi (41). ATRi and PARPi were synergistic even 
in uninduced cells, but the synergy was further increased in A3A-
expressing cells (Fig.  5, H to J). Thus, ATRi and PARPi display a 
stronger synergy in the presence of A3A, providing a strategy to 
preferentially kill A3A-expressing cells.
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using Tukey’s multiple comparisons test.



Kawale et al., Sci. Adv. 10, eadk2771 (2024)     19 January 2024

S c i e n c e  A d v a n c e s  |  R e s e ar  c h  A r t i c l e

8 of 14

0 1 2.5 5 0 1 2.5 5

0.00
0.25
0.50

[Talazoparib], nM

40

WT

[A
TR

i],
M

A3A

60
80
100

G

40

60

80

100

%
Vi
ab
ilit
y

−

− + − +− + − +

− − + +− − + +

A3A

PARPi (2.5 nM)

ATRi (0.5 M)

− − −+ + + +

**

****

****E F

0 50 100
20

40

60

80

100

%
 V
ia
bi
lit
y

WT
WT + DOX

C DA

0 1 2 3 4 5
0

50

100

[ATRi], µM

%
 V
ia
bi
lit
y

WT

WT + DOX

B

0 2 4 6 8 10

10

100

[ATRi] (µM)

%
 V
ia
bi
lit
y

siCtrl
siREV1
siCtrl + A3A
siREV1 + A3A

2.5 5.0 10.0
1

10

100

%
 V
ia
bi
lit
y

Control
+ A3A
+ 2 M TLSi
+ A3A + 2 M TLSi

0 2 4 6 8 10

10

100

%
 V
ia
bi
lit
y

siCtrl
siUNG2
siCtrl + A3A
siUNG2 + A3A

MethodMost synnergistic
 area scoreSynnergy score

Bliss6.899.12WT

Bliss13.9418.52A3A

1
2.5

5

250

500
40
30
20
10
0
10
20
30
40

PAR
Pi (n

M)

ATRi (nM)

0

250

500

0 1 2.5 5
PARPi (nM)

AT
R
i (
nM

)

0 20 40
Bliss synergy score: 18.517

Bliss synergy score: 18.517
0 10 20 30 40

0

250

500

0 1 2.5 5
PARPi (nM)

AT
R
i (
nM

)

0 10 20

Bliss synergy score: 9.125

Bliss synergy score: 9.125

1
2.5

5

250

500

20
15
10
5
0
5
10
15
20

PARP
i (nM

)

ATRi (nM)

0 5 10 15 20

H

I J

[ATRi] (µM) [ATRi] (µM)

[Talazoparib] (nM)

−40 −20

−40 −30 −20 −10

−20 −10

−20 −15 −10 −5

−
−
−
−

Fig. 5. ATRi and PARPi treatment is synergistic in killing A3A-expressing cells. (A) U2OS-A3A cells were treated with increasing concentrations of ATRi 
(VE-821). Viability was measured using CellTiter-Glo 5 days after ATRi treatment and normalized to the untreated control. Data represent means with SD (n = 3). 
(B) siREV1 (10 nM) was added 48 hours before treatment with ATRi. Data represent means with SD (n = 3). (C) Similar to (A) except 2 μM TLSi (JH-RE-06) 
was added along with ATRi. Data represent means with SD (n = 3). (D) siUNG (10 nM) was added 48 hours before treatment with ATRi (n = 3). (E) Similar to (A) 
except cells were treated with talazoparib. Data represent means with SD (n = 3). (F) Viability of WT or A3A-expressing cells in the presence of 2.5 nM talazoparib, 
0.5 μM VE-821, and combination. Data represent means with SD (n = 4). (G) Heatmap of the viability of WT or A3A-expressing cells for all concentrations tested 
for ATRi and PARPi. (H to J) Synergy scores calculated for ATRi and PARPi treatment for A3A-expressing cells in (I) and control cells in (J) with the Bliss method 
using SynergyFinder 3.0. Statistical significance was determined by one-way ANOVA using Tukey’s multiple comparisons test. Viability curves were generated 
using a curve fit nonlinear regression model.



Kawale et al., Sci. Adv. 10, eadk2771 (2024)     19 January 2024

S c i e n c e  A d v a n c e s  |  R e s e ar  c h  A r t i c l e

9 of 14

To further probe this, we tested whether endogenous A3A/B 
activities are associated with the sensitivity of cancer cells to ATRi 
and PARPi. We tested a panel of cancer cell lines known to have 
different levels of endogenous A3A/B activities against ATRi and 
PARPi. TOV21G and MDA-MB-453 are two cell lines with high 
A3A/B activities, whereas SKBR3 is a cell line with low A3A/B activities. 
We find that TOV21G and MDA-MB-453 are much more sensitive to 
ATRi and PARPi than SKBR3 (fig. S8A). Furthermore, ATRi and PARPi 
displayed a strong synergy in killing TOV21G and MDA-MB-452 
cells, but not SKBR3 cells (fig. S8A). Thus, the sensitivity of cancer cells 
to ATRi and PARPi, as well as the combination of ATRi and PARPi, 
correlates with endogenous A3A/B activities.

We then asked whether endogenous A3A expression in cancer 
cells is sufficient to render them susceptible to ATRi and talazoparib. 
Using quantitative polymerase chain reaction (qPCR), we confirmed 
that NCI-H2347 is a cell line that expresses endogenous A3A, 
whereas A3A expression is undetectable in SKBR3 (fig.  S8B). We 
treated these cell lines with ATRi and PARPi and then analyzed the 
levels of γH2AX, a marker of DNA damage. In NCI-H2347, we 
observed an increase in γH2AX after treatment with ATRi, PARPi, 
or both, showing that ATRi and PARPi induce DNA damage efficiently 
in A3A-expressing cells (fig. S8C). Moreover, the induction of 
γH2AX by ATRi and PARPi in NCI-H2347 cells was suppressed by 
the knockdown of endogenous A3A (fig. S8C), confirming that 
endogenous A3A is responsible for the DNA damage induction by 
ATRi and PARPi. In contrast to NCI-H2347, treatment of SKBR3 
with A3A siRNA did not affect ATRi and PARPi induced γH2AX 
(fig. S8C). Thus, as observed in NCI-H2347 cells, the endogenous 
A3A in cancer cells can render cancer cells suspectable to ATRi and 
PARPi treatments.

The sensitivity of A3A-expressing cells to ATRi and PARPi is 
dependent on gaps
If PrimPol-generated ssDNA gaps are the cause of ATRi and PARPi 
sensitivities in A3A-expressing cells, one would predict that loss 
of PrimPol should render cells resistant to ATRi and PARPi. The 
knockdown of PrimPol reduced the sensitivity of A3A-expressing 
cells to ATRi and PARPi (Fig.  6, A and B). Moreover, PrimPol 
depletion also reduced the sensitivity of A3A-expressing cells to 
combined ATRi and PARPi treatment (Fig. 6, C and D). These 
results support the idea that PrimPol-generated gaps confer ATRi 
and PARPi sensitivity in A3A-expressing cells.

The resistance of A3A-expressing cells to ATRi and PARPi 
upon PrimPol loss raised a question about how these cells sur-
vive replication stress without PrimPol. Because both repriming 
and TLS pathways allow replication forks to continue DNA 
synthesis when encountering impediments, we asked whether 
PrimPol-depleted cells use TLS as a backup mechanism to cope 
with replication stress. Notably, while PrimPol depletion in A3A-
expressing cells reduced their ATRi sensitivity, co-depletion of 
PrimPol and REV1 completely restored the ATRi sensitivity and 
even rendered A3A-expressing more sensitive to ATRi than 
before PrimPol loss (Fig. 6E). Similarly, the knockdown of 
Rad18, a ubiquitin ligase that promotes TLS, also restored the 
ATR sensitivity of PrimPol knockdown cells (Fig. 6F). Together, 
these results suggest that PrimPol-mediated repriming is the 
primary pathway to respond to A3A-induced impediments (e.g., 
abasic sites and uracil), but TLS can act as a backup pathway 
when PrimPol is lost (Fig. 7).

DISCUSSION
A3A/B are major drivers of mutagenesis in a broad spectrum of 
cancers, contributing to tumorigenesis, tumor evolution, and thera-
peutic resistance (5, 42). Therefore, eliminating A3A/B activities or 
A3A/B-expressing tumor cells is an attractive strategy to improve 
cancer therapy (43). In addition to the development of A3A/B-
specific inhibitors, identifying cancer drugs that effectively exploit 
A3A/B-induced cellular vulnerabilities is another promising 
approach (43–45). Previous studies by us and others showed that 
A3A expression induces DNA replication stress, which is associated 
with increased levels of ssDNA (28, 29). The A3A-induced replica-
tion stress renders cells increasingly dependent on the ATR kinase 
for survival, providing an opportunity to selectively eliminate A3A-
expressing tumor cells. Nonetheless, how ATR induces replication 
stress is not fully understood, why ATRi selectively kills A3A-
expressing cells still needs a mechanistic explanation, and whether 
the efficacy of ATRi in eliminating A3A-expressing cells can be 
improved remains unknown. In this study, we have addressed these 
important questions.

Our data in this study revealed that A3A induces PrimPol-generated 
ssDNA gaps, explaining the elevated levels of ssDNA that we 
previously observed in A3A-expressing cells (28). Of note, a pre-
vious study implicated PrimPol in the suppression of APOBEC/
AID-mediated mutagenesis (46), but the role of PrimPol in the 
response to A3A-induced replication stress has not been reported. 
While PrimPol-mediated repriming helps replication forks continue 
DNA synthesis in the presence of impediments, it leaves behind 
ssDNA gaps (15, 31, 47). PrimPol-generated ssDNA gaps are well 
tolerated in cells when replication stress is low and ssDNA gap 
repair is efficient, allowing PrimPol to promote stress tolerance and 
cell survival (25). However, when replication stress is high or gap 
repair is compromised, PrimPol-generated ssDNA gaps can accumulate 
to high levels and impose a threat to genomic integrity (17, 26, 30). 
We recently showed that PrimPol-generated ssDNA gaps in BRCA-
deficient cells, if not repaired properly, can lead to DNA DSBs in 
a cell cycle–dependent manner (20). Furthermore, high levels of 
ssDNA can trigger a replication catastrophe, killing replicating cells 
(20). Thus, our data shed light on the nature of A3A-induced 
replication stress, explaining how modest A3A expression induces 
ssDNA without slowing replication forks and why high A3A expression 
can generate DSBs and promote cell death.

Our data also suggest possible mechanisms to explain how A3A 
activates PrimPol. The cytosine deaminase activity of A3A is required 
for the formation of PrimPol-generated gaps, suggesting that A3A-
generated uracil is involved. Loss of UNG reduces but does not 
eliminate A3A-induced gaps, suggesting that the conversion of 
uracil to abasic sites contributes to PrimPol activation. It is possible 
that the stalling of DNA polymerases by abasic sites leads to un-
coupling of helicase and polymerases at replication forks, generating 
RPA-coated ssDNA and recruiting PrimPol to reprime for DNA 
synthesis (47). Notably, UNG loss slows replication forks even in the 
absence of A3A, indicating that unprocessed uracil in the genome 
may also impede the progression of DNA polymerases. It is conceivable 
that unprocessed uracil also contributes to ssDNA formation and 
PrimPol activation at stressed forks, although less efficiently than 
abasic sites, explaining the PrimPol-dependent but UNG-independent 
gaps that we observed in A3A-expressing cells.

The mechanisms by which A3A-induced and PrimPol-generated 
gaps are repaired have emerged from this study. Although previous 
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studies have linked HR to the suppression of APOBEC-induced 
mutagenesis (48–50), it was not clear whether HR is involved in the 
response to A3A-induced replication stress. We find that both ATR 
and RAD51 are critical for the repair of A3A-induced gaps. Notably, 
ATR and RAD51 display an epistatic relationship in the repair of 
A3A-induced gaps, suggesting that they act through the same path-
way. Of note, the repair of A3A-induced gaps is independent of 
BRCA2, suggesting that the canonical HR pathway is not responsible. 

RAD51 is known to protect reversed forks and ssDNA gaps from 
nucleolytic degradation (13, 22, 51, 52), raising the possibility that 
ATR promotes the loading of RAD51 to PrimPol-generated gaps to 
protect these gaps. Furthermore, the binding of RAD51 to ssDNA 
gaps may promote gap repair through HR-like pathways such as TS 
or related mechanisms (53–55). Along these lines, yeast RAD51 
paralogs bind to abasic sites and promote their bypass by facilitating 
RAD51-dependent error-free HR repair (56). In addition to ATRi, 
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PARPi also blocks the repair of A3A-induced gaps, suggesting that 
PARP1/2 are trapped at these gaps. It is possible that PARP1/2 also 
contribute to gap repair. Furthermore, REV1i modestly reduces the 
efficiency of gap repair, suggesting that TLS is a minor contributor 
to the process. In the absence of PrimPol, TLS becomes more important 
for the survival of A3A-expressing cells in ATRi, suggesting that 
TLS functions as a backup pathway for PrimPol to cope with A3A-
induced uracil and/or abasic sites.

The induction of ssDNA gaps by A3A provides a unique oppor-
tunity for gap-targeted therapies. ATRi blocks gap repair and renders 
ssDNA gaps persistent, promoting DSB formation in a cell cycle–
dependent manner. ATRi also increases origin firing and the forma-
tion of ssDNA gaps at forks, exacerbating gap-associated DNA 
damage (57, 58). Similarly, the trapping of PARP1/2 by PARPi 
prevents the completion of gap repair (20), allowing A3A-induced 
gaps to be converted to DSBs. ATR inhibition and PARP trapping 
may have nonredundant effects on gap repair, which would explain 
the synergy between ATRi and PARPi. Notably, loss of PrimPol 
reduces the sensitivity of A3A-expressing cells to ATRi and PARPi, 
suggesting a potential mechanism of resistance. In this context, TLSi 
resensitizes A3A-expressing cells to ATRi, possibly by reducing the 
ability of replication forks to pass through unprocessed uracil and 
abasic sites in DNA. Loss of UNG also renders A3A-expressing cells 
less sensitive to ATRi by reducing ssDNA gaps, and TLSi may also 
overcome the resistance through the same mechanism. In future 
studies, it will be important to identify the oncogenic and therapeutic 
contexts in which A3A expression is induced (59) and investigate 
whether various combinations of recently developed ATRi, PARPi, 
and TLSi offer sufficient therapeutic windows to impede tumor pro-
gression and overcome drug resistance in preclinical models and 
clinical trials.

MATERIALS AND METHODS
Cell lines
U2OS-derived A3A-expressing cell lines were cultured in Dulbecco’s 
modified Eagle’s medium (DMEM) supplemented with 10% fetal bovine 
serum (FBS), 1% penicillin/streptomycin, and 2 mM l-glutamine.

U2OS-A3A PRIMPOL KO cells were generated by using a 
pSpCas9(BB)-2A-GFP (pX458) vector containing two independent 
sgRNA sequences targeting exon 5 of PRIMPOL. Cells were trans-
fected with PX458#1 or PX458#2 vectors using Lipofectamine 
3000 using according to the manufacturer’s instructions. Seventy-
two hours after transfection, green fluorescent protein (GFP)–positive 
single cells were sorted in each well of a 96-well plate and cultured 
until they formed colonies. Cells were scaled up and analyzed for 
PRIMPOL expression using Western blotting.

Non-tumorigenic human mammary epithelial cell line MCF10A 
was cultured in 1:1 DMEM/F12 media supplemented with 5% 
horse serum, epidermal growth factor (20 ng/ml), hydrocorti-
sone (0.5 mg/ml), cholera toxin (100 ng/ml), insulin (10 μg/ml), 
1% penicillin/streptomycin, and 2 mM l-glutamine. HCT15 and 
KM12 colon carcinoma cells were cultured in RPMI 1640 media 
supplemented with 10% FBS, 1% penicillin/streptomycin, and 2 mM 
l-glutamine. MCF10A, HCT15, and KM12 derivative cell lines 
expressing A3A were generated by infecting the cells with lentivirus 
expressing A3A under a DOX-inducible promoter (pINDUCER20) 
and selected with G418 (400 μg/ml). All cell lines were incubated 
at 37°C with 5% CO2.

NCI-H2347 and SKBR3 cells were cultured in RPMI 1640 media 
with 10% FBS and 1% penicillin/streptomycin solution. TOV21G 
and MDA-MB-453 cells were cultured in DMEM/F12 media with 
10% FBS and 1% penicillin/streptomycin solution.

RNA interference
Cell transfections were performed using the reverse transfection 
method. A transfection mix was prepared using 250 μl of OPTI-
MEM (Gibco), 4 μl of Lipofectamine RNAiMAX (Thermo Fisher 
Scientific), and appropriate concentration of the specific siRNA as 
mentioned in the figure legends. Experiments were performed 
48 hours after siRNA transfections unless mentioned otherwise. 
siRNA sequences are listed in table S1.

DNA fiber assay
A total of 0.25 × 106 cells were seeded in six-well plates. To induce 
A3A expression, cells were treated with DOX (200 ng/ml) for 
48 hours. After 48 hours, cells were labeled with 50 μM CldU for 
20 min, washed three times with warm media, and then labeled with 
250 μM IdU for 60 min. For experiments with HU treatment, HU 
was simultaneously added during the IdU labeling period. Cells 
were then washed with 1× phosphate-buffered saline (PBS) and 
were scraped on ice in 1 ml of 0.1% bovine serum albumin (BSA) in 
PBS and spun down for 5 min at 7000 rpm at 4°C. The supernatant 
was removed leaving ~100 μl of 0.1% BSA in PBS for resuspension 
of cells. Three microliters of cell suspension was spotted on a glass 
slide, air-dried for 2 min, and then lysed with 8 μl of fiber lysis buffer 
[200 mM tris (pH 7), 50 mM EDTA (pH 8), and 0.5% SDS] for 
10 min. Slides were then tilted at an angle of ~15 allowing DNA to 
run down the length of the slide and air-dried. Slides were then 
fixed in 3:1 methanol:acetic acid for 10 min at room temperature 
(RT). Slides were then washed three times with PBS for 5 min each 
and were either stored at 4°C in PBS or processed immediately. For 

Fig. 7. Working model. A3A-induced DNA lesions may temporarily stall replica-
tion forks leading to the recruitment of PrimPol. PrimPol restarts replication but 
leaves ssDNA gaps across the lesion. These ssDNA gaps are primarily repaired via 
an ATR- and RAD51-dependent mechanism with minor contribution from REV1-
dependent TLS. Inhibiting ATR blocks the repair of ssDNA gaps and causes their 
persistence. The ssDNA gaps can also be made persistent by trapping PARP and as 
a result, A3A-expressing cells show hypersensitivity to combined ATRi and PARPi.
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processing, DNA was denatured in 2.5 N HCl in PBS for 90 min 
at RT followed by washing three times with PBS. Slides were then 
blocked in fiber-blocking buffer (3% BSA and 0.1% Tween 20 in 
PBS) for 30 min at 37°C and subsequently incubated with 1:50 rat 
anti–5-bromo-2′-deoxyuridine (BrdU; detects CldU) and 1:100 
mouse anti-BrdU (detects IdU) for 1  hour at 37°C. Slides were 
then washed three times with PBST (0.1% Tween 20 in PBS) for 
5 min each. Slides were then incubated with 1:100 anti-rat immu-
noglobulin G (IgG) Alexa Flour 594 and 1:100 anti-mouse IgG 
Alexa Flour 488 for 1 hour at 37°C. Slides were then washed three 
times with PBST, air-dried, and mounted with ProLong Gold 
Antifade mounting media. Images were acquired using NIS-
Elements software with a Nikon i90 microscope using a 60× 
objective and analyzed using Fiji software.

S1 nuclease DNA fiber assay
S1 nuclease fiber assays were performed as mentioned above. For 
experiments with siRNA treatments, reverse siRNA transfection 
was performed at the time of cell seeding. After IdU labeling, cells 
were washed with 1× PBS and then treated with CSK-100 buffer 
[10 mM Mops (pH 7), 100 mM NaCl, 3 mM MgCl2, 300 mM sucrose, 
and 0.5% Triton X-100] for 10 min at RT to remove the cytoplasm 
and expose the nuclei. Nuclei were then washed with PBS and then 
once with S1 nuclease buffer [30 mM sodium acetate (pH 4.6), 10 mM 
zinc acetate (pH 6), 50 mM NaCl, and 5% glycerol). Nuclei 
were then treated with S1 nuclease (20 U/ml) for 30 min at 
37°C. After 30 min, S1 nuclease was removed, and nuclei were 
scraped on ice in 1 ml of 0.1% BSA in PBS to precipitate nuclei and 
spun down for 5 min at 7000 rpm at 4°C.

DNA fiber assay to measure gap repair/fill-in was performed 
similarly with the following modifications. After IdU labeling, cells 
were washed three times with media and allowed to recover in complete 
media in the presence of 500 μM thymidine for either 4, 8, 16, or 
24 hours. Cells were then processed for S1 nuclease DNA fiber assays. 
For experiments with inhibitor treatments, inhibitors were added 
after the IdU labeling period during the recovery step. For the 
RAD51 inhibitor, cells were pretreated with 25 μM B02 for 6 hours, 
before labeling, and treatment was maintained throughout the 
labeling process and during the recovery process.

Western blotting
Cells were treated with the indicated treatments (siRNAs and drugs). 
Cells were directly lysed in six-well plates using 1× radioimmunopre-
cipitation assay buffer [25 mM tris (pH 7.4), 150 mM NaCl, 1 mM 
EDTA, 1% NP-40, 0.5% sodium deoxycholate, 0.1% SDS, and 1× 
fresh protease inhibitor cocktail], scraped, and spun down at 13,000 rpm 
for 5 min. Protein concentration was normalized using Pierce 
BCA Protein Assay Kit (Thermo Fisher Scientific) and mixed with 6× 
Laemmli buffer. Lysates were boiled at 95°C for 5 min, spun down, 
and kept on ice. Normalized lysates were loaded onto 4 to 12% Bolt 
Bis-Tris Plus protein gels at 100 V for 60 min. Proteins were then 
transferred onto polyvinylidene difluoride (PVDF) membrane in 
transfer buffer (20% methanol) at a constant current of 250 mA for 
60 min at RT. Membranes were blocked in 5% milk in tris-buffered 
saline with 0.1% Tween 20 (TBST) or 5% BSA in TBST for 1 hour at 
RT. Membranes were then incubated with the appropriate primary 
antibodies overnight at 4°C shaking. Membranes were then washed 
three times with TBST for 10 min each and incubated with the 
appropriate horseradish peroxidase-conjugated secondary antibodies 

for 1 hour at RT with shaking. Membranes were then washed three 
times with TBST for 30 min each and incubated with an enhanced 
chemiluminescence substrate. Signals were detected using a ChemiDoc 
Imaging System (Bio-Rad) with ImageLab v6.0.1 software. Antibodies 
are listed in table S2.

Viability assay
Cell viability was measured with a CellTiter-Glo cell viability assay 
(Promega). Briefly, cells were seeded in triplicates in opaque 96-well 
flat-bottom plates at a density of 500 cells per well in 50-μl volume 
and incubated overnight. The next day, cells were treated with 50 μl 
of media containing 2× concentration of drugs such that the final 
concentration was 1× in 100 μl of media. For knockdown experiments 
or experiments using DOX-inducible A3A expression, siRNA trans-
fection or DOX treatment was performed 48 hours before drug 
treatment. Plates were incubated for an additional 5 days after drug 
treatment. After 5 days, plates were equilibrated for 30 min to RT 
and 100 μl of CellTiter-Glo reagent (diluted 1:5 in PBS) was added 
to each well containing cells. Plates were then incubated for 20 min 
at RT shaking. Luminescence was measured using a PerkinElmer 
EnVision 2103 multilabel plate reader. Viability was calculated as 
the luminescence signal ratio of treated versus untreated samples.

Preparation of native cell extracts
Cells were lysed in native lysis buffer [25 mM Hepes (pH 7.9), 10% 
glycerol, 150 mM NaCl, 0.5% Triton X-100, 1 mM EDTA, 1 mM 
MgCl2, ribonuclease A (RNase A; 0.2 μg/ml), 1 mM ZnCl2, and pro-
tease inhibitors]. Cell lysates were sonicated, incubated for 30 min at 
4°C, and then centrifuged for 10 min at 13,000 rpm at 4°C. Protein 
concentration was determined by Bradford assay (Bio-Rad) and 
extracts were normalized. Twenty-microliter aliquots were prepared 
and flash-frozen in liquid nitrogen and stored at −80°C. A fresh vial 
of extract was used for each experiment.

qPCR
RNA was extracted from NCI-H2347 and SKBR3 siControl and siA3A 
treated cells using the RNeasy Plus Mini kit (Qiagen) according to the 
manufacturer’s protocol. One microgram of RNA was reverse-
transcribed to cDNA using the qScript cDNA SuperMix (Quantabio) 
according to the manufacturer’s protocol. Gene expression was deter-
mined using SYBR Green (PowerUp SYBR Green Master Mix, Thermo 
Fisher Scientific) using the LightCycler 480 System (Roche Diagnostics). 
A3A (forward primer - GAGAAGGGACAAGCACATGG, reverse 
primer - TGGATCCATCAAGTGTCTGG) transcript levels were nor-
malized to actin (forward primer - CCAACCGCGAGAAGATGA, 
reverse primer - CCAGAGGCGTACAGGGATAG) transcript levels.

Deamination assay
Normalized amounts of cell extracts were incubated with 0.4 μM DNA 
hairpin substrate TTC-HP (5′FAM-GCAAGCCTTCGGCTTGCTGA) 
in a 20-μl reaction containing 50 mM tris (pH 7.5), 1.5 U of uracil DNA 
glycosylase (New England BioLabs), RNase A (0.1 mg/ml), and 5 mM 
EDTA for 1 hour at 37C. NaOH (100 mM) was added to the reaction 
and it was incubated at 95°C for 30 min to cleave abasic sites. Twenty-
two microliters (1:1) of loading buffer (0.1% Orange G in formamide) 
was then added to the reaction and it was further incubated at 95°C for 
10 min, spun down, and kept on ice for 5 min. A 20% denaturing 
polyacrylamide gel [8 M urea, 1× tris-acetate-EDTA (TAE) buffer] was 
pre-run in 1× TAE buffer for 10 min and 10-μl samples were loaded. 
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DNA cleavage was monitored by running the gel for 90 min at 150 V. The 
gel was analyzed on a ChemiDoc Imaging System (Bio-Rad) with 
ImageLab v6.0.1 software. DNA oligonucleotide probes were syn-
thesized by Thermo Fisher Scientific.

Correlation between APOBEC signature and PARP inhibitor
The APOBEC signature was calculated following the previously 
described approach (60). Briefly, we extracted somatic single-nucleotide 
variants from whole-exome sequencing (WXS) data of CCLE. This 
resulted in a final WXS dataset comprising 1443 unique cell lines 
across 31 tumor types. For mutation signature analysis, we used NMF 
with setting K to 12, which identified mutational signatures in the 
cohort, matched them to known mutation processes, and quantified 
them in each cell line. One mutation process was APOBEC enzyme 
activity. We calculated the fraction of mutations assigned to the 
APOBEC signature, as a fraction of total mutations, for each cell line, 
which we termed “frac_apobec.” Cell lines with a frac_apobec value 
greater than or equal to 10% were considered as APOBEC+, while 
those below this threshold were categorized as APOBEC−. Last, we used 
Spearman’s method to compute the correlation between frac_apobec 
and the IC50 values of talazoparib, and for each cell line obtained from 
the Genomics of Drug Sensitivity in Cancer database.

Statistical analysis
Statistical significance was determined by one-way analysis of variance 
(ANOVA) using Tukey’s multiple comparisons test or using unpaired 
two-tailed t test. Statistical analysis was performed using GraphPad 
Prism (version 8). For all figures, ****P < 0.0001, ***P < 0.001, 
**P < 0.01, *P < 0.05, and ns = not significant where P > 0.05.

Supplementary Materials
This PDF file includes:
Figs. S1 to S8
Tables S1 and S2
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