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Our ability to assess biodiversity at relevant spatial and temporal scales for
informing management is of increasing importance given this is founda-
tional to identify and mitigate the impacts of global change. Collecting
baseline information and tracking ecological changes are particularly impor-
tant for areas experiencing rapid changes and representing data gaps such as
Arctic marine ecosystems. Environmental DNA has the potential to provide
such data. We extracted environmental DNA from 90 surface sediment
samples to assess eukaryote diversity around Greenland and Svalbard
using two separate primer pairs amplifying different sections of the 18S
rRNA gene. We detected 27 different phyla and 99 different orders and
found that temperature and the change in temperature explained the most
variation in the community in a single linear model, while latitude, sea ice
cover and change in temperature explained the most variation in the com-
munity when assessed by individual non-linear models. We identified
potential indicator taxa for Arctic climate change, including a terebellid
annelid worm. In conclusion, our study demonstrates that environmental
DNA offers a feasible method to assess biodiversity and identifies warming
as a key driver of differences in biodiversity across these remote ecosystems.
1. Introduction
The Arctic Ocean is one of the fastest-warming regions on Earth with three
times higher warming rates compared with the global mean [1–3] and can
act as a warning example for other ecosystems with lower rates of warming
but with long-term warming projections [2]. Warming in Arctic coastal ecosys-
tems leads to declining sea ice coverage especially during the summer and
elevated freshwater input from glacier melting [4–6]. These changes can directly
alter many ecological processes such as primary production and carbon cycling,
cause compositional and functional shifts in Arctic marine communities [7,8],
and potentially the extirpation of endemic species [9]. Most studies to deter-
mine effects of climate change in the Arctic have focused on terrestrial
ecosystems or marine mammals [10,11] although other marine biota in
the Arctic Ocean are also sensitive to climate change [12,13]. And while our
understanding of Arctic marine flora and fauna is improving, we still lack a
broad-scale understanding of the distribution of species and communities
because of the difficulty in sampling the Arctic Ocean [14].
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Use of environmental DNA (eDNA) enables the detection
of a broad array of taxa within targeted taxa groups or
even whole domains, such as all eukaryotic organisms
[15,16], and taxonomic expertise is not required since the taxo-
nomic assignment of sequences is done via alignments with
reference databases. In addition, sample collection can be con-
ducted with limited instruction which gives eDNA-based
studies the ability to sample large areas with less resources
than traditional sampling. Surveys based on eDNA metabar-
coding provide insights into biodiversity and community
composition by linking taxonomy to high-throughput sequen-
cing of eDNA [17]. Although definitions of eDNA vary, we
consider eDNA to be any DNA extracted from environmental
samples including extracellular DNA and DNAwithin living
cells [18]. The feasibility of eDNA metabarcoding for assess-
ments of Arctic marine ecosystems has been proven by
recent localized studies [19–21].

Surveys that assess communities across large areas can
enable a space-for-time analyses. Space-for-time analyses can
allowaspects of general biodiversity like species richness, distri-
bution patterns and compositional turnover to be projected
assuming specific variables through space overlayed with
these same variables through time [22–24]. This analysis can
be particularly insightful where consistent sampling and data
gathering through time is difficult, such as in marine Arctic
environments. Hence, inferences about changes in Arctic com-
munities with warming can potentially be made based on
relationships between changes in the community and environ-
mental variables through space in combination with known
or predicted changes in the environmental variables. For
example, communities associated with colder northern areas
will likely be replaced by communities of warmer southern
areas depending on the community’s association with
temperature and the area-specific warming projections. For
example, the productivity and depth range of Arctic kelp tend
to increasewith longer ice-free periods, and the potential distri-
bution area of kelps has increased and is projected to continue
to do so in a warming Arctic [25,26].

Large-scale surveys that encompass environmental gradi-
ents can also be used to identify potential bioindicator
taxa, which is particularly relevant to the quickly warming
Arctic. Identifying bioindicator taxa such as species that
cannot tolerate rising temperatures can give early warning to
the impacts of warming and could help forecast changes if
these species have known effects on food webs or communities,
as well as broader environmental changes if they are ecosystem
engineers [27,28]. Similar to space-for-time analysis, identifying
and then monitoring for indicator taxa can be enhanced using
eDNA-based surveys given the ease of sample collection.

This studyaimed to: (1) determine the feasibilityof using sedi-
ment eDNA to assess theArctic flora and fauna on a broad spatial
scale around the Arctic and, if successful, (2) use the results as
baseline information on Arctic eukaryote biodiversity and (3)
identify main drivers of the spatial patterns in biodiversity and
potential indicator taxa to help forecast changes. We used two
eukaryotic primer pairs (18S V9&V7) to measure diversity from
eDNA extracted from 90 sediment samples spanning in latitude
from 64° to 79°N. We then combined the diversity data with
environmental variables to assess links between community
changes and these variables, as well as to identify indicator taxa
associated with specific variables. Linking community changes
with environmental variables also allowedus to forecast potential
future changes based on space-for-time substitution.
2. Methods
(a) Sample collection
The study included a total of 90 surface sediment samples from
marine areas off the west Greenland coast at 64–75°N, the east
Greenland coast at 70–79°N and Svalbard at 76–79°N
(figure 1a). The samples represented water depths from the
shore to maximum depths of 1460 m. Samples were collected
specifically for this study, as well as taken from existing sediment
samples that were collected and preserved following methods
appropriate for eDNA studies. Sampling and conservation
methods are specified in electronic supplementary material,
table S1. Collection methods depended on location characteristics.
For example, samples from intertidal sites were collected by a
hand-held sampler, shallow sites were collected by self-contained
underwater breathing apparatus (SCUBA) divers and deep sites
were collected from a research vessel with a box or gravity
corer. All collection material that came in contact with samples
was sterilized beforehand with 20% bleach and care was taken
to collect sediment greater than 2 cm away from material that
was not sterilized such as the inner surface of cores. After collec-
tion, sediment samples were either frozen or preserved by
mixing with an equal volume of either RNAlater or DNAguard.
(b) DNA extraction
We used the DNA extraction protocol from Lever et al. [29], which
targets extracellular DNA. This protocol was used because it
extracts DNA consistently from different types of sediments [30].
Extraction blanks (nuclease-free water) were included to identify
DNA introduced by extraction methods (reagents and consum-
ables) during extraction and one extraction blank was run for
every time a different batch of samples was extracted (12 samples).
(c) DNA amplification and sequencing
This study used two different primer pairs (electronic sup-
plementary material, table S1) that target eukaryotes and
amplify sections within the 18S rRNA gene, one of the V7
region [18,31] and the other of the V9 region [32]. The primers
contained an Illumina adapter (electronic supplementary
material, table S2). A final volume of 10 µl was used for the
PCR reactions with 5 µl of Qiagen multiplex PCR master mix
(QIAGEN, Valencia, CA, USA), 3.4 µl of PCR grade water,
0.3 µl of 10 mM of primers (forward and reverse), and 1 µl of
extracted DNA. PCR settings for the primer pairs are detailed
in electronic supplementary material, table S2. We ran five repli-
cate PCR assays for each sample (five different 96-well plates),
which were then pooled to reduce potential PCR biases. Two
PCR blanks and two positive blanks were run for each primer
pair. The positive blanks consisted of relevant DNA extracted
from organisms that were targeted by the primers. Two of the
eight extraction controls were chosen to sequence with the high-
est DNA concentration (Qubit 2.0 Fluorometer; Invitrogen,
Carlsbad, CA, USA). PCR products were visualized with gel
electrophoresis (1.5%) and products were discarded if PCR con-
trols were visible and PCR steps were conducted with all new
reagents. Products were then cleaned with AMPure XP magnetic
bead-based purification (Beckman Coulter, Brea, CA, USA) fol-
lowing the MiSeq library preparation guide. Primer pairs were
sequenced separately on plates containing 90 samples and six
control/blanks. In order to maximize the spatial extent, which
was a goal of the study, we did not sequence any replicates,
such as biological, extraction or PCR replicates.

A second PCR step attached dual indexes and Illumina
sequencing adapters from the Illumina Nextera XT index Kit
v2 (Illumina, Inc.) to the amplicon using Kapa HotStart HiFi 2x
ReadyMix DNA polymerase (Kapa Biosystems Ltd., London,
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Figure 1. Sample locations around Greenland and Svalbard (a), as well as the relative abundance of the most prevalent phyla for locations on the west coast of
Greenland, locations on the east coast of Greenland and near Svalbard, or any location more than 50 km from a coastline (b). Samples were numbered from north to
south as shown in a and this labelling is followed in the y-axis of b. Blank spaces along the y-axis were kept to maintain north to south sample labels.
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UK). The protocol followed the MiSeq library preparation guide
(12.5 µl of polymerase, 5 µl of PCR grade water, 2.5 µl of each
index and 5 µl of sample run for 95°C for 3 min, then eight
cycles of 95°C for 30 s, then 55°C for 30 s, then 72°C for 30 s
and a final stage of 72°C for 5 min). Products of the second
PCR were checked for appropriate length (gel electrophoresis)
and cleaned using AMPure XP beads. DNA concentrations and
size of the amplicons were assessed with a Qubit 2.0 Fluorometer
and Tape station system (Agilent Technologies, Santa Clara,
USA). The pooled library was created with equimolar amounts
of each sample. A maximum of 50 µl of sample was added to
the pool to minimize dilution. After pooling, the 18S-V9
amplicon pool was cleaned using Wizard SV Gel and PCR
Clean-Up System (Promega, USA) to remove primer dimer and
PCR artefacts. DNA concentration of pooled libraries was
measured with KAPA SYBR FAST Universal qPCR kit with Illu-
mina Primer Premix (Kapa Biosystems Ltd., London, UK) and
the mean DNA length was measured with a Bioanalyzer (Agilent
Technologies, Santa Clara, USA). Amplicon libraries were
sequenced with 6 picomolar (pM) of product and 20%
PhiX control on one lane of an Illumina MiSeq platform at the
KAUST core laboratory. Two × 300 bp overlapping paired-end
reads were sequenced following the MiSeq library preparation
guide and a MiSeq reagent kit v3.
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(d) DNA post-sequence procedures
The post-sequencing workflow and analyses, except demultiplex-
ing and primer removal, were conducted in R version 4.2.2 (R
Development Core Team, 2012). Demultiplexing followed the
Illumina guide and CUTADAPTv3.0 was used to remove
the primers, which allowed one error for every 10 bp in the
primer sequence [33]. Next, sequences were improved by
correcting substitution errors, filtered and dereplicated following
the DADA2 workflow using the DADA2 package version 1.26.0
[34]. The DADA pipeline was more accurate and resulted in
fewer spurious reads than other commonly used pipelines based
on clustering similar reads [35]. Unique reads are referred to as
Amplicon Sequence Variants (ASV). Primer pairs were run
through the pipeline individually. Specifically, the DADA2
pipeline included filtration of forward and reverse reads (filter-
andtrim function; parameters: truncLen = c(105 105) for V7
and c(150 150) for V9, maxN = 0, maxEE = c(2,2), truncQ = 2,
rm.phix = T), modelled errors (learnerrors function), paired and
de-replicated (derepfastq function).

The dada function determined the ASVs using all samples
within a MiSeq run. Identical reads were combined (mergePairs
function), and sequences were removed if beyond the target
amplicon size, from 100 to 150 bp for V7 and 150 to 200 bp for
V9 primer pairs. Finally, chimera sequences were identified and
removed with the removeBimeraDenovo function. Unique ASVs
were assigned taxonomy with the ribosomal database project
(RDP) classifier [36,37], which implements a naive Bayesian clas-
sifier method to assign a taxonomic classification at successively
broader taxonomic levels if the read is similar to more than one
reference sequence (using assignTaxonomy function with default
values, except for minboot which was set at a more conservative
value of 70 instead of the default of 50). Reference libraries were
created using the SILVA database (version 138 SSU Nr99) [38].
Reference library creation included filtering based on in silico
amplification using the virtualPCR function from the insect pack-
age version 1.4.2 [39] and marine taxonomy was corrected based
on world register of marine species [40] using WORRMS package
version 0.4.2 [41]. The code used to create reference libraries
(https://zenodo.org/badge/latestdoi/134130931), DADA2
pipeline (https://zenodo.org/badge/latestdoi/242739654) and
to run analyses and create plots are publicly available (https://
zenodo.org/badge/latestdoi/176895539). Reference databases
are archived here: for 18S_V7- https://figshare.com/articles/
dataset/SILVA_138_trimmed_euka02_dada2_names_fasta/
23694339; and 18S_V9- https://figshare.com/articles/dataset/
SILVA_138_trimmed_18smini_dada2_names_fasta/23694345.
Metadata for samples is available here: https://figshare.com/
articles/dataset/Arctic_surface_data_all_pub_xlsx/23694300.

We took additional steps to reduce false positives from sequen-
cing and minimize sequences associated with contamination.
First, we removed any ASV that only occurred in one sample.
Second, the greatest number of reads within any of the blanks
was determined for each ASV and the sum of the reads from all
these ASVs was calculated – blank sum. ASVs were removed
that had more than 0.001 of reads in any blank compared with
the blank sum. For example, if the blank sum was 230 000 reads,
then any ASV with more than 230 reads in any of the blanks was
removed from all samples. Third, ASVs were removed if the
number of reads were less than 0.0001 of the total reads of all
samples within a library. For example, any ASV with less than
100 total reads was removed if there were 10 million reads in all
samples. The purpose of these filter parameters was to remove
false positives caused by contamination and sequencing errors,
while allowing for a small amount of cross-contamination (e.g.
from tag jumps) to reduce false negatives. Fourth, an ASV was
removed if it was not assigned to either a family genus or species,
or if it was not assigned to either a phylum, class or order. Fifth, all
ASVs were assigned clusters using the cluster_otus function
(similarity = 0.97) in the seqateurs package version 0.0.0.9000
[42] and the reads of ASVs with identical taxonomy and cluster
were summed for each primer pair. These last two steps aimed
to remove spurious ASVs and make results more comparable
to species. Given we did cluster ASVs we will refer to them as
Operational Taxonomic Units (OTUs) from now on. Finally, to
minimize the effect of low read counts per sample on our findings
we removed samples that had less than 50%of the lower quartile of
the reads of samples for each primer pair. Tominimize the effect of
different sequencing depths among samples, the reads were rare-
fied for each sample (lower quartile of all samples used as
rarefying number) and the per cent for each OTU was calculated
for each sample. Unless otherwise noted, data from the primer
pairs was combined by taking the mean per cent of rarefied
reads. Only samples with both primers after passing all filter
steps were included. This maximized the benefits of using two
primer pairs by reducing potential biases of an individual
primer pair, including biases associated with PCR amplification
and biases resulting from taxa being present or absent in the
reference library.

(e) Environmental variables
Environmental variables were chosen a priori and included
water depth, bottom temperature, sea surface temperature
(SST) change, distance to land, primary productivity, photosyn-
thetic active radiation (PAR), nitrate and ice cover. The mean
bottom temperature, ice cover (fraction of year that a location
is covered by ice), nitrate, PAR and primary productivity were
extracted from Bio-ORACLE layers which are based on satellite
data from 2000 to 2014 [43]. Distance to land was obtained
from the global marine environment datasets [44]. The SST
change was the decadal linear change in SST (Had1SST) calcu-
lated from the mean annual SST from 1980 to 2016 using the
Met Office Hadley SST data [45] calculated with the load_hadsst
function from the hadsstr package [46]. Data from each global
spatial layer was extracted for each sample location using the
extract function from the raster package in R [47]. If data did
not exist for the point in any layer, the data from the closest
cell was extracted for that location.

We then removed variables that had high multicollinearity
(variance inflation factor greater than 4) [48] with preference to
variables previously found to relate with Arctic marine fauna.
Specifically, ice cover was removed because it was related to
bottom temperature, nitrate was removed because it was related
to primary productivity and distance to land (maximum distance
was 162 km) was removed because it was related to surface
temperature change (electronic supplementary material, figures
S1, S2). It should be kept in mind that we are assessing associ-
ations, and drivers cannot be disentangled when variables are
related (e.g. bottom temperature and ice cover).

( f ) Statistical analysis
We assessed the relationship between environmental variables and
the eDNA community using multivariate generalized linear
modelling (MGLM; [49]). GLM is similar to distance-based multi-
variate analyses, such as PERMANOVA, but is more statistically
explicit because the fit of the model to the data can be assessed
through evaluating relationships among data, residuals and fitted
values, and the mean-variance relationships can be specified
depending on data distribution [49,50]. Predictor variables were
centred and scaled (mean subtracted and divided by standard
deviation) to reducemulticollinearity and reducedifference inmag-
nitude andvariance among variables [48]. The presence/absence of
each taxa for each sample was the dependent variable because of
the biases associated with metabarcoding and unknowns when
combining multiple primer pairs. To remove the influence of
eDNA from terrestrial species, non-marine species were removed
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from the dataset (species not categorized by the WORRMS data-
base as marine or estuarine; seven species removed). We used the
manyglm function within the mvabund package version 4.2.1
with a binomial distribution with cloglog link. The model fit was
appropriatewith a linear quantile plot and no clear pattern between
residuals and sample or taxa was found. Variable significance was
determined using the Wald statistic with 1000 permutations using
the ANOVA function in the mvabund package with the score test
and cor.type = ‘shrink’ to account for some correlation among
samples. A step-down resampling procedure accounted for mul-
tiple tests when calculating the significant association between
environmental variables and individual taxa. The samples were
not evenly dispersed through space, which could affect their inde-
pendence if there is spatial autocorrelation. However, comparing
the community similarity with the distance between samples
(pairwise comparison of all samples) did not indicate that
closer samples had more similar communities than samples taken
farther apart (electronic supplementary material figure S3). Three
additional multivariate GLM analyses were run to assess potential
biases of our dataset. This includes separate models for the two
different eDNA preservation methods (RNAlater and DNAgard)
and when terrestrial species were included in the dataset.

We did not include latitude in the MGLM analysis because
latitudinal patterns are probably driven by related environmental
variables (latitude was correlated with temperature) [51]. How-
ever, to assess how latitude related to changes in the eDNA
community and assess if and how this association deviated
from a linear relationship, we visualized the relationship and lin-
earity between five environmental variables and the community
using Nonmetric Multidimensional Scaling (NMDS) using the
Bray–Curtis similarity matrix on presence/absence data.
NMDS was calculated with the metaMDS function and the ordi-
surf function to plot the general additive model based on
thinplate splines with cross-validatory selection of smoothness
within the vegan package version 2.6.4 [52]. Finally, we included
an NMDS to look at the patterns associated with the sample
preservation method, collection method and sample campaign.
3. Results
(a) Sequencing overview
After demultiplexing the samples and removing primers, the
two primer pairs, sequenced in separate MiSeq runs, had
a similar number of reads per sample with 18S-V7 having 150
218 ± 8467 (mean ± standard error) and 18S-V9 having 138 100
± 3237. After the DADA2 pipeline, the read count per sample
was reduced to 126 412 ± 7216 and 85 075 ± 2573 for the V7
and V9 regions, respectively (electronic supplementarymaterial,
table S3). After removing OTUs that were only in a single
sample, OTUs common in blanks and with a clear taxonomy
assignment (majority of taxonomic levels assigned), the V7
primer pair had 27 933 ± 3560 reads per sample and the
number of unique OTUs declined from 165 ± 7 to 51 ± 2 per
sample (electronic supplementary material, table S4). The step
removing the most reads and unique OTUs was removing
OTUs without a clear taxonomy. The effect of removing OTUs
based on filtering steps including the number of reads, occur-
rence in more than one sample and occurrence in blanks was
different for the V9 primer pair; withmany reads being removed
when accounting forOTUs in blanks andOTUswith clear taxon-
omy; the number of reads per sample after filteringwas 14 753 ±
1485 and the number of unique OTUs per sample was 57 ± 21.
Read counts in the PCR blanks were low compared with the
extraction blanks, which was exemplified by the V7 primer
pair which had a mean of 68 665 reads for the two extraction
controls but only 1431 reads in the PCR control. We made
many attempts to reduce amplification in extraction controls
including reordering all reagents, and the reagents used in this
extraction protocol can lose effectiveness if decontaminated in
a muffle furnace. However, taxa that were removed during the
blank filter step did not give a clear indication of the source
anddiffered between the primer pairs. Forexample, the contami-
nants for the V7 primer pair were primarily Fungi, making up
both 50% of the reads and ASVs removed, while contaminants
for the V9 primer pair were primarily Chromista which made
up 75% of the contaminant ASVs and unknown Chromista
ASVsmadeupmore than 25%on the contaminant reads. Finally,
positive amplification does occur in extraction controls in other
studies using eDNA (Sigsgaard et al., 2017 [53]). But after filter-
ing based on multiple controls and multiple other filtering
steps, the number of reads in the controls was a small fraction
of the reads in the samples (less than 0.3 and 8% for the V7
and V9 regions, respectively), which could be expected based
on tag-jumps during sequencing.

(b) Overall patterns
Overall, two phyla dominated the abundance of reads, Ochro-
phyta (including diatoms and brown algae, among others) and
Myzozoa (including many protozoans), when primer pairs
were pooled (figure 1). These two phyla were followed by
Cercozoa (a group of single-celled eukaryotes), Arthropoda
(invertebrates including crustaceans) and Ciliopora (protozo-
ans with cilia), which were the 3rd through 5th most
abundant phyla. Other groups that were prevalent in the
samples included algae (chlorophyta, rhodophyta,
haptophyta), worms (annelida), chordates and echinoderms.

Whether collected on the west coast of Greenland, the east
coast of Greenland and Svalbard, or collected from greater
than 50 km from shore, the samples were dominated by similar
phyla. (Figure 1). However, the west coast of Greenland had
greater abundances of Ochrophyta compared with the other
locations. Results for individual orders indicated that Thalassio-
sirales, an order of diatoms within Ochrophyta, was the most
abundant order, especially along the west coast of Greenland
(figure 2). Chaunacanthida, in the phyla Radiozoa (single-
celled radiolarians), was the second most abundant order and
was most prevalent in the northern offshore samples. The
northern offshore samples also had a greater abundance of
the order Bacillariales, another order of diatoms in Ochrophyta,
while there was a relatively greater abundance of Ectocarpales,
an order of brown macroalgae in Ochrophyta, in the central
area along the west coast of Greenland (figure 2).

There were also patterns in the animal taxa identified,
and these groups are often the focus of traditional studies
(electronic supplementary material, figure S4). Calanoida
(copepod) and Phyllodocida (polychaete) were more preva-
lent in northern samples compared with southern locations.
The opposite pattern was indicated for Monhysterida (nema-
tode) and Podocopida (ostracod), which were more prevalent
in the south compared with the north. There were no animal
orders that were clearly more prevalent offshore, although
a few offshore samples were dominated by terrebellids
(a genus of polychaete worms, ‘spaghetti worms’).

(c) Patterns among primer pairs
At a broad taxonomic level, the primer pairs had a similar
number of unique phyla with 18S-V7 having 22 and
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Table 1. Summary of the multivariate general linear model assessing the
association between the eDNA eukaryote community and environmental
variables.

variable
Res.
DF d.f.

Wald
value p-value

bottom temperature 64 1 89.78 <0.001

SST change 63 1 101.1 0.003

PAR 62 1 108.07 0.099

primary productivity 61 1 123.8 0.03

water depth 60 1 127.46 0.358
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18S-V9 having 20. However, there were phyla detected by
one primer and not the other. Seven phyla were detected
by the V7 and not the V9 primer pair and included
Ciliophora, Echinodermata, Cryptophyta, Nemertea, Choa-
nozoa, Ctenophora and Ascomycota. Conversely, the V9
pair identified five phyla that the V7 did not, which
included Basidiomycota, Rhodophyta, Tracheophyta, Bryo-
zoa and Platyhelminthes. There was some agreement
among the phyla with the most reads and the two primer
pairs had four of the same phyla in the top five most abun-
dant phyla for each primer pair (electronic supplementary
material, figure S5). Within the 15 most abundant phyla
for each primer pair, 11 were common to both primer
pairs. Differences between the primer pairs were more pro-
nounced at lower taxonomic levels. The primer pairs
detected 77 and 52 orders for the V7 and V9 regions,
respectively. Twenty-nine orders occurred in the data of
both primer pairs while the V7 primer pair had 47 orders
not present in the other primer pair and the V9 primer
pair had 23 orders not present in the other primer pair.
When focusing on the orders with the most reads, only
two of the orders with the top five most abundant reads
for each primer pair were common to both primers, and
only six of the orders within the top 15 most abundant
reads for each primer pair were common to both primers
(electronic supplementary material, figure S6).
(d) Community associations with environmental
variables

Temperature explained the most variation in the eukaryotic
communities when all variables were included in a multi-
variate GLM followed by SST change, PAR, primary
production and depth (table 1; based on Wald value), and
temperature, SST change and primary production were sig-
nificant. Across the study area, a feather star in the family
Antedonidae had a negative relationship with bottom
temperature (figure 3). Five different taxa had a positive
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relationship with change in SST over the past four decades
(increasing with warming), including two taxa within
Ochrophyta (diatoms), one within Myzozoa (dinoflagellate),
one within Choanozoa (parasitic eukaryote) and a Terebellid
worm. A radiolarian and a calanoid copepod showed a nega-
tive relationship with primary productivity while water depth
and PARhad no significant relationshipwith any specific taxa.
Additional multivariate GLM models indicated no clear bias
in the associations between the community and the environ-
mental variables for when the model included samples
preserved in DNAgard compared with RNAlater (electronic
supplementary material, table S4). In addition, the model
with non-marine species removed was almost identical
to the overall model (table 1 compared with electronic
supplementary material, table S5).

To assess if the relationships between eukaryotic commu-
nity and environmental variables were linear we also ran
individual Generalized Additive Models (GAMs) for each
variable. Sea ice cover explained the most variation in com-
munities (71%) followed by latitude (69%), SST change
(58%), primary productivity (49%), depth (42%) and bottom
temperature (34%; table 2). The high amount of variation
explained by each individual variable indicates that some of
the variables are related themselves and overlap in their abil-
ity to explain the variability in the eukaryote community
which is why they were not all included in the single, multi-
variate GLM. Latitude, sea ice cover, bottom temperature and
primary production all exhibited patterns similar to a linear
relationship with eukaryote communities as suggested by
parallel contour lines (figure 4). SST change indicated a non-
linear relationship, particularly around samples collected off
the east coast of Greenland. Depth had a clear nonlinear
relationship with eukaryote communities which was primar-
ily influenced by samples off the northeast coast of
Greenland. Stress for all plots were less than 0.09 indicating
that the reduced dimensions of the plots were a good



Table 2. Summary output of individually run General Additive Models. Independent variable is listed and the dependent variable was the eDNA community.

variable Est. DF Ref. Df F value p-value deviance explained (%)

latitude 5.86 9 16.73 <0.0001 71.6

sea ice cover 5.58 9 14.21 <0.0001 69.2

bottom temperature 2.59 9 3.24 <0.0001 33.7

SST change 5.50 9 8.61 <0.0001 58.2

primary productivity 4.42 9 6.17 <0.0001 49.7

water depth 4.76 9 4.46 <0.0001 41.5
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representation for the data. Finally, non-dimensional scaling
did not indicate any clear differences in the variation of com-
munities for samples collected using a corer or scoop/grab,
particularly when considering the differences in the number
of samples, sampling campaign and preservation method
(electronic supplementary material, figure S6).
 1:20231614
4. Discussion
We conducted a large-scale, eDNA-based survey using sedi-
ment samples collected around Greenland and Svalbard to
assess the diversity of Arctic marine communities. Two
different eukaryotic primer pairs detected 27 phyla and 99
orders. The importance of running multiple 18S markers
when assessing diversity became more evident at lower taxo-
nomic levels (order) as the overlap between the markers
becomes minimal, so the use of two primer pairs improves
detection. Using eDNA along with other traditional methods
could improve our understanding of Arctic diversity both
across space and time given the difficulties in sampling
these coastal and oceanic ecosystems [54].

Changes in the communities through space indicated that
bottom temperature, SST change, primary production, lati-
tude and sea ice cover were the variables most strongly
related to changes in eukaryotic communities. These results
highlight the underlying potential effect of warming and
ice loss in altering Arctic communities, which is in
agreement with organism-based surveys [55,56].

(a) Methodological considerations of eDNA-based
surveys

Assessing communities using eDNA can assist in creating
baseline data and in understanding current and future
impacts of climate change on biodiversity patterns in the
Arctic. However, there are considerations when interpreting
results from eDNA-based studies. A primary consideration
is minimizing and accounting for potential contamination
and false positives. A primary way to do this is by including
controls. We did include extraction and PCR blanks and
then removed taxa based on read abundances within these
controls. It is best practice to also include field controls to
account for any contamination when collecting samples.
For water samples this is relatively straightforward and
includes processing DNA-free water just as if it were a
true sample. However, it is more complicated to include
field control for sediment samples and a recent review
found no sediment eDNA studies used field blanks [57].
We do recommend studies on sediment eDNA including
field blanks, perhaps including sterilized sand but further
improvements need to be considered for this issue. Given
these difficulties, we were not able to include field blanks.
One way to assess contamination in the field and in general,
is to compare documented distribution of species with
eDNA-based detections. A separate study using the same
data as this study found that detections of macroalgal
orders from eDNA aligned well with documented distri-
butions, and detections of seagrass only occurred at
locations near known meadows [58]. Although this is only
a subset of eukaryotes detected, it does indicate our results
align with known distributions.

The ability to assess communities from diverse habitats is
a benefit of using eDNA, for which sediment type does not
likely affect DNA extraction [30]. However, our sediment col-
lection methods did differ among sites given that the same
method could not be used across all habitats. For example,
intertidal methods could not be used in deep water. There
are potential biases associated with using different collection
methods particularly with regards to disturbance of sediment
and preservation method. Although we cannot rule these out,
it is unlikely that this affected our conclusions given that we
chose sampling methods and protocols that specified that
eDNA samples needed to be from undisturbed collected sedi-
ment. It should also be noted that the community detected in
eDNA within sediment could represent the community over
longer time periods than water and this is dependent on
many variables including preservation, depth of the sample
and the accretion rate [59,60]. However, eDNA in sediment
does have exponential degradation rates (similar to eDNA
in water), indicating that detections are more likely recently
present species [59].

Diversity assessments using eDNA have compared mul-
tiple primer pairs. For example, a study on coral reefs
showed that using multiple primers successfully detected
taxa across the tree of life on a coral reef and an 18S V4
primer pair detected the most taxa, more than an 18S V1–V3
primer pair [61]. In addition, an 18S V4 primer pair was
found to be better than two other 18S primer pairs for detect-
ing change in sediment eDNA caused by oil platforms in the
Adriatic Sea [62]. We found that using multiple primers
becomes ever more important as comparisons between them
include more specific taxonomy. A majority of the 27 phyla
were detected by both primer pairs and 12 were unique to
one of the primer pairs, but of the 99 orders detected, 70
were unique to only one primer pair. These differences were
also apparent when considering read abundance as only six
of the most abundant 15 orders were detected by both
primer pairs. Our results do assist in primer choice depending
on a study’s target groups. For example, the V7 primer
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pair detectedmoremicroorganisms such as ciliates, choanofla-
gellates and cryptophytes, while the V9 primer pair should be
used to detect red algae and bryozoans. If a study is restricted
by resources and can only use one primer pair to assess biodi-
versity, then the V7 primer pair detected a broader array of
taxa than the V9 primer pair (detected 77 compared with 52
orders, respectively).

Studies are usually restricted by resources which limits
the usage of multiple primer pairs but also the number of
replicates. Sequencing replicate samples can increase the
number of species detected [20,63], especially if taxa have
low read abundance, and can be used to filter results to
reduce the potential of false positives [64]. The primary
goal of this study was to assess overall diversity and its dri-
vers, and we prioritized using two primer pairs to detect
the broadest array of taxa and did not include multiple repli-
cates. It is important for researchers to consider their
priorities and study goals when deciding the most appropri-
ate study design and whether to include replicates and/or
multiple primer pairs.
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(b) Environmental drivers of Arctic biodiversity and
space-for-time predictions

Our assessment of a broad array of eukaryotic taxa and
the relationship of these communities with environmental
variables found that temperature is a primary driver of
changes in Arctic marine communities with bottom tempera-
ture and SST change explaining the most variation in an
overall model and sea ice cover, latitude and SST change
each explained more than 50% of the variation in the
community when run individually in nonlinear models.

Global warming is predicted to increase surface and bottom
water temperature and reduce sea ice cover [65], and likely have
significant impacts on Arctic communities. Our study location
across space contained a wide variation in the environmental
variables spanning 16° latitude (64–79), 5.3°C bottom tempera-
ture (−1.5 to 3.8°C), 0–0.3°C change in SST per decade and 0–
70% annual ice cover. These same four variables had very simi-
lar associations with Arctic communities as indicated by the
nonlinear multivariate models (figure 5), suggesting that
changes in these communities are driven in a similar direction
by all these temperature-related variables. Utilizing these data
along with our eDNA-based survey across space enabled infer-
ences about temporal changes in Arctic communities under
climate change. Multiple IPCC warming projections for the
Arctic are greater than the temperature range across our sites,
which suggest greater differences could occur inArctic commu-
nities over the coming decades than we measured over 14°
latitude, which will likely result in profound changes in the
overall community including addition ofwarm-tolerant species
and loss of cold-tolerant species.

(c) Indicator taxa
Given the effect of climate change and its associated conse-
quences on Arctic communities, it is important to identify
and observe taxa that are indicative for a habitat and the
environmental conditions therein, since they can act as indi-
cators for broader ecosystem changes. Highly specialized or
environmentally restricted organisms may struggle to adapt
to changes in their preferred ecosystem or even loss of habitat
[66,67]. The highly variable sea ice habitat, for example, is
hard to access and sampling efforts there are time consuming,
which results in under-sampling and only scarce coverage
and identification of habitat-specific species [68].

We found multiple taxa groups that were significantly
associated with specific environmental variables (figure 3).
However, only a few were identified to an appropriate lower
taxonomic level so the corroborative data could be found.
Five different taxa had a positive relationship with change in
SST over the past four decades (increasing with warming),
including two diatoms (Kingdom Ochrophyta), one dinoflagel-
late (Kingdom Myzozoa), one parasitic eukaryote (Kingdom
Choanozoa) and a bristleworm (Kingdom Annelida). The dia-
toms were classified to genus and family, which include species
from many regions and thus the potential as indicator taxa
remains unknown. Creolimax fragrantissima is a eukaryote para-
site of invertebrates documented in the Pacific and both its
range and the prevalence of similar species are relatively
unknown [69]. Thus, it is possible that this species or a close
relative is an indicator species, but more research is needed.
Another potential indicator species was the Terrebellid worm,
Lagis koreni. This bristleworm is common in northern Europe
[70] and seems like a good candidate for an indicator of
global warming. In general, research to support or contradict
our findings was scarce, which highlights the limited knowl-
edge of these communities. It is also important to note that
very broad primers and incomplete reference libraries were
used, and caution should be taken when focusing on specific
species detected. For example, we detected a poplar tree (Popu-
lus euphratica; not included in analyses) which inhabits
temperate areas, however, there are species with this Populus
genus that inhabit Greenland. This indicates a misassigned
species probably because of the incomplete reference library.
More studies on relationships between Arctic communities
and environmental variables, as well as better reference
libraries of Arctic eukaryotes will improve the ability of
eDNA to be used to identify indicator species and sequences
should be archived for future studies to re-analyse.
5. Conclusion
We detected eukaryote DNA from a total of 27 phyla and 99
orders in Arctic marine surface sediments, reflecting current
presence of these taxa across gradients of environmental con-
ditions. The use of complementary primer pairs was a clear
advantage as the combination of the two studied 18S primers
(V7 and V9) resulted in a more complete inventory of species
than obtained by a single primer pair. The identified current
distribution patterns of marine biodiversity can serve as a
baseline for future studies to monitor potential changes.
The distribution patterns also informed predictions of biodi-
versity responses to climate change via space-for-time
approaches and via identification of indicator taxa. Hence,
spatial analyses linked the presence of a number of taxa to
water temperature, changes in water temperature and/or
the extent of sea ice cover, suggesting that future warming
and loss of sea ice might generate parallel changes. Overall,
our findings highlight that eDNA analyses of marine sedi-
ments can be a tool to supplement the assessment of
marine biodiversity, as well as to diagnose possible environ-
mental changes, in remote Arctic regions where observational
records are scarce and difficult to obtain.

Ethics. This work did not require ethical approval from a human
subject or animal welfare committee.
Data accessibility. All raw sequences are available on National Center for
Biotechnology Information (NCBI) under Bioproject PRJNA996092.
Code used for analyses is available at https://github.com/ngeraldi/
eDNA_Arctic_surface-sediment and archived to create reference
libraries (http://dx.doi.org/10.5281/zenodo.8153426), DADA2 pipe-
line (http://dx.doi.org/10.5281/zenodo.8153415) and to run analyses
and create plots are publicly available (http://dx.doi.org/10.5281/
zenodo.8153430). Reference databases are archived here: for 18S_V7-
https://figshare.com/articles/dataset/SILVA_138_trimmed_euka02_
dada2_names_fasta/23694339; and 18S_V9- https://figshare.com/
articles/dataset/SILVA_138_trimmed_18smini_dada2_names_fasta/
23694345 . Metadata for samples is available here: https://figshare.
com/articles/dataset/Arctic_surface_data_all_pub_xlsx/23694300.

Supplementary material is available online [71].
Declaration of AI use. We have not used AI-assisted technologies in
creating this article.
Authors’ contributions. N.R.G.: conceptualization, data curation, formal
analysis, investigation, methodology, project administration, vali-
dation, visualization, writing—original draft, writing—review and
editing; D.K.: conceptualization, funding acquisition, resources,
supervision, writing—review and editing; S.B.Ø.: conceptualization,
methodology, resources, writing—review and editing; L.F.: investi-
gation, validation, writing—original draft, writing—review and
editing;M.K.S.: data curation,writing—original draft; J.L.H.: resources,

https://github.com/ngeraldi/eDNA_Arctic_surface-sediment
https://github.com/ngeraldi/eDNA_Arctic_surface-sediment
http://dx.doi.org/10.5281/zenodo.8153426
http://dx.doi.org/10.5281/zenodo.8153415
http://dx.doi.org/10.5281/zenodo.8153430
http://dx.doi.org/10.5281/zenodo.8153430
https://figshare.com/articles/dataset/SILVA_138_trimmed_euka02_dada2_names_fasta/23694339
https://figshare.com/articles/dataset/SILVA_138_trimmed_euka02_dada2_names_fasta/23694339
https://figshare.com/articles/dataset/SILVA_138_trimmed_18smini_dada2_names_fasta/23694345
https://figshare.com/articles/dataset/SILVA_138_trimmed_18smini_dada2_names_fasta/23694345
https://figshare.com/articles/dataset/SILVA_138_trimmed_18smini_dada2_names_fasta/23694345
https://figshare.com/articles/dataset/Arctic_surface_data_all_pub_xlsx/23694300
https://figshare.com/articles/dataset/Arctic_surface_data_all_pub_xlsx/23694300


royalsocietypublishing.org/jo

11
writing—original draft; L.C.L.: funding acquisition, writing—review
and editing; C.M.D.: conceptualization, funding acquisition, project
administration, supervision, writing—review and editing.

All authors gave final approval for publication and agreed to be
held accountable for the work performed therein.

Conflict of interest declaration. We declare we have no competing interests.

Funding. The study received economic support from the EU Horizon
2020 programme (FACE-IT, The Future of Arctic Coastal Ecosystems
– Identifying Transitions in Fjord Systems and Adjacent Coastal
Areas, contract number 869154) and from King Abdullah University
of Science and Technology (KAUST).
Acknowledgements. We thank the following colleagues for contributing to
collecting samples: Susse Wegeberg, Ole Geertz-Hansen, Fréderic
Olivier, Laurant Chauvaud, Mie Winding, Tage Dalsgaard. The
study received economic support from the EU Horizon 2020 pro-
gramme (FACE-IT, The Future of Arctic Coastal Ecosystems –
Identifying Transitions in Fjord Systems and Adjacent Coastal Areas,
contract number 869154) and from King Abdullah University of
Science and Technology (KAUST). We also acknowledge logistic
support from the Carlsberg Foundation (grant number CF15-0639)
and from the Greenland ecosystem monitoring program (www.
g-e-m.dk) for collection of samples around Disko Bay and Nuuk.
urnal/rspb
References
Proc.R.Soc.B
291:20231614
1. Masson-Delmotte V et al. 2021 Climate Change
2021: The Physical Science Basis. In Contribution of
Working Group I to the Sixth Assessment Report of
the Intergovernmental Panel on Climate Change.
Geneva, Switzerland: Cambridge University
Press. https://www.ipcc.ch/report/ar6/wg1/.

2. Hobday AJ, Pecl GT. 2014 Identification of global
marine hotspots: sentinels for change and
vanguards for adaptation action. Rev. Fish Biol. Fish.
24, 415–425. (doi:10.1007/s11160-013-9326-6)

3. Post E et al. 2019 The polar regions in a 2°C warmer
world. Sci. Adv. 5, eaaw9883. (doi:10.1126/sciadv.
aaw9883)

4. Coupel P, Ruiz-Pino D, Sicre MA, Chen JF, Lee SH,
Schiffrine N, Li HL, Gascard JC. 2015 The impact of
freshening on phytoplankton production in the
Pacific Arctic Ocean. Prog. Oceanogr. 131, 113–125.
(doi:10.1016/j.pocean.2014.12.003)

5. Acosta Navarro JC, Varma V, Riipinen I, Seland Ø,
Kirkevåg A, Struthers H, Iversen T, Hansson H-C,
Ekman AML. 2016 Amplification of Arctic
warming by past air pollution reductions in
Europe. Nat. Geosci. 9, 277–281. (doi:10.1038/
ngeo2673)

6. Ding Q et al. 2017 Influence of high-latitude
atmospheric circulation changes on summertime
Arctic sea ice. Nat. Clim. Change 7, 289–295.
(doi:10.1038/nclimate3241)

7. Grebmeier JM, Cooper LW, Feder HM, Sirenko BI.
2006 Ecosystem dynamics of the Pacific-influenced
Northern Bering and Chukchi Seas in the Amerasian
Arctic. Prog. Oceanogr. 71, 331–361. (doi:10.1016/j.
pocean.2006.10.001)

8. Nelson RJ et al. 2014 Biodiversity and Biogeography
of the Lower Trophic Taxa of the Pacific Arctic
Region: Sensitivities to Climate Change. In The
pacific Arctic region: ecosystem status and trends in a
rapidly changing environment (eds JM Grebmeier, W
Maslowski), pp. 269–336. Dordrecht, Netherlands:
Springer Netherlands. (doi:10.1007/978-94-017-
8863-2_10)

9. Molnár PK, Bitz CM, Holland MM, Kay JE, Penk SR,
Amstrup SC. 2020 Fasting season length sets
temporal limits for global polar bear persistence.
Nat. Clim. Chang. 10, 732–738. (doi:10.1038/
s41558-020-0818-9)

10. Fischlin A et al. 2007 Ecosystems, their properties,
goods and services. Climate Change 2007: Impacts,
Adaptation and Vulnerability. Contribution of
Working Group II to the Fourth Assessment Report
of the Intergovernmental Panel on Climate Change
(ML Parry, OF Canziani, JP Palutikof, PJ van der
Linden, CE Hanson, eds), pp. 211-272. Cambridge,
UK: Cambridge University Press.

11. Post E et al. 2009 Ecological dynamics across the
Arctic associated with recent climate change. Science
325, 1355–1358. (doi:10.1126/science.1173113)

12. Vibe C. 1967 Arctic animals in relation to climatic
fluctuations. Medd Gronland 170, 1–227.

13. Gradinger R, Wadhams P, Dowdeswell JA, Schofield
AN. 1995 Climate change and biological
oceanography of the Arctic Ocean. Phil.
Trans. R. Soc. Lond. A: Phys. Eng. Sci. 352, 277–286.
(doi:10.1098/rsta.1995.0070)

14. Piepenburg D et al. 2011 Towards a pan-Arctic
inventory of the species diversity of the macro- and
megabenthic fauna of the Arctic shelf seas. Mar
Biodiv 41, 51–70. (doi:10.1007/s12526-010-0059-7)

15. Chariton AA, Court LN, Hartley DM, Colloff MJ,
Hardy CM. 2010 Ecological assessment of estuarine
sediments by pyrosequencing eukaryotic ribosomal
DNA. Front. Ecol. Environ. 8, 233–238. (doi:10.1890/
090115)

16. Lanzén A, Lekang K, Jonassen I, Thompson EM,
Troedsson C. 2016 High-throughput metabarcoding
of eukaryotic diversity for environmental monitoring
of offshore oil drilling activities. Mol. Ecol. 25,
4392–4406. (doi:10.1111/mec.13761)

17. Ji Y et al. 2013 Reliable, verifiable and efficient
monitoring of biodiversity via metabarcoding. Ecol.
Lett. 16, 1245–1257. (doi:10.1111/ele.12162)

18. Taberlet P, Bonin A, Zinger L, Coissac E. 2018
Environmental DNA: for biodiversity research and
monitoring. Oxford, New York: Oxford University
Press.

19. Lacoursière-Roussel A et al. 2018 eDNA
metabarcoding as a new surveillance approach for
coastal Arctic biodiversity. Ecol. Evol. 8, 7763–7777.
(doi:10.1002/ece3.4213)

20. Grey EK et al. 2018 Effects of sampling effort on
biodiversity patterns estimated from environmental
DNA metabarcoding surveys. Sci. Rep. 8, 8843.
(doi:10.1038/s41598-018-27048-2)

21. Ørberg SB, Krause-Jensen D, Geraldi NR, Ortega A,
Díaz-Rúa R, Duarte CM. 2022 Fingerprinting Arctic
and North Atlantic Macroalgae with eDNA –
application and perspectives. Environmental DNA 4,
385–401. (doi:10.1002/edn3.262)

22. Blois JL, Williams JW, Fitzpatrick MC, Jackson ST,
Ferrier S. 2013 Space can substitute for time in
predicting climate-change effects on biodiversity.
PNAS 110, 9374–9379. (doi:10.1073/pnas.
1220228110)

23. Jouffray J-B et al. 2019 Parsing human and
biophysical drivers of coral reef regimes.
Proc. R. Soc. B 286, 20182544. (doi:10.1098/rspb.
2018.2544)

24. Damgaard C. 2019 A critique of the space-for-time
substitution practice in community ecology. Trends Ecol.
Evol. 34, 416–421. (doi:10.1016/j.tree.2019.01.013)

25. Krause-Jensen D et al. 2020 Imprint of climate
change on pan-Arctic marine vegetation. Front. Mar.
Sci. 7, 617324. (doi:10.3389/fmars.2020.617324)

26. Assis J, Serrão EA, Duarte CM, Fragkopoulou E,
Krause-Jensen D. 2022 Major expansion of marine
forests in a warmer Arctic. Front. Mar. Sci. 9,
850368. (doi:10.3389/fmars.2022.850368)

27. Khlebovich VV. 1997 Selection and criteria for
biological indicator species for Arctic monitoring.
Mar. Pollut. Bull. 35, 381–383. (doi:10.1016/S0025-
326X(97)00110-0)

28. Burgos JM, Buhl-Mortensen L, Buhl-Mortensen P,
Ólafsdóttir SH, Steingrund P, Ragnarsson SÁ,
Skagseth Ø. 2020 Predicting the distribution of
indicator taxa of vulnerable marine ecosystems in
the Arctic and sub-Arctic waters of the Nordic Seas.
Front. Mar. Sci. 7, 131. (doi:10.3389/fmars.2020.
00131)

29. Lever MA, Torti A, Eickenbusch P, Michaud AB,
Šantl-Temkiv T, Jørgensen BB. 2015 A modular
method for the extraction of DNA and RNA, and the
separation of DNA pools from diverse environmental
sample types. Front. Microbiol. 6, 476. (doi:10.3389/
fmicb.2015.00476)

30. Geraldi NR, Díaz-Rúa R, Shea LA, Duarte CM.
2020 Performance of extraction methods for
extracellular DNA from sediments across marine
habitats. Environmental DNA 2, 91–98. (doi:10.
1002/edn3.48)

31. Guardiola M, Uriz MJ, Taberlet P, Coissac E,
Wangensteen OS, Turon X. 2015 Deep-sea, deep-
sequencing: metabarcoding extracellular DNA from
sediments of marine canyons. PLOS ONE 10,
e0139633. (doi:10.1371/journal.pone.0139633)

http://www.g-e-m.dk
http://www.g-e-m.dk
https://www.ipcc.ch/report/ar6/wg1/
http://dx.doi.org/10.1007/s11160-013-9326-6
http://dx.doi.org/10.1126/sciadv.aaw9883
http://dx.doi.org/10.1126/sciadv.aaw9883
http://dx.doi.org/10.1016/j.pocean.2014.12.003
http://dx.doi.org/10.1038/ngeo2673
http://dx.doi.org/10.1038/ngeo2673
http://dx.doi.org/10.1038/nclimate3241
http://dx.doi.org/10.1016/j.pocean.2006.10.001
http://dx.doi.org/10.1016/j.pocean.2006.10.001
https://doi.org/10.1007/978-94-017-8863-2_10
https://doi.org/10.1007/978-94-017-8863-2_10
http://dx.doi.org/10.1038/s41558-020-0818-9
http://dx.doi.org/10.1038/s41558-020-0818-9
https://doi.org/10.1126/science.1173113
http://dx.doi.org/10.1098/rsta.1995.0070
http://dx.doi.org/10.1007/s12526-010-0059-7
http://dx.doi.org/10.1890/090115
http://dx.doi.org/10.1890/090115
http://dx.doi.org/10.1111/mec.13761
http://dx.doi.org/10.1111/ele.12162
http://dx.doi.org/10.1002/ece3.4213
http://dx.doi.org/10.1038/s41598-018-27048-2
https://doi.org/10.1002/edn3.262
http://dx.doi.org/10.1073/pnas.1220228110
http://dx.doi.org/10.1073/pnas.1220228110
http://dx.doi.org/10.1098/rspb.2018.2544
http://dx.doi.org/10.1098/rspb.2018.2544
https://doi.org/10.1016/j.tree.2019.01.013
https://doi.org/10.3389/fmars.2020.617324
https://doi.org/10.3389/fmars.2022.850368
http://dx.doi.org/10.1016/S0025-326X(97)00110-0
http://dx.doi.org/10.1016/S0025-326X(97)00110-0
https://doi.org/10.3389/fmars.2020.00131
https://doi.org/10.3389/fmars.2020.00131
http://dx.doi.org/10.3389/fmicb.2015.00476
http://dx.doi.org/10.3389/fmicb.2015.00476
http://dx.doi.org/10.1002/edn3.48
http://dx.doi.org/10.1002/edn3.48
https://doi.org/10.1371/journal.pone.0139633


royalsocietypublishing.org/journal/rspb
Proc.R.Soc.B

291:20231614

12
32. Amaral-Zettler LA, Mccliment EA, Ducklow HW,
Huse SM. 2009 A method for studying protistan
diversity using massively parallel sequencing of V9
hypervariable regions of small-subunit ribosomal
RNA genes. PLOS ONE 4, e6372. (doi:10.1371/
journal.pone.0006372)

33. Martin M. 2011 Cutadapt removes adapter
sequences from high-throughput sequencing
reads. EMBnet.journal. 17, 10–12. (doi:10.14806/ej.
17.1.200)

34. Callahan BJ, Mcmurdie PJ, Rosen MJ, Han AW,
Johnson AJA, Holmes SP. 2016 DADA2: high-
resolution sample inference from Illumina
amplicon data. Nat Meth 13, 581–583. (doi:10.
1038/nmeth.3869)

35. Callahan BJ, Sankaran K, Fukuyama JA, Mcmurdie
PJ, Holmes SP. 2016 Bioconductor workflow for
microbiome data analysis: from raw reads to
community analyses. F1000Res 5, 1492–1542.
(doi:10.12688/f1000research.8986.2)

36. Wang Q, Garrity GM, Tiedje JM, Cole JR. 2007 Naïve
Bayesian classifier for rapid assignment of rRNA
sequences into the new bacterial taxonomy. Appl.
Environ. Microbiol. 73, 5261–5267. (doi:10.1128/
AEM.00062-07)

37. Lan Y, Wang Q, Cole JR, Rosen GL. 2012 Using the
RDP classifier to predict taxonomic novelty and
reduce the search space for finding novel organisms.
PLoS One 7, e32491. (doi:10.1371/journal.pone.
0032491)

38. Quast C, Pruesse E, Yilmaz P, Gerken J, Schweer T,
Yarza P, Peplies J, Glöckner FO. 2013 The SILVA
ribosomal RNA gene database project: improved
data processing and web-based tools. Nucleic
Acids Res. 41, D590–D596. (doi:10.1093/nar/
gks1219)

39. Wilkinson SP, Stat M, Bunce M, Davy SK. 2018
Taxonomic identification of environmental DNA with
informatic sequence classification trees. PeerJ
Preprints 6, e26812v1. (doi:10.7287/peerj.preprints.
26812v1)

40. WoRMS Editorial Board. 2021 World Register of
Marine Species. Available from https://www.
marinespecies.org at VLIZ. doi:10.17616/R33916

41. Chamberlain S. 2017 worrms: World Register of
Marine Species (WoRMS) Client. See https://CRAN.R-
project.org/package=worrms.

42. Piper A. 2023 seqateurs: Tools for trimming and
processing sequence data. https://rdrr.io/github/
alexpiper/seqateurs/.

43. Assis J, Tyberghein L, Bosch S, Verbruggen H, Serrão
EA, Clerck OD. 2017 Bio-ORACLE v2.0: extending
marine data layers for bioclimatic modelling. Global
Ecology and Biogeography 27, 277–284. (doi:10.
1111/geb.12693)

44. Basher Z, Bowden DA, Costello MJ. 2018 Global
marine environment datasets (GMED). World Wide
Web electronic publication. Version 2.0. https://
gmed.auckland.ac.nz/.

45. Rayner NA, Parker DE, Horton EB, Folland CK,
Alexander LV, Rowell DP, Kent EC, Kaplan A.
2003 Global analyses of sea surface
temperature, sea ice, and night marine air
temperature since the late nineteenth century.
J. Geophys. Res. 108, 4407-37. (doi:10.1029/
2002JD002670)

46. Byrnes JE. 2016 hadsstr: Calculate the velocity of
climate change using Hadley Centre SST. https://
rdrr.io/github/jebyrnes/hadsstR/.

47. Hijmans RJ, Van Etten J. 2012 raster: geographic
analysis and modeling with raster data. R package
version 2.0-12. http://CRAN.R-project.org/package=
raster.

48. Zuur AF, Hilbe JM, Ieno EN. 2013 A beginner’s guide
to GLM and GLMM with R: a frequentist and
Bayesian perspective for ecologists. Highland
Statistics. https://www.highstat.com/index.php/
books2?view=article&id=21&catid=18.

49. Warton DI, Blanchet FG, O’hara RB, Ovaskainen O,
Taskinen S, Walker SC, Hui FKC. 2015 So many
variables: joint modeling in community ecology.
Trends Ecol. Evol. 30, 766–779. (doi:10.1016/j.tree.
2015.09.007)

50. Hui FKC, Taskinen S, Pledger S, Foster SD, Warton
DI. 2015 Model-based approaches to unconstrained
ordination. Methods Ecol Evol 6, 399–411. (doi:10.
1111/2041-210X.12236)

51. Chaudhary C, Saeedi H, Costello MJ. 2016
Bimodality of latitudinal gradients in marine species
richness. Trends Ecol. Evol. 31, 670–676. (doi:10.
1016/j.tree.2016.06.001)

52. Oksanen J et al. 2018 vegan: Community Ecology
Package. See https://CRAN.R-project.org/package=
vegan.

53. Sigsgaard et al. 2017 Seawater environmental DNA
reflects seasonality of a coastal fish community.
Marine Biology 164, 1–15.

54. Leduc N et al. 2019 Comparing eDNA
metabarcoding and species collection for
documenting Arctic metazoan biodiversity.
Environmental DNA 1, 342–358. (doi:10.1002/
edn3.35)

55. Frainer A, Primicerio R, Kortsch S, Aune M, Dolgov
AV, Fossheim M, Aschan MM. 2017 Climate-driven
changes in functional biogeography of Arctic marine
fish communities. Proc. Natl Acad. Sci. USA 114, 12
202–12 207. (doi:10.1073/pnas.1706080114)

56. Kortsch S, Primicerio R, Beuchel F, Renaud PE,
Rodrigues J, Lønne OJ, Gulliksen B. 2012 Climate-
driven regime shifts in Arctic marine benthos. Proc.
Natl Acad. Sci. USA 109, 14 052–14 057. (doi:10.
1073/pnas.1207509109)

57. Wort E, Flintham H, Good E, Bakker J, Craig H,
Egeter B. 2022 Review of DNA-based marine
benthic monitoring protocols.

58. Ørberg SB, Duarte CM, Geraldi NR, Sejr MK,
Wegeberg S, Hansen JLS, Krause-Jensen D. 2023
Prevalent fingerprint of marine macroalgae in Arctic
surface sediments. Sci. Total Environ. 898, 165507.
(doi:10.1016/j.scitotenv.2023.165507)

59. Turner CR, Uy KL, Everhart RC. 2015 Fish
environmental DNA is more concentrated in aquatic
sediments than surface water. Biological
Conservation 183, 93–102. (doi:10.1016/j.biocon.
2014.11.017)

60. Armbrecht LH et al. 2019 Ancient DNA from marine
sediments: precautions and considerations for
seafloor coring, sample handling and data
generation. Earth Sci. Rev. 196, 102887. (doi:10.
1016/j.earscirev.2019.102887)

61. Stat M, Huggett MJ, Bernasconi R, Dibattista JD,
Berry TE, Newman SJ, Harvey ES, Bunce M. 2017
Ecosystem biomonitoring with eDNA:
metabarcoding across the tree of life in a tropical
marine environment. Sci. Rep. 7, 12240. (doi:10.
1038/s41598-017-12501-5)

62. Cordier T, Frontalini F, Cermakova K, Apothéloz-
Perret-Gentil L, Treglia M, Scantamburlo E, Bonamin
V, Pawlowski J. 2019 Multi-marker eDNA
metabarcoding survey to assess the environmental
impact of three offshore gas platforms in the North
Adriatic Sea (Italy). Mar. Environ. Res. 146, 24–34.
(doi:10.1016/j.marenvres.2018.12.009))

63. Stauffer S et al. 2021 How many replicates to
accurately estimate fish biodiversity using
environmental DNA on coral reefs? bioRxiv
2021.05.26.445742. (doi:10.1101/2021.05.26.
445742)

64. Ficetola GF et al. 2015 Replication levels, false
presences and the estimation of the presence/
absence from eDNA metabarcoding data. Mol
Ecol Resour 15, 543–556. (doi:10.1111/1755-
0998.12338)

65. Årthun M, Eldevik T, Viste E, Drange H, Furevik T,
Johnson HL, Keenlyside NS. 2017 Skillful prediction
of northern climate provided by the ocean. Nat.
Commun. 8, 15875. (doi:10.1038/ncomms15875)

66. Myers N, Mittermeier RA, Mittermeier CG, Da
Fonseca GAB, Kent J. 2000 Biodiversity hotspots for
conservation priorities. Nature 403, 853–858.
(doi:10.1038/35002501)

67. Lovejoy C, Potvin M. 2011 Microbial eukaryotic
distribution in a dynamic Beaufort Sea and the
Arctic Ocean. Journal of Plankton Research 33,
431–444. (doi:10.1093/plankt/fbq124)

68. Wassmann P. 2011 Arctic marine ecosystems in an
era of rapid climate change. Prog. Oceanogr. 1–4,
1–17. (doi:10.1016/j.pocean.2011.02.002)

69. Marshall WL, Celio G, Mclaughlin DJ, Berbee ML.
2008 Multiple isolations of a culturable, motile
Ichthyosporean (Mesomycetozoa, Opisthokonta),
Creolimax fragrantissima n. gen., n. sp., from
marine invertebrate digestive tracts. Protist 159,
415–433. (doi:10.1016/j.protis.2008.03.003)

70. Dobbs FC, Scholly TA. 1986 Sediment processing
and selective feeding by Pectinaria koreni
(Polychaeta: Pectinariidae). Mar. Ecol. Prog. Ser 29,
165–176. (doi:10.3354/meps029165)

71. Geraldi NR, Krause-Jensen D, Ørberg SB, Frühe L,
Sejr MK, Hansen JLS, Lund-Hansen L, Duarte CM.
2024 Environmental drivers of Arctic communities
based on metabarcoding of marine sediment eDNA.
Figshare. (doi:10.6084/m9.figshare.c.7005788)

https://doi.org/10.1371/journal.pone.0006372
https://doi.org/10.1371/journal.pone.0006372
https://doi.org/10.14806/ej.17.1.200
https://doi.org/10.14806/ej.17.1.200
https://doi.org/10.1038/nmeth.3869
https://doi.org/10.1038/nmeth.3869
https://doi.org/10.12688/f1000research.8986.2
https://doi.org/10.1128/AEM.00062-07
https://doi.org/10.1128/AEM.00062-07
http://dx.doi.org/10.1371/journal.pone.0032491
http://dx.doi.org/10.1371/journal.pone.0032491
http://dx.doi.org/10.1093/nar/gks1219
http://dx.doi.org/10.1093/nar/gks1219
http://dx.doi.org/10.7287/peerj.preprints.26812v1
http://dx.doi.org/10.7287/peerj.preprints.26812v1
https://www.marinespecies.org
https://www.marinespecies.org
http://dx.doi.org/10.17616/R33916
https://CRAN.R-project.org/package=worrms
https://CRAN.R-project.org/package=worrms
https://rdrr.io/github/alexpiper/seqateurs/
https://rdrr.io/github/alexpiper/seqateurs/
https://doi.org/10.1111/geb.12693
https://doi.org/10.1111/geb.12693
https://gmed.auckland.ac.nz/
https://gmed.auckland.ac.nz/
https://doi.org/10.1029/2002JD002670
https://doi.org/10.1029/2002JD002670
https://rdrr.io/github/jebyrnes/hadsstR/
https://rdrr.io/github/jebyrnes/hadsstR/
http://CRAN.R-project.org/package=raster
http://CRAN.R-project.org/package=raster
https://www.highstat.com/index.php/books2?view=article&id=21&catid=18
https://www.highstat.com/index.php/books2?view=article&id=21&catid=18
https://doi.org/10.1016/j.tree.2015.09.007
https://doi.org/10.1016/j.tree.2015.09.007
http://dx.doi.org/10.1111/2041-210X.12236
http://dx.doi.org/10.1111/2041-210X.12236
https://doi.org/10.1016/j.tree.2016.06.001
https://doi.org/10.1016/j.tree.2016.06.001
https://CRAN.R-project.org/package=vegan
https://CRAN.R-project.org/package=vegan
http://dx.doi.org/10.1002/edn3.35
http://dx.doi.org/10.1002/edn3.35
http://dx.doi.org/10.1073/pnas.1706080114
http://dx.doi.org/10.1073/pnas.1207509109
http://dx.doi.org/10.1073/pnas.1207509109
https://doi.org/10.1016/j.scitotenv.2023.165507
http://dx.doi.org/10.1016/j.biocon.2014.11.017
http://dx.doi.org/10.1016/j.biocon.2014.11.017
https://doi.org/10.1016/j.earscirev.2019.102887
https://doi.org/10.1016/j.earscirev.2019.102887
http://dx.doi.org/10.1038/s41598-017-12501-5
http://dx.doi.org/10.1038/s41598-017-12501-5
http://dx.doi.org/10.1016/j.marenvres.2018.12.009
http://dx.doi.org/10.1101/2021.05.26.445742
http://dx.doi.org/10.1101/2021.05.26.445742
http://dx.doi.org/10.1111/1755-0998.12338
http://dx.doi.org/10.1111/1755-0998.12338
http://dx.doi.org/10.1038/ncomms15875
http://dx.doi.org/10.1038/35002501
http://dx.doi.org/10.1093/plankt/fbq124
http://dx.doi.org/10.1016/j.pocean.2011.02.002
https://doi.org/10.1016/j.protis.2008.03.003
https://doi.org/10.3354/meps029165
http://dx.doi.org/10.6084/m9.figshare.c.7005788

	Environmental drivers of Arctic communities based on metabarcoding of marine sediment eDNA
	Introduction
	Methods
	Sample collection
	DNA extraction
	DNA amplification and sequencing
	DNA post-sequence procedures
	Environmental variables
	Statistical analysis

	Results
	Sequencing overview
	Overall patterns
	Patterns among primer pairs
	Community associations with environmental variables

	Discussion
	Methodological considerations of eDNA-based surveys
	Environmental drivers of Arctic biodiversity and space-for-time predictions
	Indicator taxa

	Conclusion
	Ethics
	Data accessibility
	Declaration of AI use
	Authors' contributions
	Conflict of interest declaration
	Funding
	Acknowledgements
	References


