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ABSTRACT
Background Artificial intelligence (AI) has rapidly 
permeated various sectors, including healthcare, 
highlighting its potential to facilitate mental health 
assessments. This study explores the underexplored 
domain of AI’s role in evaluating prognosis and long- term 
outcomes in depressive disorders, offering insights into 
how AI large language models (LLMs) compare with 
human perspectives.
Methods Using case vignettes, we conducted 
a comparative analysis involving different LLMs 
(ChatGPT- 3.5, ChatGPT- 4, Claude and Bard), mental health 
professionals (general practitioners, psychiatrists, clinical 
psychologists and mental health nurses), and the general 
public that reported previously. We evaluate the LLMs 
ability to generate prognosis, anticipated outcomes with 
and without professional intervention, and envisioned long- 
term positive and negative consequences for individuals 
with depression.
Results In most of the examined cases, the four 
LLMs consistently identified depression as the primary 
diagnosis and recommended a combined treatment 
of psychotherapy and antidepressant medication. 
ChatGPT- 3.5 exhibited a significantly pessimistic prognosis 
distinct from other LLMs, professionals and the public. 
ChatGPT- 4, Claude and Bard aligned closely with mental 
health professionals and the general public perspectives, 
all of whom anticipated no improvement or worsening 
without professional help. Regarding long- term outcomes, 
ChatGPT 3.5, Claude and Bard consistently projected 
significantly fewer negative long- term consequences of 
treatment than ChatGPT- 4.
Conclusions This study underscores the potential 
of AI to complement the expertise of mental health 
professionals and promote a collaborative paradigm in 
mental healthcare. The observation that three of the four 
LLMs closely mirrored the anticipations of mental health 
experts in scenarios involving treatment underscores the 
technology’s prospective value in offering professional 
clinical forecasts. The pessimistic outlook presented by 
ChatGPT 3.5 is concerning, as it could potentially diminish 
patients’ drive to initiate or continue depression therapy. 
In summary, although LLMs show potential in enhancing 
healthcare services, their utilisation requires thorough 
verification and a seamless integration with human 
judgement and skills.

INTRODUCTION
Artificial intelligence (AI) has found appli-
cations in a myriad of fields from medicine 
to mental health.1 2 While numerous studies 
have examined these diverse applications, 
our research is, to the best of our knowledge, 
the first to focus specifically on the use of AI 
to assess the prognosis of depressive disor-
ders. This focus is crucial for helping patients 
to make informed decisions about their treat-
ment and enhancing the transparency of the 

WHAT IS ALREADY KNOWN ON THIS TOPIC
 ⇒ Large language models (LLMs) such as ChatGPT, 
Claude and Bard, pretrained on vast datasets, use 
transformers to offer human- like chatbot interac-
tions and generate diverse content. While LLMs hint 
at potential in mental health applications, research 
is scant on their efficacy in evaluating depression 
prognosis and long- term outcomes.

WHAT THIS STUDY ADDS
 ⇒ This is the first analysis to compare the ability of 
four leading LLMs (ChatGPT- 3.5, ChatGPT- 4, Claude 
and Bard) to evaluate prognosis and outcomes for 
depression cases with that of mental health profes-
sionals and the general public. It reveals variability 
between the LLMs: some align closely with profes-
sional human perspectives, while others differ, un-
derscoring the need for ongoing LLM assessment 
and refinement.

HOW THIS STUDY MIGHT AFFECT RESEARCH, 
PRACTICE OR POLICY

 ⇒ The findings demonstrate LLMs’ potential value in 
complementing professionals’ expertise but also 
highlight the need for further research to optimise 
LLM integration and ensure equitable application in 
mental healthcare. This study lays the groundwork 
for expanded investigations into LLM capabilities 
and biases across diverse clinical scenarios and 
populations. It highlights the importance of devel-
oping responsible policies and practices as LLMs 
assume greater roles in mental health assessment 
and care.

http://bmjopen.bmj.com/
http://orcid.org/0000-0002-5717-4074
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therapeutic process.3 4 Ultimately, it fosters a collabora-
tive approach to healthcare, empowering patients and 
medical professionals to make joint informed decisions.5–8

Major depressive disorders (MDDs) are characterised 
as severe affective disorders manifesting in symptoms 
such as persistent low mood, anhedonia, emotional void, 
disruptions in sleep patterns and diminished appetite.9 
The disorder has substantial ramifications on multiple 
facets of an individual’s life, including emotional well- 
being, social interactions, academic achievement and 
overall developmental trajectory.10 Epidemiologically, 
depressive disorders exhibit high prevalence rates and 
are associated with significant economic burden, compro-
mised quality of life, medical comorbidities and increased 
mortality rates.11 12 Meta- analytical data incorporating 90 
studies, with a cumulative sample size of 1 112 573 adults, 
indicated gender- specific prevalence rates of 14.4% for 
women and 11.5% for men.13

The age of onset for MDD spans from mid- adolescence 
to mid- adulthood, although nearly 40% of affected indi-
viduals report experiencing their inaugural episode prior 
to the age of 20.14 Risk factors implicated in the aetiology 
of MDD include genetic predispositions, personality 
traits, psychopathological elements, comorbid psychiatric 
and physiological conditions, and specific life events such 
as elevated stress levels, historical trauma and a history of 
MDD among first- degree relatives.15–17

The multifaceted nature of recovery for individuals grap-
pling with enduring mental health difficulties is subject to 
heterogeneous interpretations. Within the clinical frame-
work, recovery is predominantly conceptualised in terms 
of the alleviation of symptoms and the remediation of 
functional impairments.18 19 The complete lack of psycho-
logical indicators is rarely characteristic of the typical 
healthy demographic. Thus, the definition of recovery is 
influenced by the established severity threshold of symp-
toms and is reliant on the categorisation and properties 
of the assessment tools employed. However, from the 
vantage point of lived experience, recovery assumes an 
individualised and potentially ongoing journey towards 
the reclamation of a meaningful life characterised by 
purpose and active societal participation regardless of 
persistent symptoms.19 20 Literature on pharmacological 
interventions for MDD has evidenced a cumulative remis-
sion rate of 67% following antidepressant therapy.21 Addi-
tional empirical studies have indicated that, following 
a 3- month course of antidepressant treatment, 66% of 
patients achieved remission while 59.5% regained norma-
tive levels of functionality.22 Notably, incomplete remis-
sion in the context of MDD is prevalent; approximately 
one- third of individuals diagnosed continue to exhibit 
residual symptoms even during periods identified as 
remission.23

In recent decades, there have been significant advance-
ments in the research and clinical management of 
depression, particularly in primary healthcare settings. 
A plethora of pharmacological and psychotherapeutic 
interventions have been validated through rigorous 

randomised controlled trials, thereby gaining inclusion in 
established treatment guidelines.24 25 These interventions 
have subsequently been extensively adopted in clinical 
practice.26 Notably, primary care serves as the predomi-
nant healthcare setting for the treatment of depressive 
disorders, accommodating the majority of affected indi-
viduals. Statistical data indicate that 73% of patients 
receive treatment for depression exclusively in primary 
care, while a substantially smaller proportion—24% and 
13%, respectively—are managed by psychiatrists or other 
specialised mental health practitioners.27 28

The clinician’s stance on a patient’s recuperative 
potential is complex and has many dimensions.29 From 
a utilitarian perspective, the medical professional’s 
acumen in prognosticating a patient’s likely therapeutic 
course—commonly referred to as ‘prognosis’—is indis-
pensable clinical competency.28 Ethical considerations 
compel healthcare providers to thoroughly explain both 
the attendant risks and merits of prospective treatments 
to patients, thereby enabling the exercise of informed 
consent and fostering a collaborative model of decision- 
making.30 Providing a nuanced and forthright prognosis 
serves to bolster patient morale and cultivate optimism in 
instances where full recovery is plausible while tempering 
expectations in more adverse clinical scenarios.6 7 31 
However, it should be acknowledged that clinicians’ prog-
nostic judgements are inevitably influenced by their own 
foundational beliefs and assumptions.32 33

Extensive empirical research has corroborated the effi-
cacy of psychotherapeutic interventions, underscoring 
the positive correlation between a robust therapeutic 
alliance and favourable treatment outcomes.34–36 These 
findings precipitated a growing emphasis on recovery- 
oriented practices which are linked to an array of bene-
ficial patient outcomes, including enhanced functional 
capabilities and reduced hospitalisation rates.37 38 Despite 
these advancements, it is important to acknowledge that 
the prevailing mental healthcare paradigm, rooted largely 
in the biomedical model not only foregrounds clinical 
recovery and symptom remission but is also influenced 
by clinicians’ attitudes, including potential stigmatisation 
towards patients exhibiting delayed treatment engage-
ment.25 28 29 As such, practitioners’ beliefs about patients’ 
recovery potential and the depth of the therapeutic rela-
tionship play a pivotal role in the overall efficacy of the 
treatment regimen.6–8

AI has become ubiquitous across multiple domains, 
including but not limited to political science, 
economics, healthcare and biological sciences.1 2 
Previous scholarly investigations have explored the 
application of AI in the realm of applied psychology, 
either examining rudimentary clinical capabilities.3 4 
or focusing on decision- making processes in intricate 
clinical scenarios, such as those involving depressive 
disorders and suicidal ideation.5 To date, there is a 
literature gap concerning the capability of AI to facil-
itate the process of recovery or healing in the context 
of mental health disorders. However, a burgeoning 
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body of literature has underscored the significant 
therapeutic implications of a clinician’s belief in the 
patient’s potential for recovery6 7 25 as well as the dele-
terious consequences arising when such beliefs are 
absent.34

In light of the growing integration of AI technol-
ogies in healthcare sectors—particularly given the 
nascent advancements in emotion recognition and 
mental health risk stratification3 4—it has become 
critical to rigorously scrutinise how various AI systems 
conceptualise and interpret human resilience and 
prospects for recovery.5 This line of inquiry assumes 
paramount importance as both healthcare providers 
and patients increasingly rely on AI for diagnostic 
consultations and therapeutic interventions. These 
understandings not only shape the future direction 
of patient care but also serve as a cornerstone for 
psychoeducational initiatives, clinical guidance and 
targeted interventions.

The present study was predicated on an evaluation 
of perspectives among mental health professionals in 
Australia, comprising 328 mental health nurses, 535 
psychiatrists, 434 general practitioners (GPs), 211 
clinical psychologists and 952 laypeople as reported 
by Caldwell and Jorm.39 Respondents were surveyed 
concerning their beliefs about prognosis, long- term 
outcomes and potential discriminatory practices in 
the context of case vignettes featuring individuals 
diagnosed with depression.

The objectives of this study are to:
1. Compare the assessment of the prognosis for indi-

viduals with depression between four large language 
models (LLMs) (ChatGPT- 3.5, ChatGPT- 4, Claude and 
Bard), mental health professionals (including GPs, 
psychiatrists, clinical psychologists and mental health 
nurses) and the general public. Furthermore, this 
comparison will also consider evaluations of prognoses 
with and without treatment.

2. Analyse the evaluations by the four LLMs, mental 
health professionals and the general public regarding 
the positive and negative long- term outcomes for indi-
viduals with depression.

METHODS
AI procedure
During August 2023, we used ChatGPT- 3.5 and 4 (by 
OpenAI; 3 August version), Claude.AI (by Anthropic) 
and Bard (by Google) to evaluate the prognosis of depres-
sion compared with the results of mental health profes-
sionals40 and of the general public reported by Caldwell 
and Jorm.39

Input source
In the present study, we adopted the text vignette meth-
odology, as elucidated by Caldwell and Jorm39 and Jorm 
et al40 and to examine mental health professionals (GPs, 
psychiatrists, clinical psychologists and mental health 
nurses) and general public beliefs about the helpfulness 
of interventions for depression. Demographic data of 
the mental health professionals are present in table 1. 
The study contains two vignettes that differed only in the 
gender of the main character and were entered into the 
LLMs’ interface. Each of the vignettes was evaluated 10 
times in ChatGPT- 3.5, ChatGPT- 4, Claude and Bard in a 
new tab, with 80 evaluations in total. Following is the male 
version of the vignette:

John is 30 years old. He has been feeling unusually sad 
and miserable for the last few weeks. Even though he is 
tired all the time, he has trouble sleeping nearly every 
night. John doesn’t feel like eating and has lost weight. 
He can’t keep his mind on his work and puts off making 
decisions. Even day- to- day tasks seem too much for him. 
This has come to the attention of John’s boss who is 
concerned about his lowered productivity.

Measures
After each of the two vignettes, we submitted six ques-
tions to the LLMs taken from Jorm et al40 :

Q1: ‘Describe what, if anything, is wrong with John.’
Q2: ‘What will be helpful for John?’
Q3: ‘hat is most likely to be the result for John if he receives 

the sort of professional help that you think most appropriate?’ 
(A. Full recovery with no further problems; B. Full recovery but 
problems will probably reoccur; C. Partial recovery; D. Partial 
recovery, but problems will probably reoccur; E. No improvement; 
F. Get worse)

Table 1 Demographic data of the mental health professionals (psychiatrists, clinical psychologists, GPs and. nurses, as 
reported by Caldwell and Jorm)39

Psychiatrists Clinical psychologists GPs Nurses

N 535 211 438 328

≥39 15% 20% 32%

40–49 37% 46% 36%

50–59 30% 21% 17%

60+ 18% 13% 15%

Response rate 75% 65% 61% 70%

F/M ratio ~37% male

GPs, general practitioners.
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Q4: ‘What is most likely to be the result for John if he does not 
receive any professional help?’ (A. Full recovery with no further 
problems; B. Full recovery but problems would probably reoccur; 
C. Partial recovery; D. Partial recovery but problems would prob-
ably reoccur; E. No improvement; F. Get worse.).

Q5: ‘How do you think he will be in the long term 
compared to other people in the community?’ (Rate 
each of the following as: more likely, just as likely, or less 
likely.) Negative long- term outcomes: (a) to be violent, 
(b) to drink too much, (c) to take illegal drugs, (d) to 
have poor friendships, (e) to attempt suicide; Positive 
long- term outcomes: (f) to be understanding of other 
people’s feelings, (g) to have a good marriage, (h) to be a 
caring parent, (i) to be a productive worker and (j) to be 
creative or artistic.

Q6. ‘Do you think that John will be discriminated 
against by others in the community if they know about his 
problems?’ (Yes/No).

Scoring
The performances of all the LLMs were scored according 
to Caldwell and Jorm39 and Jorm et al40 We then compared 
the LLMs’ performance to the results of previous 535 
psychiatrists, 211 clinical psychologists, 434 GPs, 328 
mental health nurses and 952 people from the general 
public collected in Australia and reported by Caldwell and 
Jorm39 and Jorm et al.40 Q5, evaluating the positive and 
negative long- term outcomes, was calculated according to 
Caldwell and Jorm.39 Each of the 10 statements received a 
score of 1, 0 or −1 (more likely, just as likely or less likely, 
respectively). The answers were then summed up, with 
each of the positive and negative long- term outcome 
scales ranging from −5 to 5.

Patient and public involvement
This study did not involve patient participation; it focused 
on AI insights. Results will be shared via social media in 
simplified language for patient communities.

Statistical analysis
The likely outcome with and without professional help 
for the female and male vignettes, evaluated by the 
LLMs, mental help professionals and the general public 
(as reported by Caldwell and Jorm39 and Jorm et al40), 
was analysed using a one- way ANOVA with Fisher’s least 
significant difference as post hoc. A comparison of the 
differences between LLMs in the positive and negative 
long- term outcome was analysed using a one- way ANOVA 
with Bonferroni as post hoc.

RESULTS
All four LLMs recognised depression as the primary diag-
nosis in all the vignette cases and suggested a combina-
tion of psychotherapy and antidepressant drugs as the 
preferred treatment.

Likely outcome with professional help
Table 2 delineates the distribution of selected outcomes 
according to LLMs, mental health professionals groups, 

and the general public for a case vignette of an indi-
vidual diagnosed with depression after treatment. On 
conducting an analysis of variance (ANOVA), we iden-
tified a significant difference in the outcomes selected 
across the eight groups (F (8, 2540)=13.56, p<0.001) 
(see figure 1). Post hoc analysis yielded the following 
insights: ChatGPT- 3.5 displayed a distinctively pessimistic 
prognosis, differing significantly from the outcomes 
chosen by the three other LLMs, professional groups and 
the general public; ChatGPT- 4, Claude and Bard were 
congruent with the psychiatrists, GPs, clinical psycholo-
gists, mental health nurses, but was more pessimistic than 
the general public; and no significant differences were 
found when comparing the projections of ChatGPT- 4, 
Claude and Bard directly (see table 3).

Likely outcome without professional help
Table 2 delineates the distribution of selected outcomes 
according to LLMs, mental health professional groups 
and the general public for a case vignette of an individual 
diagnosed with depression without receiving professional 
help. All asserted that the person with depression without 
treatment will show no improvement or get worse. On 
conducting an ANOVA, we identified a significant differ-
ence in the prognoses selected across the eight groups 
(F (8, 2540)=21.06, p<0.001) (figure 1). A post hoc anal-
ysis yielded the following insight: all four LLMs displayed 
a distinctively pessimistic prognosis than the prognosis 
chosen by mental health professionals but were not 
different from each other or from the general public (see 
table 3).

Long-term outcomes
Figure 2 illustrates the LLMs’ output concerning the posi-
tive and negative long- term outcomes. On conducting 
an ANOVA, we identified a significant difference in the 
negative outcomes selected across the four LLMs groups 
(F (3, 80)=9.34, p<0.001). ChatGPT 3.5, Claude and 
Bard generated a significantly lower negative long- term 
outcome after receiving treatment than ChatGPT- 4.

On conducting an ANOVA, we identified significant 
differences also in the positive outcomes selected across 
the four LLMs groups (F (3, 80)=14.43, p<0.001): Bard 
generated a more optimistic evaluation of a positive long- 
term outcome after receiving treatment than ChatGPT 
3.5, ChatGPT- 4 and Claude; ChatGPT- 3.5 generated a 
more pessimistic evaluation than ChatGPT- 4 and Claude; 
and no significant differences were found between 
ChatGPT- 4 and Claude.

DISCUSSION
This study investigated how different LLMs, including 
ChatGPT- 3.5, ChatGPT- 4, Claude, and Bard, evaluate the 
prognosis, long- term outcomes and potential discrimi-
natory practices associated with depression. The results 
were analysed according to the responses from LLMs, 
mental health professionals (GPs, psychiatrists, clinical 
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psychologists and mental health nurses) and the general 
public. Several key findings emerged which shed light on 
the perspectives and knowledge on depression and its 
treatment.

The consistent recognition of depression cases and 
recommendation of a combination of psychotherapy and 
antidepressant drugs by all four LLMs in all of the cases 
is a noteworthy finding. It underscores the proficiency of 
these AI models in accurately identifying mental health 
conditions, aligning their diagnoses with established 
clinical practices, and suggesting evidence- based treat-
ment approaches.41 This not only demonstrates LLMs’ 
reliability in mental health assessments but also high-
lights their potential to provide valuable support and 
guidance to individuals seeking information or coping 
with depression. This finding also has implications for 
clinical decision support, whereby LLMs can assist health-
care professionals in their initial assessments and treat-
ment planning. This appears to be consistent with the 
views of healthcare experts concerning the utilisation of 
ChatGPT. In a survey that evaluated healthcare profes-
sionals’ experiences with ChatGPT, a substantial majority 
(75.1%) indicated that they felt at ease with the prospect 
of incorporating ChatGPT into their healthcare routines, 
with 39.5% favouring using ChatGPT to assist in making 
medical decisions.42 However, it must be emphasised 
that while LLMs can serve as valuable tools, they should 
complement rather than replace the expertise of quali-
fied mental health professionals to ensure comprehen-
sive and personalised care.

Likely outcome with/without professional help
The study’s findings offer valuable insights into how 
different groups perceive the likely outcomes for individ-
uals with depression when they receive professional help 
compared with when they do not. When individuals with 
depression receive professional help, there is a shared 
sense of optimism among all groups (LLMs, mental health Ta
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Figure 1 The likely outcome evaluations of LLMs, mental 
health professionals and the general public (mean±SEM), with 
and without professional help. *Significant compared with 
ChatGPT- 4, Bard Claude and all Human groups, #significant 
compared with all human groups instead of Chatgpt- 3 that 
was not significantly different from the general public. GPs, 
general practitioners; LLMs, large language models.
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professionals and the general public), indicating the 
significance of receiving professional help when coping 
with depression.43 Professional help is known to be effec-
tive for preventing and managing mental health issues, 
improving understanding, coping skills, and interper-
sonal support, and thereby reducing suicidal thoughts.44

However, the findings paint a pessimistic picture when 
individuals with depression do not receive professional 
assistance regardless of the group: all share the belief 
that the likelihood of positive outcomes diminishes while 
the probability of negative outcomes increases. In other 
words, AI models consistently align with established 
clinical practices, recommending evidence- based treat-
ments and emphasising the significance of professional 
intervention. Conversely, without professional assistance, 
LLMs, along with other groups, converge on pessimistic 

prognoses, underscoring their adherence to a determin-
istic view of mental health outcomes. Variability in assess-
ments, particularly ChatGPT- 3.5’s pessimistic outlook 
on recovery, mirrors the multifaceted nature of mental 
health recovery and highlights that LLMs may not fully 
capture phenomenological and social models which 
take into account personal choice and decision as well 
as social acceptance and lack of exclusion.19 20 These 
tendencies, rooted in LLMs’ reliance on clinical data and 
established medical knowledge, emphasise the need for 
their further development to incorporate a more holistic 
understanding of mental health experiences, bridging 
the gap between medical and phenomenological social 
models in mental health assessment and support.

The study’s findings indicated that AI models can vary 
in their assessments of recovery outcomes. ChatGPT- 3.5 
had a consistently pessimistic outlook, while ChatGPT- 4, 
Claude and Bard aligned more closely with human 
perspectives, namely, mental health professionals and the 
general public. ChatGPT- 3.5’s pessimism in evaluating 
recovery outcomes could, worryingly, deter individuals 
from seeking professional assistance; its widespread use 
worldwide amplifies this potential risk.45

Long-term outcomes
This study explores long- term outcomes after depression 
treatment, shedding light on how different LLMs evaluate 
prospects for individuals with this condition. Notably, 
there are distinctions between LLMs regarding negative 
long- term consequences post- treatment: ChatGPT- 3.5, 
Claude and Bard tend to offer more optimistic assessments 

Table 3 Post hoc analyses for differences between LLMs, professionals and the general public in assessing the outcome of 
depression with and without treatment

ChatGPT- 4 Bard Claude
General 
public Nurses

Clinical 
psychologists Psychiatrists GPs

With professional 
help

ChatGPT- 3.5 *** *** *** *** *** *** *** ***

ChatGPT- 4 ns ns ** * ns ns ns

Bard ns ns ns ns ns ns

Claude ns ns ns ns ns

General Public * *** *** ***

Nurses *** *** ***

Clinical 
Psychologists

ns ns

Psychiatrists ns

Without 
professional help

ChatGPT- 3.5 ns ns ns ns * *** * *

ChatGPT- 4 ns ns * 0.53 *** ** 0.057

Bard ns *** *** *** *** ***

Claude *** *** *** *** ***

General public ns *** ** ns

Nurses *** ns ns

Clinical 
psychologists

*** **

Psychiatrists ***

*p<0.05; **p<0.01; ***p<0.001.
GPs, general practitioners; LLMs, large language models; ns, not stated.

Figure 2 The positive and negative long- term outcomes 
evaluated by LLMs (ChatGPT- 3.5, ChatGPT- 4, Claude and 
Bard; mean±SEM). LLMs, large language models.
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than ChatGPT- 4, indicating a less pessimistic outlook on 
potential negative effects. Bard stands out as the most 
optimistic regarding positive long- term consequences, 
while ChatGPT- 3.5 leans towards a more pessimistic view 
than ChatGPT- 4 and Claude. These findings highlight 
the importance of acknowledging LLM variability in eval-
uating long- term outcomes for those dealing with mental 
health issues.46 They suggest that the choice of LLM can 
impact the level of optimism or pessimism conveyed in 
their assessments. It should be noted that the accuracy 
of LLMs’ predictions is closely tied to the quality and 
inclusivity of the data used for their training. Biases in 
the data or a lack of representation from diverse demo-
graphics can result in incorrect predictions.47 Addition-
ally, LLMs algorithms often operate as opaque systems, 
making it difficult to understand how each AI arrived at 
specific conclusions.48 These variations have implications 
for how LLMs report on long- term outcomes of depres-
sion. Recognising these differences and their potential 
influence on patient outcomes is pivotal for the ongoing 
advancement and incorporation of LLMs in mental 
healthcare. Moreover, the results indicate the importance 
of using various ChatGPT versions in a complementary 
manner rather than relying exclusively on one. Previous 
studies on AI have shown its potential for predicting clin-
ical outcomes. Brendese49 illuminates the AI’s potential in 
neurodegenerative diseases, highlighting its role in diag-
nosis, treatment and prediction of disease progression 
and response to intervention. Additionally, Liao et al50 
demonstrated the AI’s potential to predict clinical prog-
nosis in tuberculosis. In the realm of mental health, AI’s 
applicability extends to both diagnostic and prognostic 
evaluations and potential contributions to personal medi-
cine.7 51–56 Our research contributes uniquely to this body 
of work by evaluating open- to- the- public tools for mental 
health prognosis, making them accessible and opera-
tional across languages and regions, thus opening new 
avenues for global mental healthcare enhancements.54

Transparency, data integrity and integration with conventional 
methods
The integration of LLMs in evaluating mental health 
prognoses warrants a discussion on their decision- making 
transparency, data input considerations and comparison 
with traditional depression scales such as the Patient 
Health Questionnaire- 9 or Beck Depression Inventory. 
While AI can analyse a broader range of textual data, 
offering potentially nuanced insights, it’s crucial to 
acknowledge how the omission of key data can impact 
their accuracy. For instance, neglecting to input compre-
hensive details about symptom duration or severity could 
lead to less precise prognoses, emphasising the need for 
complete and relevant data. Furthermore, the limita-
tions of AI in understanding and interpreting mental 
health conditions must be recognised. The decisions of 
AI models, shaped by their training datasets, lack the 
depth of human comprehension. This raises questions 
about the reliability of AI- generated prognoses and their 

dependence on the quality and diversity of training 
data.52 Enhancing AI transparency is vital, especially in 
explaining the rationale behind AI- generated decisions in 
a way that is comprehensible to healthcare professionals. 
This is crucial for fostering trust and ensuring that AI 
tools are used appropriately as a complement to, rather 
than a replacement for, traditional assessment methods. 
Our findings add to the expanding understanding of AI’s 
role in mental health,3–5 7 46 51–55 highlighting the impor-
tance of combining AI tools with traditional techniques 
and clinical expertise for a comprehensive approach to 
mental health diagnosis and treatment.

While the findings of this study offer valuable insights, 
several limitations warrant consideration. First, the util-
isation of case vignettes, though a useful tool, simplifies 
the complexities often seen in real- life clinical scenarios. 
Future investigations could benefit from incorporating 
real patient data or using clinical simulations to offer a 
more nuanced understanding of prognoses. Second, 
it should be acknowledged that this study centred on 
specific LLMs, potentially limiting the generalisability of 
the findings to other AI models. To enhance the compre-
hensiveness of future studies, a more diverse range of 
LLMs should be examined. Third, this study focused 
primarily on comparing LLM assessments with human 
perspectives without directly evaluating their clinical 
accuracy. Future research endeavours should incorpo-
rate validation studies to assess the clinical utility and 
reliability of LLM predictions. Fourth, Since the results 
of professionals and the general public were based on 
findings from previous studies,39 40 it was not possible to 
test the effect of demographic variables (different career 
stages, gender, etc) on the clinical assessment.

Lastly, the study did not explore potential cultural or 
demographic biases within the LLMs. Addressing these 
aspects in future research is crucial to ensure the equi-
table application of AI in mental health across diverse 
populations.

In addressing the divergent prognoses of ChatGPT- 3.5 
compared with ChatGPT- 4, Claude and Bard in our 
study, several factors may contribute to these results. 
ChatGPT- 4’s larger number of parameters might 
contribute to its more accurate processing capabilities. 
Differences in data handling and retrieval methods, as 
seen with Claude’s updated processing or Bard’s access 
to Google’s search index, are also potential explanations. 
The specific reason for ChatGPT- 3.5’s divergent prognosis 
remains unclear but could involve different training data, 
alignment processes and human feedback. This is consis-
tent with previous findings46 where ChatGPT was found 
to be less accurate than ChatGPT- 4, further emphasising 
the advancements in AI model development.

CONCLUSION
This study offers valuable insights into the integration of 
LLMs within the context of mental health assessment and 
support. These LLMs demonstrated a consistent ability 
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to recognise depression cases and recommend evidence- 
based treatment, aligning with established clinical prac-
tices. Moreover, the study highlights the optimism shared by 
LLMs, mental health professionals and the general public 
regarding the positive outcomes associated with profes-
sional help in depression management. The importance of 
seeking professional assistance is thus underscored, empha-
sising LLMs’ potential to encourage individuals to access 
qualified healthcare support. The influence of the assess-
ment of recovery over the therapeutic relationship should 
be noted here. It directly affects the therapist’s commit-
ment to dedicating time and effort to the patient as well 
as influencing the patient’s motivation to initiate or sustain 
treatment. Indeed, the concept of recovery and hope is a 
pivotal theme in psychotherapy.56 The integration of LLMs 
into this domain can significantly impact the therapeutic 
relationship.55 We emphasise the necessity for ongoing vali-
dation and rigorous assessment of AI models like ChatGPT 
in clinical contexts. This process should include meticulous 
evaluations to mitigate biases, errors and hallucinations, 
and the utilisation of extensive retrospective medical data 
to enhance the models’ precision. Future integrations 
could see AI functioning as a supportive copilot in clinical 
decision- making, complemented by a ‘human in the loop’ 
system, which also serves to alert clinicians to the high prob-
ability of inaccurate assessments. It is essential for mental 
health professionals to receive education on the complex-
ities of AI in clinical practice, encouraging a critical yet 
objective stance in interpreting AI- generated outcomes.
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