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Abstract

In this paper, we describe the design, collection, and validation of a new video database that 

includes holistic and dynamic emotion ratings from 83 participants watching 22 affective movie 

clips. In contrast to previous work in Affective Computing, which pursued a single “ground truth” 

label for the affective content of each moment of each video (e.g., by averaging the ratings of 2 to 

7 trained participants), we embrace the subjectivity inherent to emotional experiences and provide 

the full distribution of all participants’ ratings (with an average of 76.7 raters per video). We argue 

that this choice represents a paradigm shift with the potential to unlock new research directions, 

generate new hypotheses, and inspire novel methods in the Affective Computing community. We 

also describe several interdisciplinary use cases for the database: to provide dynamic norms for 

emotion elicitation studies (e.g., in psychology, medicine, and neuroscience), to train and test 

affective content analysis algorithms (e.g., for dynamic emotion recognition, video summarization, 

and movie recommendation), and to study subjectivity in emotional reactions (e.g., to identify 

moments of emotional ambiguity or ambivalence within movies, identify predictors of subjectivity, 

and develop personalized affective content analysis algorithms). The database is made freely 

available to researchers for noncommercial use at https://dynamos.mgb.org.
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I. Introduction

In the affective and medical sciences, it is common for researchers to use standardized 

stimuli such as text vignettes, images, audio clips, and video clips to (try to) elicit emotions 

in their participants [1]. This methodology can be used to study the effects of emotion 

on various psychological and physiological processes, to identify correlates of and group 

differences in emotional reactivity, and even to detect and quantify affective dysfunction 

in individual participants. The focus in such studies is on the affective experiences of the 

participants themselves (i.e., what they feel in response to the stimuli) as opposed to their 

perceptions of others (e.g., what the people portrayed in the stimuli seem to be feeling).

Movie clips are popular stimuli in such studies because movies are often expertly crafted 

(e.g., by actors, directors, sound designers, and editors) to produce a wide range of 

emotional reactions in viewers. Due to their multimodal nature and extended duration, they 

tend to elicit stronger and more complex emotional responses than other stimulus types [2].

Participants are typically asked to provide a single, holistic report of their emotional reaction 

after watching each movie clip (e.g., in terms of discrete categories like anger and sadness 

or continuous dimensions like valence and arousal [3]). However, participants’ emotions 

often evolve over time during a movie clip. To address this issue, specialized methods have 

been developed to collect dynamic reports during stimulus presentation (e.g., by having the 

participant move a dial or lever to indicate changes in emotion) [4]. The resulting time-series 

(sometimes called ‘traces’) can capture the moment-to-moment unfolding of emotional 

reactions over time with high granularity [5].

In the Affective Computing community, dynamic ratings of experienced and perceived 

emotion have been used to create ‘ground truth’ labels for emotion recognition and affective 

content analysis [3]. However, because each rater is a unique individual with their own 

history, background, and constellation of affective traits, there is inevitably some degree of 

inter-rater variability or ‘subjectivity’ in their ratings of each stimulus. This variability is 

often considered a nuisance—a source of noise to be minimized, e.g., by averaging across 

raters, training raters to consensus, or switching from continuous rating scales to ordinal 

rankings [6]. However, we contend that inter-rater subjectivity is actually a fascinating 

phenomenon worthy of academic study in its own right.

Embracing the existence of this subjectivity leads to many intriguing questions. Why do 

different participants experience the same stimuli in such different ways? How structured 

and predictable are individual participant’s responses? Are some stimuli (or parts of stimuli) 

associated with greater inter-participant variability than others, and if so, how well can 

we estimate their degree of subjectivity based on their content alone? We believe that the 

Affective Computing community is well-suited to begin answering these questions; however, 

doing so will require new datasets and novel methods.

In service of this goal, we present the DynAMoS database, which we designed to facilitate 

research on the dynamic and subjective aspects of emotional reactions to movie clips.
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A. Previous Databases

In order to position our database in the broader literature and highlight the novelty of our 

approach, we briefly review previous databases (sometimes also called ‘stimulus sets’) that 

contain emotion ratings of affective movie clips.

Dozens of current databases contain affective movie clips (see [7] for a recent review). 

However, the vast majority of such databases only include holistic emotion ratings and not 

dynamic emotion ratings; this omission precludes the analysis of within-stimulus changes 

and temporal patterns of reactivity. Furthermore, most databases that do include dynamic 

ratings (e.g., [8], [9]) are focused on participants’ perceptions of others’ emotions and 

not participants’ reports of their own emotional reactions. Emotion perceptions are also 

fascinating and worth studying, but this is a fundamentally different research question [10]. 

There are also several databases that include dynamic emotion ratings of other types of 

videos (e.g., [11]–[13]) but these also mostly focus on perceived emotion.

To our knowledge, there are currently only two databases that include dynamic ratings of 

participants’ self-reported emotional reactions to affective movie clips. DECAF [14] had 7 

participants watch 36 short (i.e., 1–2 minute) clips and dynamically rate their own emotional 

valence and arousal at 1 Hz. Similarly, COGNIMUSE [15] had 7 participants watch 7 long 

(i.e., 30 minute) clips and dynamically rate their own emotional valence and arousal at 25 

Hz. Although a somewhat different context than movie clips, there is also the TVNEWS [16] 

database that had 50 participants watch 144 short (i.e., 20–52 second) clips from television 

news programs and dynamically rate their own emotional valence at 2 Hz.

Thus, there are only a few video databases that include dynamic ratings of self-reported 

emotion. These databases also have several characteristics that limit their usefulness for 

subjectivity analyses and personalized modeling. Ideally, a large and representative sample 

of participants would dynamically rate each clip and the ratings from each participant 

would be separately provided with the database. However, DECAF and COGNIMUSE 

have small convenience samples (n = 7), which limit their generalizability and the 

statistical power of subjectivity analyses, and TVNEWS only provides the average rating 

(across all participants) at each moment, which makes it unusable for subjectivity and 

personalized modeling. Additionally, while longer clips contain more contextual information 

and can yield more participant engagement/investment, they are also more likely to fatigue 

participants and be emotionally heterogeneous [17]. Thus, the ideal clip length is somewhere 

around 2–10 minutes, which is a bit longer than the clips in TVNEWS and a lot shorter than 

those in COGNIMUSE.

We contend that the affective sciences need a new database focused on subjectivity and 

personalized modeling of emotional reactions to affective movie clips. To meet this goal, it 

should recruit a large number of diverse participants to dynamically rate each clip, use clips 

that are 2–10 minutes in duration, and provide each participant’s ratings separately.

B. The Current Paper

The current paper presents a new database that meets this need and begins to fill in the 

gaps of previous databases. We had 83 participants watch 22 medium-length (i.e., 2–7 
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minute) movie clips and dynamically rate their own emotional valence (and holistically 

rate their positive and negative affect). This number of raters is an order of magnitude 

greater than the number of raters in the DECAF and COGNIMUSE databases and, unlike 

the TVNEWS database, we provide every participant’s individual ratings. As a result, the 

DynAMoS database opens up exciting new possibilities into the study of affective dynamics, 

subjectivity, and personalized modeling.

Due to space constraints, we focus the current paper on describing the database and 

validating its measures rather than providing baseline models or case studies. We recognize 

that this focus is uncommon in the ACII community but argue that measurement validation 

is often underappreciated and worth the added emphasis here. An extended version 

that includes feature descriptions, cross-validation partitions, and baseline results will be 

submitted as a separate full-length paper.

The contributions of the current paper are five-fold:

1. We propose a novel approach to dealing with and thinking about inter-rater 

variability (i.e., ‘subjectivity’): to embrace it as stemming from individual 

differences that are worth studying and explicitly modeling rather than a 

nuisance to be merely corrected or mitigated.

2. We propose a method for collecting data to study inter-rater variability, which 

adapts existing methods but meaningfully changes their goals and priorities.

3. We provide a new database of affective movie clips with dynamic and holistic 

ratings of experienced emotion from a large and diverse sample of participants 

and discuss new applications for this type of data.

4. We demonstrate the use of modern measurement validation techniques including 

Bayesian generalizability studies, inter-rater reliability analysis with incomplete 

data, and coefficient categorical omega for estimating the internal consistency of 

ordinal scale scores.

5. We develop a novel data visualization approach for depicting inter-rater 

variability in time series data.

II. Methods

A. Movie Clip Selection

Clips from feature films of different genres (e.g., comedy, romance, drama, action) were 

identified using open libraries. Selection of the final set of clips was based on the following 

criteria: (1) each clip must be 2–10 minutes in duration, (2) each clip must contain dialogue 

spoken in English by live-action human actors in largely camera-facing orientations, (3) the 

set as a whole must evoke a range of emotional reactions spanning positive and negative 

valence of various intensity levels, and (4) the set as a whole must represent a diversity of 

actor demographics (e.g., age, sex, and race).
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B. Movie Clip Processing

Each clip was extracted from a Blu-Ray copy of its source movie to a separate MPEG-4 file 

with a frame width of 1920 px, a frame rate of 23.976 fps, and an audio sampling rate of 48 

kHz. The official English-language audio track was used. (English-language subtitles were 

extracted for later analysis but were not shown to participants in the experiment.)

C. Participant Recruitment

Participants were recruited from the community using the Rally with Mass General Brigham 

(MGB) online platform; they were all living in the USA at the time of participation. 

Applicants were first screened to confirm their eligibility for the study; inclusion criteria 

included (1) having no uncorrected sensory, cognitive, or emotional impairments, (2) being 

age 18–60 years old, (3) being fluent in English, and (4) having access to a laptop or 

desktop computer and a quiet environment for the study sessions. After signing a consent 

form, participants were asked about their demographic background (i.e., age, sex/gender, 

and race/ethnicity).

D. General Procedure

Participation occurred remotely via video conferencing (with the experimenter’s camera 

and microphone turned off during video-watching and rating). To prevent fatigue, 

participants completed the experiment across two 90-minute sessions. In each session, they 

independently viewed and rated 11 movie clips presented in randomized order. Before each 

movie clip, a brief and standardized description was read aloud by the experimenter. These 

descriptions were meant to orient participants to the scene and provide any necessary 

contextual information without describing the emotional tone (see the website for all 

descriptions). The participant then watched the clip while simultaneously providing dynamic 

valence ratings (as described below). After the clip ended, the participant provided holistic 

emotion ratings (as described below) and answered several other questions about whether 

the audio and video playback worked properly and how familiar they were with the clip’s 

source movie. After each session, participants were compensated 25 USD for their effort; 

thus, each participant could earn up to 50 USD in total. This compensation rate is about a 

dollar higher than the current minimum hourly wage in the state of Massachusetts.

E. Affect Rating Procedure

Participants watched each clip and simultaneously provided dynamic valence ratings using 

the CARMA software [18]. As depicted in Figure 1, CARMA displays the video next to a 

vertical rating scale, represented by a color gradient, that ranged from −4 (very negative) 

to +4 (very positive). Participants were instructed to move a slider up and down within this 

rating scale (using their mouse or arrow keys) to reflect how negative/unpleasant to positive/

pleasant the movie clip made them feel from moment to moment. The slider was positioned 

at zero at the onset of each clip, and participants could adjust the slider at any time; CARMA 

queried the relative location of the slider at 30 Hz and then averaged all queried values 

within 1 s temporal bins. Our rationale for this aggregation step is that it smooths the time 

series, removing unintentional motion artifacts, and yields scores that better align with the 

response time needed to process each moment of the clip (e.g., sensorially, emotionally, 
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and cognitively) and make an appropriate motor response; it also helps align the ratings of 

participants who may differ in their reaction times. Although approaches exist for trying to 

align participants’ ratings using complex algorithms or additional data collection [19], we 

prefer the simplicity of the aggregating approach.

After watching each clip, participants provided holistic affect ratings using the Short 

Positive and Negative Affect Scale (S-PANAS) [20], [21]. Participants were instructed to 

think about their overall emotional reaction to the movie clip and rate it on five positive 

affect items (alert, determined, enthusiastic, excited, inspired) and five negative affect items 

(afraid, distressed, nervous, scared, upset) using ordinal scales from 0 (very slightly or not at 
all) to 4 (extremely). Scores on these items were combined through averaging to yield scale 

scores for positive affect and negative affect.

F. Validation Procedure

We first excluded the ratings of participants who reported that a clip’s audio or video 

did not play properly. Given our interest in inter-rater variability, we chose not to exclude 

participants for being outliers in terms of their ratings.

We then estimated inter-rater reliability of the valence ratings within each movie clip (after 

excluding the first 10 s of each clip for reasons described in §III-D) and of the holistic 

ratings across all movie clips. Specifically, two-way intraclass correlation coefficients 

(ICCs) were estimated from Bayesian generalizability studies [22] using the varde R 

package [23].1 There are many formulations of the two-way ICC, but the most relevant 

here are the single-measures consistency ICC for incomplete data or ICC(Q, 1), which 

quantifies the reliability of the ratings from a single randomly selected rater [22] and the 

average-measures consistency ICC for incomplete data or ICC(Q, k̂), which quantifies the 

reliability of the average of all available raters’ ratings. We followed common heuristics [25] 

in considering ICC values above .90 to be excellent.

From these same generalizability studies, we also calculated the percentage of rating 

variance that was accounted for by the differences between rater intercepts; this percentage 

can be considered a rough index of how much rater-to-rater subjectivity was present in the 

ratings for each clip.

We also estimated the inter-item reliability (or internal consistency) of the holistic scales 

for each movie clip. To do so, we estimated coefficient categorical omega or ωu − cat [26], 

[27] for the Positive Affect and Negative Affect scales from ordinal confirmatory factor 

analysis models of each clip’s holistic ratings (using the lavaan [28] and semTools [29] R 

packages). We followed common heuristics [30] in considering omega values above .75 to 

be acceptable.

1Note that generalizability studies assume uncorrelated facet levels, which is violated by the autocorrelation of adjacent bins. 
However, a simulation study [24] found that the bias caused by autocorrelation decreases as the number of bins increases; thus, with 
130–425 bins per video, this bias is mitigated.
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G. Website Generation

As a form of rich documentation for the database, we used the Quarto technical and 

scientific publishing system2 to create a website for the database within R. This website 

reads in the database files and generates summary statistics, tables, and figures for the 

database as a whole and for each movie clip individually. It also includes screenshots from 

movie clips, word clouds of the subtitles, and visualizations of the ratings. These pages 

are all parameterized reports, which means they can be quickly and easily updated as the 

database grows and changes. The website is hosted using GitHub Pages.3

III. Results

A. Movie Clip Summary

Our final set includes 22 movie clips, each drawn from a different English-language feature 

film. As shown in Table I, the source movies were released between the years of 1991 and 

2018 and the clips ranged from 130–425 seconds in duration (M=251.1, SD=90.8). Example 

video frames from the movie clips are shown in Figure 2; even from this small sample 

of images, it is possible to see the diversity of characters, settings, and lighting conditions 

represented in the database.

B. Participant Summary

We recruited a total of 83 participants. In terms of sex/gender, 56 reported being Female 

(68 %) and 26 reported being Male (31 %). In terms of race, 43 reported being White (52 

%), 22 reported being Asian (27 %), 12 reported being Black (15 %), and 5 reported being 

another race (6 %). In terms of ethnicity, 70 reported being non-Hispanic/Latino (84 %) and 

11 reported being Hispanic/Latino (13 %). In terms of age, participants ranged 18–59 years 

old (M=28.8, SD=9.9).

C. Validation Results

Of the 83 recruited participants, 77 (93 %) completed both sessions and the remaining 6 

only completed the first session. Out of the 1826 possible participant-clip combinations, data 

from 1702 (93 %) were collected without issue, data from 93 (5 %) were not collected (due 

to participant dropout and clips being added partway through recruitment), and data from 31 

(2 %) were excluded due to participants reporting issues with audio and/or video playback.

Estimates of the inter-rater reliability of the dynamic valence ratings for each movie clip 

are presented in Table I (and more detailed results are provided on the database website). 

The reliability of a single, randomly selected rater was quite poor (i.e., ICC(Q, 1) < 0.50) for 

all clips except three. We thus cannot be very confident that any single rater’s scores will 

represent the rating of a “typical” participant. This result speaks to the subjectivity inherent 

to the ratings and helps motivate its study. Similarly, rater intercepts explained a substantial 

amount of variance in the ratings, ranging from 21 % to 65 % (also shown in Table I), 

which implies considerable subjectivity in the continuous ratings. However, the reliability 

2 https://www.quarto.org 
3 https://pages.github.com 
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of the average of all available ratings per bin was “excellent” (i.e., ICC(Q, k̂) > 0.90) across 

all clips. These results imply that, for applications that use the average rating per bin, it can 

be used with high confidence in all clips to represent the rating of a “typical” participant. 

These two sets of results may at first seem to be contradictory but are in fact expected, as the 

latter is largely due to the fact that averaging many raters offsets the idiosyncratic aspects of 

individual ratings [31].

Estimates of the inter-rater reliability of the holistic ratings cannot be calculated per 

movie clip (since they are only provided once per clip) and instead must be calculated 

across all clips. The reliability of the average of all available ratings was “excellent” (i.e., 

ICC(Q, k̂) > 0.90) for all items as well as for the Positive Affect scale (ICC=.990) and 

the Negative Affect scale (ICC=.988) scores. (Item-level results and interval estimates are 

provided on the database website.) These results imply that the average rating per clip can 

be used with high confidence to represent the rating of a “typical” participant. The amount 

of variance in the holistic ratings explained by rater intercepts was 24.5 % for the Positive 

Affect scale and 19.3 % for the Negative Affect scale. These results imply that there was 

relatively less subjectivity in the holistic ratings as compared to the dynamic valence ratings.

Estimates of the inter-item reliability of the holistic ratings (within raters) can be calculated 

per movie clip (since each rater provides five ratings per scale). The categorical omega 

estimates per movie clip ranged from .66 to .89 (M=.81, SD=.06) for the Positive Affect 

scale and from .61 to .92 (M=.82, SD=.09) for the Negative Affect scale. Thus, most (but not 

all) clips had acceptable internal consistency when using the holistic ratings of any single 

participant.

D. Dynamic Rating Summary

The distribution of dynamic valence ratings across all raters, bins, and movie clips is 

depicted in Figure 3. This distribution has a roughly Gaussian shape with ratings close 

to 0 being the most common and increasingly extreme ratings (in either direction) being 

increasingly less common.

Figure 4 displays the time series of dynamic valence ratings from four example movie clips 

(similar plots for all movie clips are available on the database website). The thick black line 

on each plot depicts the average of all available ratings per temporal bin; this is the highly 

reliable time series that users can use to represent the rating of a “typical” participant. The 

colored ribbons around the black line depict successively larger percentages of the ratings 

per bin, i.e., the yellow ribbon contains the most common ratings, the green bands show 

less common ratings, and the purple band shows even less common ratings. This novel 

visualization approach, which we call a “chromodoris plot” (after the colorful sea slugs of 

similar appearance), allows us to quickly see the central tendency of ratings as well as their 

spread (e.g., to locate parts of each movie clip that were more or less subjective).

A few insights can be derived from these visualizations. First, the ratings of the first 5 s to 

10 s of each movie clip typically centered around zero with minimal spread. This pattern is 

likely due to the raters getting oriented to each clip. For many applications of the database 

(e.g., predicting ratings’ mean or spread), it would make sense to exclude these bins from 
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analysis. Second, some movie clips (e.g., Akeelah and the Bee) were relatively stable (or 

“stationary”) in terms of their spread in ratings, whereas other clips had moments of sharp 

deviation. A striking example of the latter case is from The Green Mile; the ratings are 

quite negative throughout this clip, but at two moments (i.e., 01:00 to 01:30 and 3:00 to 

3:40) the mean ratings became less negative and the spread in ratings increased dramatically. 

Similar increases in rating variability occur in both the Fences and Lady Bird time series, 

albeit to a lesser degree. The Lady Bird time series is especially interesting because large 

portions of the raters disagreed at many points whether the clip was positive or negative. 

These patterns raise several questions: What is it about these specific moments that leads 

to increased variability? Can we predict such moments from their content? What is it about 

the raters that caused them to respond differently to these moments? Can we predict such 

deviations from the norm?

E. Holistic Rating Summary

The distribution of holistic affect ratings for each movie clip is depicted in Figure 5. Clip 

averages ranged from 0.70 to 2.49 for Positive Affect (M=1.23, SD=0.56) and from 0.19 

to 2.25 for Negative Affect (M=0.82, SD=0.60). Four clips exceeded 2.0 and nine clips 

exceeded 1.0 for average Positive Affect. In contrast, only one clip exceeded 2.0 and only 

six clips exceeded 1.0 for average Negative Affect.

IV. Discussion

We argue that subjectivity (i.e., inter-rater variability) is inherent to emotion representation 

and encourage researchers in Affective Computing to study this phenomenon rather than 

simply try to control for it. We argue that doing so has the potential to unlock new research 

directions, generate new hypotheses, and inspire novel methods. To promote work on this 

topic, we created and are sharing a new database with dynamic and holistic ratings of dozens 

of participants’ emotional reactions to movie clips. In this paper, we describe the design, 

collection, and validation of the database. Results from our validation analyses support the 

trustworthiness of the database and reveal a large degree of subjectivity to be analyzed. We 

hope that this database will prove useful to researchers in several disciplines and will inspire 

more work on this interesting phenomenon (and related ones like ambiguity in emotion 

perceptions [32]).

A. Database Uses

The DynAMoS database has many potential use cases across several disciplines. First, it 

can be used as a standardized set of videos for emotion elicitation with normative data 

on emotional reactions (both holistic and dynamic). For example, these movie clips could 

be shown to new participants in psychology, medical, and neuroscience studies to induce 

positive and negative affect; furthermore, each new participant’s ratings could be compared 

to the distribution of ratings in the database to quantify deviations from the norm.

Second, it can be used to train and test affective content analysis algorithms using traditional 

methods. For example, the multimodal information contained in each movie clip (e.g., 

images, speech, music, and subtitles) could be used to predict the holistic and/or dynamic 
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ratings averaged across raters. Such predictions could be helpful for video summarization, 

movie recommendation, and identifying moments-of-interest.

Third, it can be used to study subjectivity in affective experiences. For example, statistical 

or machine learning models could be used to predict the distributions of the holistic and/or 

dynamic ratings across raters. Possible predictor variables could include features of the 

movie clip (as in the second use case) and/or features of the participants themselves (e.g., 

demographics). Relatedly, this dataset may also be used in experiments on personalized/

idiographic modeling [33] (e.g., predicting the ratings of specific individuals).

B. Database Access

Summary information about the database is available on the database website (see the link 

in the abstract) and access to the full database (i.e., video clips, video metadata, features, 

deidentified participant demographics, and dynamic and holistic ratings from each individual 

participant) will be granted free-of-charge to researchers for noncommercial use. Potential 

users will need to request access through a form on the database website and sign a licensing 

agreement.

C. Limitations and Future Directions

Limitations of the current study include: (1) a focus on English-speaking movies and 

participants living in the USA, which limits generalizability to other languages and 

populations, (2) a relatively small number of movie clips, which limits how varied our 

set can be, (3) a focus on valence and the positive/negative activation model [34], which 

does not exhaustively capture the affective domain, and (4) relatively little information was 

collected about each participant, which limits our ability to study the sources of individual 

differences.

To address these limitations in future work, we (1) invite collaborations with researchers 

from other countries, (2) plan to add more movie clips that cover additional combinations 

of emotional content, actor demographics, spoken languages, and recording conditions, (3) 

plan to collect holistic ratings of discrete emotions and appraisal dimensions, and (4) plan 

to collect additional self-report measures of relevant characteristics such as personality and 

mental health.

We could also collect dynamic ratings of additional affective dimensions (e.g., arousal), 

but the costs of doing so would be non-trivial as it would require participants to either 

repeat the rating procedure or simultaneously rate multiple dimensions (which is possible 

but challenging [35], [36]). Also, at least in the case of arousal, separate rating may not be 

fully necessary as prior research suggests that arousal tends to increase with the intensity of 

both positive and negative emotion (i.e., with the magnitude or absolute value of valence) 

[34], [37].

We plan to release an extended version of this paper and database that adds multimodal 

features extracted from the movie clips, standardized partitions for cross-validation, and 

baseline predictive models for the use cases described above.
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Fig. 1. 
Screenshot of Continuous Rating Collection in CARMA [18]
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Fig. 2. 
One Example Video Frame from Each Movie Clip (arranged left-to-right in the same order 

presented in Table I)
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Fig. 3. 
Histogram of All Dynamic Valence Ratings
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Fig. 4. 
Example Chromodoris Plots of Dynamic Ratings (Black = Mean Rating, Yellow = Inner 

50%, Green = Inner 70%, Purple = Inner 90%)
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Fig. 5. 
Boxplots of the Distribution of Holistic Affect Ratings for Each Movie Clip (white 

diamonds = means, grey circles = outliers)
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