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ABSTRACT
Objectives We aimed to examine the adherence of large 
language models (LLMs) to bacterial meningitis guidelines 
using a hypothetical medical case, highlighting their utility 
and limitations in healthcare.
Methods A simulated clinical scenario of a patient 
with bacterial meningitis secondary to mastoiditis was 
presented in three independent sessions to seven publicly 
accessible LLMs (Bard, Bing, Claude- 2, GTP- 3.5, GTP- 4, 
Llama, PaLM). Responses were evaluated for adherence 
to good clinical practice and two international meningitis 
guidelines.
Results A central nervous system infection was identified 
in 90% of LLM sessions. All recommended imaging, while 
81% suggested lumbar puncture. Blood cultures and 
specific mastoiditis work- up were proposed in only 62% 
and 38% sessions, respectively. Only 38% of sessions 
provided the correct empirical antibiotic treatment, while 
antiviral treatment and dexamethasone were advised in 
33% and 24%, respectively. Misleading statements were 
generated in 52%. No significant correlation was found 
between LLMs’ text length and performance (r=0.29, 
p=0.20). Among all LLMs, GTP- 4 demonstrated the best 
performance.
Discussion Latest LLMs provide valuable advice on 
differential diagnosis and diagnostic procedures but 
significantly vary in treatment- specific information for 
bacterial meningitis when introduced to a realistic clinical 
scenario. Misleading statements were common, with 
performance differences attributed to each LLM’s unique 
algorithm rather than output length.
Conclusions Users must be aware of such limitations 
and performance variability when considering LLMs 
as a support tool for medical decision- making. Further 
research is needed to refine these models' comprehension 
of complex medical scenarios and their ability to provide 
reliable information.

INTRODUCTION
Large language models (LLMs) are powerful 
artificial intelligence (AI) models trained 
on extensive text data to generate human- 
like text. They can interpret user- generated 
textual instructions (prompts) and respond 
immediately with the contextually most 
appropriate response based on probabilistic 

computations learnt during their training. 
Lately, several LLMs were released to the 
public, attracting substantial attention for 
their chat- like interfaces requiring no tech-
nical prerequisites.

Recently, both trained and untrained LLMs 
have shown proficiency in handling medical 
licensing examination- level questions and 
demonstrated the ability to make rapid and 
accurate judgments in medical triage and 
diagnosing or provide helpful information to 
patients, underscoring their potential applica-
bility in the healthcare sector.1–6 However, the 
ability to perform well in knowledge- testing 

WHAT IS ALREADY KNOWN ON THIS TOPIC
 ⇒ Large language models (LLMs) have demonstrat-
ed proficiency in responding to medical licensing 
examination- level queries and shown aptitude in 
accurate medical triage decision- making. However, 
performance with knowledge- testing scenarios is 
not necessarily indicative of effectiveness in real- 
world medical contexts.

WHAT THIS STUDY ADDS
 ⇒ This investigation presents a qualitative analysis of 
the performance of seven publicly accessible LLMs, 
using a stepwise presentation of a hypothetical bac-
terial meningitis case reflecting a real- world sce-
nario. While LLMs generally offered helpful triage 
and diagnostic advice, there were significant dis-
crepancies in their recommendations for treatment 
and specific diagnostic work- ups. Moreover, the 
generation of misleading statements and variability 
in performances between different sessions were 
observed among individual LLMs.

HOW THIS STUDY MIGHT AFFECT RESEARCH, 
PRACTICE OR POLICY

 ⇒ This study highlights the current capabilities of 
LLMs in handling real- world medical emergency 
situations and identifies areas of future research, 
such as enhancing LLMs’ understanding of complex 
medical scenarios and their capacity for delivering 
reliable and deterministic information.
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vignettes does not fully reflect the needs of real- world 
medical settings which demand parallel work- up and 
nuanced decision- making on the basis of sometimes 
incomplete information. Considering that physicians 
already frequently use internet resources for diagnostic 
decisions and treatment options and that not all hospitals 
may have free access to the medical literature, it is likely 
that LLMs will be increasingly used as potential aids in 
clinical practice.7–9 However, a deeper understanding of 
their potential and limitations is essential for an appro-
priate use.10–12

This study explored the potentials and limitations 
of current LLMs by presenting these models with a 
predefined hypothetical but typical scenario of a patient 
with acute bacterial meningitis. The aim was to analyse 
their performance and alignment with good clinical 
practice and established medical guidelines regarding 
suggested diagnostic and treatment measures. Bacterial 
meningitis was chosen for its life- threatening nature, 
urgency required in diagnosis and treatment and the 
range of differential diagnoses it involves, making it ideal 
for assessing the performance of LLMs in a realistic and 
high stakes medical scenario.

METHODS
Seven publicly accessible LLMs were evaluated between 
5 and 8 August 2023: Bard by Google, Bing by Microsoft, 
generative pre- trained transformer (GTP)- 3.5 by OpenAI, 
GTP- 4 by OpenAI (accessed via Poe (Quora)), Claude- 2 
by Anthropic PBC (accessed via Poe), pathways language 
model (PaLM) 2 chat- bison- 001 by Google (accessed via 
Poe) and Llama- 2- 70b by Meta Platforms (accessed via 
Poe).

Each LLM was presented with the same hypothetical 
scenario of a patient presenting with symptoms of acute 
bacterial meningitis (as outlined below) three times 
within 3 days. The actual diagnosis was not provided. For 
the LLM Bard, the settings were chosen to inhibit inter-
session information storage. All other LLMs claimed that 
they are incapable of storing user information between 
sessions. Each session was initiated with a context clear-
ance of previous conversations.

Hypothetical scenario of a patient with acute bacterial 
meningitis
The patient vignette described a clinical scenario of 
a patient with acute symptoms due to pneumococcal 
meningitis secondary to mastoiditis without providing 
definite diagnosis. The text of the inputted case vignette 
and the subsequent follow- up queries consisted of five text 
blocks that were predefined and presented unchanged to 
each LLM in every session (online supplemental table 1). 
Given that the performance of LLMs is heavily influenced 
by prompting,13 the initial question began with a contex-
tualisation wherein the LLM was asked to act as an ‘expe-
rienced medical assistant’ and the user was identified as 
a ‘junior medical doctor’ seeking advice for a 52- year- old 

female patient suffering from severe headache and confu-
sion, followed by an open- ended question about the next 
steps. This prompt engaged all LLMs in a conversation 
about the hypothetical case. Second, a detailed vignette 
was presented, depicting the medical history (notably 
acute headache and confusion, a history of diabetes type 
2 and migraine), vital signs (tachycardia and fever) and 
prominent abnormal clinical findings (ie, a Glasgow 
Coma Scale (GCS) of 12 with lethargy, disorientation, fast 
downward drift of extremities, absence of stiff neck, signs 
of inflammatory skin of the right mastoid), followed by 
the open- ended request for a detailed step- by- step recom-
mendation of how to proceed. Third, two closed- ended 
questions were asked: (1) if a computer tomography (CT) 
scan of the head needs to be awaited before lumbar punc-
ture (LP) and (2) if administration of antibiotics should 
be delayed until LP has been performed. Fourth, the 
exact dosages of antibiotics were asked. Fifth, an open- 
ended question was asked about any other considerations 
regarding the treatment or work- up.

The case was created to reflect clinical reality and not 
a medical license examination question, meaning that 
information was presented stepwise and reflected a real-
istic clinical case where not all typical signs and symptoms 
are necessarily present from the beginning. For example, 
neck stiffness has shown to have a low sensitivity and as 
such, its absence cannot rule out meningitis.14 A search 
for an infectious focus is crucial and patients should be 
examined for otitis media or mastoiditis.15 By this design 
we aimed to challenge the LLMs in multiple aspects, 
including good clinical practice, possible differential 
diagnoses and consideration of risk factors and comor-
bidities, such as age, diabetes and migraine, for diagnosis 
and treatment.

Evaluation of LLM performance
The Infectious Diseases Society of America (IDSA) and the 
European Society of Clinical Microbiology and Infectious 
Diseases (ESCMID) guidelines were chosen as references 
as they have previously both been shown in a systematic 
review to be excellent clinical management guidelines for 
bacterial meningitis with multinational validity (online 
supplemental table 2, right column).14 16 17

Individual responses from the LLMs underwent two 
temporally separated qualitative assessments (accom-
plished vs unaccomplished) of predefined tasks (online 
supplemental table 2, middle column) in adherence with 
good clinical practice and the reference guidelines.14–18 
Accomplished tasks were summarised to a qualitative 
performance summary. Response consistency was defined 
as the percentage of responded tasks that were assessed 
identically (regardless of accomplished or unaccom-
plished) across all sessions of an individual LLM. In cases 
where an LLM declined to respond to a question, the 
corresponding tasks were excluded from the assessment.

As the two reference guidelines differently define 
criteria for imaging before LP (ie, according to the 
IDSA guideline, a scan of the brain would be required as 
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the patient expresses any altered mental status and has 
downward drift of extremities, whereas according to the 
ESCMID guideline, a scan of the brain is not mandatory 
with a GCS>10) and maximal allowed delay to start anti-
biotics, these aspects were not included in the qualitative 
performance summary.14 16

Statistics
Descriptive statistics with numbers and percentages and 
the two- sided Pearson correlation coefficient were used 
where appropriate (R, V.4.3.1). Due to the principally 
qualitative aim of this study, a statistical comparison 
between the LLMs was not intended.

RESULTS
The individual responses of all 21 sessions of the seven 
LLMs are summarised in figure 1. We noticed marked 
differences in the qualitative performance summary 
between different LLMs and to a lesser extent also between 
different sessions of individual LLMs. The response consis-
tency ranged from 53% to 85%. LLMs with low numbers 
of accomplished tasks also had low response consistency. 
Among all the LLMs evaluated, GPT- 4 demonstrated 
the most consistent performance, effectively addressing 
almost all tasks and having a high response consistency 
across all tasks and responses. Exemplary transcripts of 

the first conversations with Bard and GTP- 4 are shown in 
online supplemental material.

The word count of individual LLMs sessions varied 
significantly, ranging from 325 (PaLM 2 chat- bison- 001) 
to 2045 (GTP- 3.5), with an average of 1270 words (stan-
dard deviation 477). There was no significant correlation 
(r=0.29, p=0.20) between the total length of individual 
LLM responses and the summative performance of 
accomplished tasks, indicating that simply generating 
more text output does not necessarily lead to improved 
performance.

Suggested differential diagnoses and recommended 
diagnostic work-up
In 62% of the sessions, LLMs suggested an urgent work- up 
without direct prompting. In 57% of sessions, they recom-
mended measuring vital parameters, taking the patient’s 
history and performing a physical examination as initial 
steps. Furthermore, in 90% of the sessions, the LLMs accu-
rately suspected a central nervous system (CNS) infection 
as a possible cause of the patient’s symptoms. However, only 
38% of the responses mentioned mastoiditis as a poten-
tial underlying cause or suggested correspondent diag-
nostic procedures (imaging with purpose of investigating 
mastoiditis, otoscopy, ear–nose–throat consultation). 
The most frequently mentioned differential diagnoses 

Figure 1 Qualitative assessment of large language models (LLMs) performance on a case of bacterial meningitis. Each LLM 
was tested three times with a standardised case vignette (individual sessions separated by dashed lines). Accomplished tasks 
are marked in green in decreasing order of agreement among all LLMs, while unaccomplished tasks are highlighted in red. 
White boxes represent tasks where the model either declined to respond or no additional information could be provided due 
to gaps in previous responses. Response consistency was defined as identically assessed responded tasks across different 
sessions of a single LLM. CNS, central nervous system.

https://dx.doi.org/10.1136/bmjhci-2023-100978
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were stroke (86%), followed by intracranial/subarach-
noid haemorrhage and brain tumour (both 48%). Other 
proposed differential diagnoses were migraine (19%), 
metabolic/endocrine disbalances (19%), medication side 
effects (10%), non- CNS infections (10%), severe hyperten-
sion (5%), drug intoxication (5%) and neurodegenerative 
disorders (5%).

Regarding diagnostic work- up, cranial imaging was 
recommended in 100% of sessions, LP in 81% and blood 
cultures in 62%. Blood glucose measurement in the 
diabetic patient with altered mental status was suggested 
in 53%. Unrecommended tests by the IDSA and ESCMID 
guidelines (eg, electroencephalogram, electrocardiogram, 
chest radiography) were proposed in 19% of sessions as an 
initial work- up.

In 43% of responses, LLMs stated that a cranial CT scan 
is necessary before LP, while 14% suggested to perform an 
LP without CT scan and another 43% gave unclear answers. 
Only three LLMs (GTP- 3.5, Claude- 2, GTP- 4) provided 
a case- specific rationale for their recommendation (92% 
responses suggested CT scan before LP). Due to different 
definitions of criteria for cranial imaging before LP in the 
reference guidelines and maximal allowed delay to start 
antibiotics,14 16 these aspects were not included in the qual-
itative performance summary displayed in figure 1.

Recommended treatment
Regarding treatment, 81% of responses stated that rapid 
administration of antibiotics is necessary. The correct 
choice of empirical antibiotic treatment, consisting of a 
third- generation cephalosporin with ampicillin (alterna-
tives: amoxicillin, penicillin G) with or without vancomycin, 
was provided in 38%, and of those, almost 90% with correct 
dosing.14 16 Another 29% provided an incomplete choice 
of antibiotic treatment and 33% declined to comment on 
any choice of antibiotics. In 33% of the sessions, antiviral 
treatment was considered with approximately half of them 
providing correct dosing. Dexamethasone administration 
was recommended in 24% of all responses.

Misleading statements
Misleading statements were identified in 52% of the 
sessions, such as performing an LP to relieve intracranial 
pressure or carrying it out prior to imaging in order to 
facilitate image interpretation; administering prophylactic 
antiseizure medication or giving benzodiazepines for seda-
tion; adjusting ceftriaxone dosage based on age, weight 
and kidney function or administering dexamethasone for 
meningococcal meningitis; the presence of a stiff neck and 
Kernig’s sign (while the vignette stated that these were 
absent); or the misinterpretation of mastoiditis as herpes 
zoster ophthalmicus.

DISCUSSION
This study investigated qualitative performance charac-
teristics of different LLMs when challenged with a hypo-
thetical clinical case of an adult patient with bacterial 

meningitis and revealed marked discrepancies between 
the LLMs. This reflects both the potentials and limita-
tions of these models when used as a guidance for medical 
work- up and treatment.9 The differences in qualitative 
performances observed among the LLMs did not demon-
strate a correlation with the length of their respective 
outputs. This suggests that the performance variations 
can be attributed to the unique algorithmic designs of 
each LLM rather than their quantitative output.

CNS infection was identified as a probable cause 
among other differential diagnosis in the majority of 
cases and almost all LLMs succeeded in identifying and 
recommending appropriate investigations, including 
cranial imaging and LP. A fair proportion underscored 
the need for urgent diagnostics and antibiotic treatment. 
These results align with previous findings demonstrating 
a satisfactory performance of GTP- 3 (the predecessor of 
GTP- 3.5) in terms of triage and reasoning on differential 
diagnoses and the high performance of GTP- 4 in diag-
nostic case challenges.4 19–21 Our study expands on these 
findings by examining an additional five LLMs which 
were not available at the time of the previous studies.

Our investigation also highlights limitations of most 
LLMs regarding their understanding of case complexity 
and their ability to link different disease entities. For 
instance, the identification of mastoiditis as an underlying 
cause was mentioned infrequently, as were blood glucose 
measurements, drawing blood cultures, considerations 
of empirical antiviral treatment and the administration 
of dexamethasone. The considerable heterogeneity in 
the responses of individual LLMs, despite standardised 
prompts, raises further concerns about their reliability 
and consistency. The presentation of misleading state-
ments in more than half of the LLM sessions underscores 
the potential risk that comes along with their use for 
critical medical decision- making, especially in complex, 
life- threatening and time- sensitive situations, such as with 
bacterial meningitis. Such challenges must be addressed 
in future research when developing tools on the basis of 
LLMs for medical purposes.10–12

Most LLMs’ inability to provide definitive guidance on 
whether to conduct a cranial CT scan before an LP might 
be due to the differences in the guidelines.14 16 However, 
the lack of clear direction in many LLM responses could 
also suggest an insufficiency in handling complex clinical 
situations where there is a need for reasoned decision- 
making. This finding may be viewed in the context of the 
research gap between healthcare AI development and the 
challenge of its validation and implementation in real- 
world clinical settings.22–24

Limitations
Our study has several limitations. Most importantly, none 
of the LLMs was designed to assist in medical diagnos-
tics and treatment and most correctly included respec-
tive disclaimers. However, as LLMs are powerful, new 
and easily accessible AI tools, it is highly probable that 
they will find increasing use in the health sector, which 
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justifies studying their reliability and applicability.1–6 
Further, prompting has significant influence on the 
result.13 While our study did not explore the impact of 
different prompting strategies, we used standardised 
prompts, which included contextualisation and step- by- 
step reasoning, to ensure comparability between LLMs. 
Although we evaluated the LLMs’ intuitive assessment of 
the scenario’s urgency, we did not directly inquire this in 
the prompts. In addition, the selection of tasks for the 
qualitative assessment was unweighted and focused on 
important initial management steps, while other aspects, 
such as laboratory testing procedures or duration of anti-
microbial treatment, were not investigated. Lastly, the 
study was limited to a single case scenario, and the results 
may not be generalisable to other clinical scenarios. Thus, 
we refrained from an absolute ranking of the LLMs.

CONCLUSIONS
The latest versions of LLMs show potential in helping 
healthcare professionals. Our study underscores the need 
for cautious and informed use of most of these models 
as demonstrated by the limitations in providing specific 
information and potentially misleading information for 
diagnostic work- up and treatment of adult patients with 
bacterial meningitis. Users should be aware of the vari-
ability in their performance.

Further research is needed to refine these models 
and enhance their understanding of complex medical 
scenarios and their ability to provide deterministic, reli-
able information regardless of prompt nuances. Concur-
rently, efforts are necessary to mitigate the potential for 
disseminating erroneous content.
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