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Summary
Biomedical research yields vast information, much of which is only accessible through the literature. Consequently,
literature search is crucial for healthcare and biomedicine. Recent improvements in artificial intelligence (AI) have
expanded functionality beyond keywords, but they might be unfamiliar to clinicians and researchers. In response, we
present an overview of over 30 literature search tools tailored to common biomedical use cases, aiming at helping
readers efficiently fulfill their information needs. We first discuss recent improvements and continued challenges of
the widely used PubMed. Then, we describe AI-based literature search tools catering to five specific information
needs: 1. Evidence-based medicine. 2. Precision medicine and genomics. 3. Searching by meaning, including
questions. 4. Finding related articles with literature recommendation. 5. Discovering hidden associations through
literature mining. Finally, we discuss the impacts of recent developments of large language models such as ChatGPT
on biomedical information seeking.

Copyright Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND license (http://
creativecommons.org/licenses/by-nc-nd/4.0/).
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Introduction
In biomedicine, literature serves as the primary means of
disseminating new findings and knowledge. Much of the
information accumulated by biomedical research re-
mains accessible only through the literature.1 Conse-
quently, literature search, the process of retrieving
scientific articles to satisfy specific information needs, is
important to all aspects of biomedical research and pa-
tient care. However, the exponential growth of biomed-
ical literature makes it challenging to identify relevant
information. PubMed, the most widely used biomedical
literature search engine, currently contains over 36
million articles, with the addition of more than 1 million
annually. A typical PubMed query retrieves hundreds to
thousands of articles, yet fewer than 20% of the articles
past the top 20 results are ever reviewed.2,3 This motivated
a shift in PubMed’s approach from recency-based
ranking to a relevance-based ranking,4 to better priori-
tize the most relevant and significant articles.

PubMed primarily serves as a general-purpose
biomedical literature search engine. Despite signifi-
cant improvements over the past decades,3 PubMed
mainly receives short keyword-based queries from the
users,2 and returns a list of raw articles without further
analysis. Consequently, it might not optimally serve
specialised information needs, which require
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alternative query types or have specific requirements
for ranking articles. A notable example is the unprec-
edented upsurge of publications addressing the
COVID-19 pandemic.5,6 While the pandemic made
quickly disseminating new findings critical, obtaining
comprehensive results from traditional search engines
requires complex querying syntax that is unfamiliar to
most users. Addressing the COVID-19 pandemic,
therefore, required a specialised literature search en-
gine capable of automatically collecting and classifying
relevant articles.7,8

While various web-based literature search tools have
been proposed over the past two decades to complement
PubMed for specific literature search needs, they remain
underutilised and unfamiliar to clinicians and re-
searchers. This overview article aims to acquaint readers
with available tools, discuss best practices, identify func-
tionality gaps for different search scenarios, and ulti-
mately facilitate biomedical literature retrieval. Table 1
enumerates the web-based literature search tools intro-
duced in this article, categorized by the unique infor-
mation needs they fulfill. Specifically, literature search
tools are organised into five areas: (1) Evidence-based
medicine (EBM), for identifying high-quality clinical ev-
idence; (2) Precision medicine (PM) and genomics, for
retrieving information related to genes or variants; (3)
Semantic search, for finding textual units semantically
related to the input query; (4) Literature recommenda-
tion, for suggesting related articles; and (5) Literature
mining, for extracting biomedical concepts and their re-
lations for literature-based discovery. Fig. 1 presents a
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high-level overview of the search scenarios. Search tools
catering to different information needs differ in the types
of queries they accept, their methods for processing ar-
ticles and matching them to the input query, and how
they present search results to users.
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Fig. 1: Overview of five specialised search scenarios in biomedicine: evidence-based medicine, precision medicine & genomics, semantic search,
literature recommendation, and literature mining. Each search scenario is characterized by its unique input interface, search or ranking algo-
rithm, and output display.
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covered by previous surveys; (3) Beyond surveying cur-
rent systems, we also cover practical considerations and
best practices of using these tools; (4) We share our
perspective on the development of next-generation
biomedical literature search engines, especially how
large language models (LLM) such as ChatGPT could be
utilised to improve the discussed search scenarios. Our
goal is to provide a comprehensive overview of speci-
alised literature search tools for researchers and clini-
cians, which enables more effective exploration of
biomedical information and higher-quality care for their
patients.

Search strategy and selection criteria
In this overview, we search “biomedical literature
search”, “medical literature search” and “clinical litera-
ture search” on PubMed and Google Scholar to find
candidate articles that describe biomedical literature
search tools. We only include literature search tools that
meet the following criteria in our study: (1) the tool
should be web-based and regularly maintained, (2) the
tool should be freely available without subscription, (3)
the tool should be designed for searching the biomed-
ical literature. Consequently, general-domain literature
search engines such as Web of Science, Scopus, Google
Scholar, and Semantic Scholar, are not included.

PubMed & PubMed central: the first stop
PubMed is developed and maintained by the US Na-
tional Library of Medicine. In 2021, it averaged
www.thelancet.com Vol 100 February, 2024
approximately 2.5 million queries daily. The PubMed
search engine seeks exact matches for user queries in
the indexed fields of each article, including the title,
abstract, author list, keywords, and MeSH terms.
Traditionally, all matching articles were returned in
reverse chronological order. A new AI-based ranking
model—Best Match—was introduced in 2017 to better
assist users by returning the most relevant articles
among the top results.4 Beyond relevance search for
biomedical topics, PubMed also supports various other
search functionalities. These include matching single
citations through bibliographic information such as title
and journal names, as well as Boolean operators that are
usually used when conducting systematic reviews.

However, since PubMed does not index full-text ar-
ticles, those that match the query in the full-text but not
in the abstract or the title will not be retrieved. Such
queries are accommodated by PubMed Central (PMC),
which provides access to more than 9 million freely
available full-text articles. Unfortunately, PMC does not
support searching the other 27 million PubMed articles
that lack full-text availability. Europe PMC,13 a PMC
partner, contains both 42.7 million abstracts and 9.0
million full-text articles as of July 2023.

Best practice and example use case
PubMed should be the first choice for three types of
literature search practices: (1) exploring biomedical
topics via keyword query such as “diabetes treatment”,
with PMC enabling keyword search within the full text,
when available; (2) searching for single citations with
3
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article titles, authors, or PubMed IDs; (3) reproducible
literature screening with Boolean queries.
Information assembly and synthesis for
evidence-based medicine
Evidence-based medicine (EBM)14 requests clinical
practitioners follow high-quality evidence, primarily
derived from peer-reviewed articles of clinical studies.
Efficient retrieval of this evidence is crucial for imple-
menting EBM.15 Accordingly, clinical questions should
be structured effectively, incorporating at least the
“PICO” elements16 (Population, Intervention, Compari-
son, and Outcome). For example, in “Does remdesivir
reduce in-hospital mortality for patients with COVID-19
compared to placebo?”, the PICO elements are COVID-
19 (Population), remdesivir (Intervention), placebo
(Comparison), and in-hospital mortality (Outcome),
respectively. EBM search engines should be equipped to
process both PICO and natural language clinical
questions.

Clinical evidence spans a broad spectrum of litera-
ture, with significant variability in quality. For example,
systematic reviews are generally considered as higher-
quality evidence than randomized controlled trials
(RCTs), which, in turn represent higher quality than
individual case reports. Consequently, an ideal EBM
search engine should consider the quality of evidence
for filtering or ranking the articles. Fig. 2 depicts the
architecture of an ideal EBM search engine, which al-
lows PICO-style input and ranks results based on evi-
dence quality.
Fig. 2: The architecture of a search engine for evidence-based medicine
ulation, Intervention, Comparison, and Outcome) within the input query
Systems accepting PICO queries
Several EBM search engines, such as Trip Database, the
Cochrane PICO search, and Embase, accommodate
PICO-based queries. The search interfaces for these
systems typically contain text boxes corresponding the
four primary PICO elements. In general, these systems
provide more precise results since the search intent is
explicitly stated in the query. For example, entering
“diabetes” as the “Population” term, prompts EBM
search engines to only return clinical studies on patients
with diabetes. In contrast, keyword-based search en-
gines would return any article that mentions “diabetes,”
regardless of its relevance to patient studies.

Systems with filtered retrieval results
PubMed Clinical Queries search employs predefined
filters17,18 for clinical studies of various types, such as
therapy and diagnosis. Users can also select broad or
narrow scopes for the filters. Clinical practitioners
should use the narrow scope for a quick overview of the
important studies at the point of care, while researchers
synthesizing evidence should employ the broad scope
for exhaustive searches. Several EBM search engines
prioritize retrieval of secondary evidence, such as sys-
tematic reviews, which typically have higher quality. A
notable example is the Cochrane Database, which hosts
over 11 thousand high-quality systematic reviews and
protocols. Critically-appraised topics summarize the
evidence on a specific topic, such as prevention of type 2
diabetes mellitus, using short, templated, titles to
simplify retrieval. As a result, they provide point-of-care
evidence that can guide clinical decision-making.
(EBM). EBM search engines should incorporate PICO elements (Pop-
and rank the articles returned based on the quality of the evidence.
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Assisting evidence synthesis
Compared to evidence retrieval, fewer systems facilitate
evidence synthesis, which denotes the systematic
collection, analysis and combination of results from
multiple research studies to reach a comprehensive
conclusion about a specific question or topic.19 Evidence
synthesis plays a vital role in the systematic reviewing
process. However, the user conducting a systematic re-
view would need to manually screen all related literature
to address a clinical question without bias, an extremely
time-consuming process due to the vast number of ar-
ticles likely to be relevant across multiple databases.20

Despite efforts to use machine learning to automate
this screening process,21–26 these features are not yet
integrated into web-based EBM search engines due to
the intrinsic complexity and low tolerance for errors in
this task.

Best practice and example use case
Literature search is a vital step in evidence-based med-
icine. To optimize this process, users should: (1)
formulate clinical questions in the format of PICO ele-
ments; (2) utilise a system that ranks relevant studies by
their evidence quality. For example, to obtain the best
evidence, the physician could use an EBM search engine
like Cochrane PICO search or Trip Database, inputting
the PICO components. The search engine would then
prioritize systematic reviews and randomized controlled
trials relevant to the question.
Information linking for precision medicine and
genomics
Precision medicine (PM) is an emerging approach that
tailors disease treatment and prevention based on indi-
vidual variations in genes, environment, and lifestyle.27

The rapid development of high-throughput sequencing
techniques have precipitated a sharp decline in the cost
of obtaining individual genomic data. Human genomes,
with their high heterogeneity, contain a large number of
genomic variants.28 Understanding the biological func-
tion and clinical significance of these genomic variants
is essential for the advancement of precision medicine.
Such information is typically stored in manually curated
databases such as UniProt,29 dbSNP,30 and ClinVar.31

These databases manually summarize and maintain
primary findings from the literature about each data
entry. However, the growth of the biomedical literature,
with an average of 3000 new articles per day,1 outpaces
the speed of manual curation, leaving a knowledge gap.
To supplement these databases, search engines capable
of extracting gene or variant-related information directly
from raw literature are needed. This section primarily
discusses such systems.

A significant challenge for PM and genomics search
engines is the presence of multiple representations for
the same variant. For instance, the variant “V600E” could
www.thelancet.com Vol 100 February, 2024
also be referred to as “1799T > A” or “rs113488022.”
This synonymy causes retrieval challenges for keyword-
based search engines. In response, many specialised
literature retrieval tools have been proposed; their core
functionality is shown in Fig. 3, where the search engine
should be able to retrieve all articles that mention the
exact variant query as well as its synonyms.

Recognizing synonymous mentions
Some tools, such as LitVar,32,33 focus on normalizing
variant synonyms in the literature. LitVar uses text
mining tool tmVar34,35 to recognize variant names and
convert them to standardized form. LitVar indexes both
abstracts from PubMed and full-texts from PubMed
Central and is updated regularly to ensure retrieval of all
current literature containing synonyms of the query.
Another tool, variant2literature,36 provides a structured
query interface that allows users to specify a chromo-
some location. Unique to variant2literature is the ability
to extracts variants from figures and tables in addition to
the article text.

Linking genes and other information
Several systems go beyond recognizing synonymous
gene mentions and explore genomic-related informa-
tion. DigSee37 accepts a triplet of gene, disease, and
biological processes as input and finds sentences in
PubMed abstracts that link the gene to the disease
through the given biological processes. OncoSearch38

specialises in retrieving literature evidence for gene
expression changes and cancer progression status.
Specifically, it annotates sentences from the literature to
indicate whether the input gene is up-regulated or
down-regulated, whether the input cancer progresses or
regresses with the expression change, and the expected
role of the gene in the cancer.

Best practice and example use case
To find genomic information, we recommend first
querying curated databases such as UniProt and Clin-
Var. For more recent findings or when these databases
lack sufficient contextualised information, the use of
search engines specialised for precision medicine and
genomics is recommended. For example, LitVar can
assist in finding information within the literature about
the role of certain genomic variants in an emerging
disease, which might not have been curated into struc-
tured databases yet.
Semantic search for similar sentences or
question answers
Unlike the keyword-based search that seek exact
matches for the input query, semantic search locates
texts that are semantically related to the query. For
example, “renal” and “kidney” are semantically very
similar. Fig. 4 outlines semantic search, where text units
5
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Fig. 3: Illustration of the functionality of a search engine for precision medicine and genomics. Search engines for precision medicine and
genomics should handle queries containing genomic variants and identify all synonymous references to these variants in the literature.
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such as sentences that match the query semantically are
returned, such as mentioning the same diseases and
discussing possible treatments. These texts do not
necessarily contain the exact query terms, making their
retrieval by traditional literature search engines unlikely.
We introduce search engines for two common types of
Fig. 4: Depiction of semantic search. Unlike traditional keyword-based sea
cording to their meaning rather than the literal text. For instance, “heart
semantic relevance: similar sentences and question–
answer pairs.

Similar sentence search
Article-level searches often overlook finer-grained in-
formation in sentences. Sentence-level searches are
rch engines, semantic search engines process words and phrases ac-
attack”, “AMI”, and “myocardial infarction” share similar meanings.
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important for precise knowledge retrieval. For example,
one can search for a particular finding and compare it
with relevant findings from other articles. LitSense,39 a
web-based system for sentence retrieval from PubMed
and PMC, utilises a retrieval system that can match texts
by their semantics through a deep learning-based tech-
nique called “embeddings” that involves inferring word
representations from the context.40 Results in LitSense
can be filtered by sections, such as Conclusions. While
LitSense searches for all types of similar sentences,
several literature search engines have also been pro-
posed for more specific types of sentences. For example,
Lahav et al. present a search engine for sentences that
describe challenges and future directions in COVID-
19,41 and SciRide Finder42 finds cited statements
describing the in-line references.

Question answering
Biomedical inquiries are often naturally expressed as
questions, such as the PICO-based clinical questions in
EBM. However, traditional keyword-based search en-
gines may not efficiently handle natural language
questions because questions and answers often lack
high lexical overlap. Biomedical question answering
(QA) is an active research area,43 but user-friendly web
tools remain sparse. The askMEDLINE44 system evolved
from PubMed PICO search and enables direct input to
the clinical questions, e.g., “Is irrigation with tap water
an effective way to clean simple laceration before su-
turing?”. askMEDLINE displays results as a list of rele-
vant articles. COVID-19 Research Explorer and BioMed
Explorer are experimental semantic search engines for
biomedical literature developed by Google AI. The
former focuses on COVID-19 articles, and the latter
encompasses all PubMed articles. Users ask natural
language questions, and the answers are highlighted in
the text snippets in the results. Users can also pose
follow-up questions to further investigate the research
topic.

Best practice and example use case
Users should consider using semantic search engines if
their information needs are better expressed by natural
language instead of keywords. Available tools include
LitSense for finding relevant sentences and BioMed
Explorer for answering biomedical questions with evi-
dence from the literature.

Literature recommendation for specific topics
or similar articles
Biomedical research often requires comprehensive
exploration of related literature. Traditional keyword-
based search engines are typically inefficient for this
purpose due to the difficulty of formulating queries to
exhaustively capture all relevant work. Literature recom-
mendation engines instead allow users to explore articles
relevant to a specific research topic or similar to a list of
www.thelancet.com Vol 100 February, 2024
articles known to be relevant. This section mainly in-
troduces two types of literature recommendation tools:
topic-based and article-based, as depicted in Fig. 5.

Topic-based literature recommendation systems are
typically curated databases or literature hubs tailored to
selected research topics, such as the COVID-19
pandemic. For example, due to the initial lack stan-
dardized terminology for SARS-CoV-2 and COVID-19,
publications used a variety of terms, complicating
identifying relevant articles through keyword-based or
Boolean searches. LitCovid,8,45 a curated literature hub
containing COVID-19-related articles from PubMed, is
organized with eight broad topics, including mecha-
nism, transmission, diagnosis, and treatment. Chen
et al. demonstrated that LitCovid identifies about 30%
more PubMed articles than a complex, purpose-built
Boolean query.8 Other literature hubs dedicated to
COVID-19 include CoronaCentral,46 COVID-SEE,47

COVIDScholar48 and etc.
Article-based literature recommendation systems, on

the other hand, generate a list of articles related to initial
(seed) articles. Modern literature search engines often
provide a list of articles related to individual articles, such
as the “similar articles” section in PubMed. A few sys-
tems have been proposed, however, which support
identifying articles related to a list of articles instead of
individual ones. LitSuggest,49 a literature recommenda-
tion system based on machine learning, rates candidate
articles on their similarity to a user-supplied list of posi-
tive articles and dissimilarity to an optional list of nega-
tive articles. Users can also provide human-in-the-loop
feedback by annotating a subset of the scored candidate
articles and re-training the recommendation model.
BioReader50 offers similar functionality, but it requires a
list of negative articles. Several commercial literature
search tools like Connected Papersa and Litmapsb provide
visual representations of articles related to seed articles
on a citation graph, thus aiding in the navigation of the
academic literature and guiding focused research.

Best practice and example use case
Recommendation systems primarily assist in literature
exploration. Users can find articles related to a topic of
interest, such as COVID-19, using a curated literature
database, or locate articles similar to a specific list of
articles through article-based literature recommenders
like LitSuggest.
Literature mining for knowledge discovery
Literature mining aims to help users uncover novel in-
sights from scientific publications through natural lan-
guage processing (NLP) techniques.40 These techniques
include named entity recognition (NER), the task of
7
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Fig. 5: Illustration of topic-based and article-based literature recommendation systems. Topic-based systems provide articles relevant to a specific topic (e.g., COVID-19),
while article-based systems return articles similar to a group of initial (seed) articles and dissimilar to a group of irrelevant articles.
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recognizing biomedical concepts such as genes and dis-
eases,51 and relation extraction (RE), which classifies re-
lations between the concepts identified.52 For example, an
NER tool could identify a genetic variant and a disease
name in a sentence, and an RE tool might classify their
relation as mutation-causing-disease. Extracted concepts
and their relations can be organized into a graph, referred
to as a knowledge graph, which structurally summarizes
the knowledge encoded in the publications related to the
given query. By displaying a knowledge graph, literature
search engines provide users with an overview of the
knowledge discovered, thereby facilitating new
f a system for mining entity associations from the biomedical literature.
eir relationships (e.g., variant-causing-disease), and presents the search re
sers can use the knowledge graph to find hidden associations between e
knowledge discovery by predicting potential missing
links. This process is visualised in Fig. 6.

Entity-augmented search
Several literature search engines enhance the retrieved
results with biomedical concepts. PubTator53,54 high-
lights six types of concepts recognized by state-of-the-art
NER tools, such as genes and diseases. PubTator has
also made its annotations publicly available via bulk
download and an application programming inference,
allowing other search engines to augment the search
results with PubTator concepts. Notably, PubTator has
The system retrieves articles relevant to a given user query, extracts
sults as a knowledge graph that visualises the extracted entities and
ntities.
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been integrated into platforms such as LitVar, LitSense,
and LitCovid. Anne O’Tate55 provides options to rank
concepts, such as important words, important phrases,
topics, authors, MeSH pairs, etc., that are extracted from
the retrieved articles.

Relation-augmented search
Some systems further process the extracted concepts
and show the search results using associated con-
cepts. FACTA+56 finds concepts associated with the
given concept and the supporting sentences and can
uncover indirectly associated concepts through
certain types of “pivot concepts” as the bridge. Se-
mantic MEDLINE57 extracts predications, which
consist of two biomedical concepts and one relation,
from the retrieved articles and provides a graph
visualization of the predications. SciSight,58 an
exploratory search system for COVID-19, can present
a graph of biomedical concepts associated with the
given concept. PubMedKB59 extracts and visualises
semantic relations between variants, genes, diseases,
and chemicals, offering a user interface with inter-
active semantic graphs for the input query. While
many systems for constructing biomedical knowledge
graphs automatically have been proposed, their utility
remains to be confirmed in future studies. Literature
mining systems can also facilitate Literature-based
Discovery (LBD).60 For instance, the LION LBD sys-
tem61 presents the search results as a graph that
contains biomedical concepts and their relations
extracted from the literature for discovering novel
knowledge.

Best practice and example use case
Literature mining tools can be employed to study the
associations between biomedical concepts in the litera-
ture. Users should consider the concept and relation
types of interest and choose the literature mining tools
that incorporate such information. For example, Pub-
Tator provides annotations for six general concept types,
but concepts beyond these types are better supported in
other literature search tools, such as SciSight for
COVID-19 concepts and relations.
chttps://scite.ai/.
dhttps://elicit.org/.
Looking ahead: the role of ChatGPT and other
large language models in literature search
Since late 2022, ChatGPT62 and other generative large
language models (LLMs) have demonstrated consider-
able performance improvements on both general and
biomedical NLP tasks.63–65 LLMs typically contain bil-
lions of parameters and can be utilised by prompt en-
gineering, such as in-context learning and retrieval
augmentation, to generate human-like responses to
various contexts.66 There is a rising belief that these
models could significantly change how users interact
biomedical literature.
www.thelancet.com Vol 100 February, 2024
Evidence-based medicine
LLMs can accelerate evidence synthesis in two ways.
First, they can suggest Boolean queries to aid literature
screening for systematic reviews.67 Following the retrieval
of results, LLMs could potentially be used to summarize
and synthesize the resulting articles.68–70 However, these
preliminary evaluations have exposed various issues,
such as potential bias and hallucination, which must be
addressed before widespread use. Apart from evidence
synthesis, LLMs can also enhance the extraction of PICO
elements from the medical literature,71 thereby
improving PICO-based EBM search engines.

Precision medicine and genomics
Most genomics information resides in curated data-
bases, which are not easily accessible due to their
keyword-centric search functions and less modern user
interfaces. LLMs can alleviate these access difficulties
by autonomously utilizing tools such as utilities of
specialised databases,72 and directly summarize the
database entries to answer users’ information-seeking
questions.

Semantic search
LLMs have achieved state-of-the-art performance on
several biomedical QA datasets.65 This suggests that
LLMs can provide direct answers to natural language
questions using relevant documents returned from a
traditional search engine. This feature, called retrieval
augmentation, is already supported by experimental
literature search engines such as scite,c and Elicit.d

However, these LLM-generated answers are susceptible
to errors and should be carefully verified before use.73

Literature recommendation
The potential role of LLMs in literature recommenda-
tion remains largely unexplored. One possibility in-
volves using LLMs to explain literature
recommendations, i.e., describing why a recommended
article is similar to the input article. This capability
could be used to create a dataset for training smaller
generative models, enabling more flexible and cost-
effective recommendation explanations.

Literature mining
Unlike other literature search scenarios that directly
benefit from the generative capabilities of LLMs, litera-
ture mining depends on traditional NLP tasks such as
NER and RE. In general, LLMs do not outperform
smaller task-specific models fine-tuned for these tasks.74

However, LLMs may offer superior interpretations of
the constructed knowledge graphs, revealing previously
unknown associations between biomedical concepts.
9
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Discussion
We introduced five specific use cases of biomedical
literature search and available tools for each scenario.
Our organisation, while practical, is not mutually
exclusive, and the advantages of different systems can
be combined to better meet diverse biomedical infor-
mation needs. For instance, an EBM search engine
might also process queries where the specified Popula-
tion is associated with certain genomic variants, neces-
sitating recognition of variant synonyms for
comprehensive literature retrieval. Another instance is
biocuration, the practice of converting literature data
into database entries. A system to support biocuration
should be equipped with both literature recommenda-
tion and mining functionality to assist biocurators by
suggesting relevant publications and highlighting the
relevant biomedical concepts. Beyond the five specific
use cases discussed in this article, there are also other
information needs for biomedical literature, such as
searching figures within the articles. It is important to
recognize that while AI advances in healthcare,
ensuring a human-centered approach is pivotal to
address its broader implications.75

Analogous to web search, literature search queries
generally comprise several words.2,3 However, more
complex or specialised information needs require in-
terfaces capable of processing semi-structured infor-
mation or even non-text modalities. Semi-structured
search interfaces accept separate texts for multiple
pre-defined fields, akin to the advanced search inter-
face in modern literature search engines and PICO-
based EBM search. Some information needs defy
expression in text, such as finding articles that are
similar to one set, requiring interfaces designed spe-
cifically for the task. Although modern search in-
terfaces consisting of one text box are simple and easy
to use, the resulting queries can be ambiguous or
overly general. As such, task-oriented search in-
terfaces should be designed for different biomedical
literature search purpose, while a unified portal can be
employed to triage the information needs into these
task-oriented interfaces.

In literature search engines, the ranking algorithms
assess article relevance for a given query, thereby
determining which articles are returned to the user.
PubMed employs the Best Match4 ranking model, a
machine learning approach trained via user click logs.
Many other algorithms rank articles based on the
importance of the terms which overlap between the
article and the query. These algorithms calculate general
text-based relevance without domain-specific re-
quirements, while certain biomedical subdomains have
specific article ranking requirements. For example, in
EBM, articles with higher quality clinical evidence
should be ranked higher. In semantic search, articles
with text units that are semantically related to the input
query should be returned, irrespective of term overlap.
In addition to performing purpose-specific ranking,
future literature search engines should incorporate
transparent and interpretable ranking algorithms.

Search results are most commonly displayed as a list
of article metadata, mimicking the general web search
engines familiar to users. Though list-based display has
been almost unchanged in general search engines for
decades, additional modules have been introduced to
serve specific information needs. For example, many
web search engines directly display the answer to a
question query at the top of the results, mirroring the
goal of QA-based semantic search in biomedical litera-
ture. Certain literature mining systems construct and
visualise a knowledge graph from the articles retrieved,
aiding exploration and knowledge discovery. Given the
remarkable text generation capabilities of LLMs, we
anticipate future literature search engines will include
high-level overviews of returned articles generated by
LLMs.
Conclusion
Our aim has been to assist biomedical researchers and
clinicians in finding the most suitable literature search
tool to fulfill various information needs. We character-
ized search scenarios for five specific information
needs: evidence-based medicine, precision medicine
and genomics, semantic search, literature recommen-
dation, and literature mining. We also included 34 web-
based AI systems designed for these scenarios. Finally,
we discussed the future of biomedical literature search,
especially considering the potential impacts of large
language models such as ChatGPT.
Outstanding questions
As introduced in this overview, many biomedical liter-
ature search engines are specialised for specific infor-
mation needs. However, it is hard for users to find a
suitable tool that can efficiently fulfill their information
needs, and this article is aimed at assisting them in such
a process. Future work should utilise the rapidly devel-
oping AI techniques, especially large language models,
to automatically triage the information needs of users
and provide them the right tool to use.
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