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Abstract

Precisely quantifying the magnitude and direction of electric fields in proteins has long been an 

outstanding challenge in understanding biological functions. Nitrile vibrational Stark effect probes 

have been shown to be minimally disruptive to the protein structure and can be better direct 

reporters of local electrostatic field in the native state of a protein than other measures such as 

pKa shifts of titratable residues. However, interpretations of the connection between measured 

vibrational energy and electric field relies on the accurate molecular understanding of interactions 

of the nitrile group and its environment, particularly from hydrogen bonding. In this work, we 

compared the extent of hydrogen bonding calculated in two common force fields, the fixed charge 

force field Amber03 and polarizable force field AMOEBA, at 10 locations of cyanocysteine in 

staphylococcal nuclease (SNase) against the experimental nitrile absorption frequency in terms of 

full width half maximum (FWHM) and frequency temperature line slope (FTLS). We observed 

that the number of hydrogen bonds correlated well in AMOEBA trajectories with respect to 

both the FWHM (r = 0.88) and the FTLS (r = −0.85) whereas the correlation of Amber03 

trajectories were less reliable because the Amber03 force field predicted more hydrogen bonds 

in some mutants. Moreover, we demonstrated that contributions from the interactions between 

cyanocysteine and nearby water molecules were significant in AMOEBA trajectories but were 

not predicted by Amber03. We conclude that although the nitrile absorption peak shape could 

be qualitatively predicted by the fixed charge Amber03 force field, the detailed electrostatic 

environment measured by the nitrile probe in terms of the extent of hydrogen bonding could only 

be accurately observed in the AMOEBA trajectories, where the permanent dipole, quadrupole, and 

dipole-induced-dipole polarizable interactions were all taken into account. The significance of this 

finding to the goal of accurately predicting electric fields in complex biomolecular environments is 

discussed.
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Introduction

Electric fields generated by the atomic charges from the amino acids, ions, and other 

molecules within a protein have long been recognized as a fundamental driving force 

for all biomolecular functions including folding, catalysis, ligand binding, protein-protein 

interactions, and other properties.1–6 Quantifying either the magnitude or the direction 

of electric fields in proteins is a complex task because these fields are produced by a 

large number of partial charges interacting within and around a protein over a range of 

distances.7–9 Previous work has demonstrated that the consideration of the electrostatic 

interactions from the residues that are sometimes far from the enzyme active site 

is necessary in order to replicate experimentally observed effects including reduction 

potential10 and enzyme kinetic efficiency.11–13 Taken together, both experimental and 

computational research have long demonstrated that an experimentally measurable indicator 

for protein electric field that could be supported by physical computational model is 

complicated but necessary. Taken together, both experimental and computational research 

have long demonstrated that an experimentally measurable indicator of integrated protein 

electric field that could be supported by physical computational model is complicated but 

necessary.

Although there are a number of experimental methods for measuring electric fields in 

proteins, including NMR spectroscopy14–16 and vibrational Stark effect spectroscopy,17,18 

by far the most common method has been measuring pKa shifts (ΔpKa) of titratable residues 

and interpreting those shifts in terms of local electric field around the protons.19–24 ΔpKa 

values of targeted residues in a protein can be accurately measured from 1H and 13C 

chemical shifts by NMR or by absorption or emission energy changes of an internal 

spectroscopic probe.14,15,17,19,25 These measurements reflect the tendency of a residue 

to stay in either its charged or neutral state determined by the electrostatic environment 

generated from the positions of partial charges of all atoms, ions, and water molecules in 

that protein.23,24,26–28 Nevertheless, because the ΔpKa value only represents the difference 

in free energy between two charged states of the target residue, it is difficult to interpret 

any information about the electrostatic environment of a single, native state of that protein 

from the measured ΔpKa value. Therefore, the development of a more direct measurement 

of electric field for only one state of a protein would be useful to validate and improve 

computational models.

Our laboratory, along with other research groups, has explored the utility of using 

vibrational Stark effect (VSE) spectroscopy of nitrile probes to measure the local electric 

fields29,30 in a variety of biologically relevant environments including lipid membranes, 

protein interiors, protein-protein interfaces, and protein active sites.31–44 The nitrile 

vibrational frequency is a useful probe of different biological environments because of 

its small size, the ease with which it can be incorporated into biomolecules with minimal 

disruption of structure, and an absorption frequency located in a relatively empty region of 

the protein’s vibrational background.32,45–47 The relationship of the vibrational energy of 

the nitrile group to local electric field is given through the linear Stark equation (Equation 

1):48,49
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ΔE = − Δμ • ΔF = ℎcΔv

(1)

where ΔE is the change in absorption energy of the nitrile group with respect to the 

change in local electric field, ΔF , caused by differences in charge distributions near the 

probe upon making a chemical perturbation to the system, and Δμ  is the difference in the 

dipole moment between the ground and excited vibrational states. For the nitrile, Δμ  has 

been measured and verified in previous studies,42,50,51 which has enabled changes in the 

vibrational frequency in Fourier transform infrared (FTIR) spectroscopy experiments, Δv, to 

be used in Equation 1 to determine ΔF . Our previous work on superfolder green fluorescent 

protein (GFP)17 and staphylococcal nuclease (SNase)52 that investigated nitriles at different 

locations throughout the protein have showed that VSE shifts respond to differences in the 

electric fields around the labeled nitrile. This work, along with other research that examined 

the nitriles in a wide range of biological environments,38,48,53 all validate the measurement 

of local electric fields in a protein through VSE spectroscopy.

In previous work, we investigated the vibrational spectra of the nitrile at 10 different 

locations of a model protein SNase (Figure S1).52 SNase has been used to understand the 

extreme pKa values of the targeted residues by using constant pH molecular dynamics 

(MD) simulations.54 To provide an alternative experimental benchmark as the verification 

of the computational models based on the SNase, our group previously investigated 

the nitrile vibrational frequency shifts in SNase and suggested that the pKa shifts did 

not correlate with the nitrile vibrational frequency shifts, and the nitrile probe was a 

more direct measurement of electrostatic field because it can interrogate a single, native 

state of the protein, rather than measuring the free energy differences between two 

states (protonated and deprotonated).52 This work, along with other experimental and 

computational investigations29 has demonstrated that hydrogen bonding to the nitrile group 

can dominate the observed frequency of the nitrile probe in a way that is not captured in 

Equation 1. This is due to the intrinsic quantum mechanical factors of the nitrile’s molecular 

orbitals: (1) a parallel σ-hydrogen bond with the nitrile lone pares that causes the nitrile 

frequency to shift to higher energy by withdrawing electrons from an antibonding orbital, 

and (2) a perpendicular π-hydrogen bond with the π cloud of the triple bond that leads 

to a shift of the nitrile frequency to lower energy by withdrawing electron density from a 

bonding orbital.29 Therefore, to understand the measured vibrational frequency that could be 

contributed by the hydrogen bonds formed with the nitrile, the same work in our group52 

attempted to quantify the effect of hydrogen bonding on the nitrile absorption energy by 

measuring the frequency temperature line slope (FTLS, Figure S2),52,55 which reflects the 

amount of hydrogen bonding that is perturbed with respect to temperature change.52 In 

the same work, the MD simulations using a conventional, fixed charge, Amber03 force 

field56–61 were conducted on all of the 10 positions of the nitrile to provide molecular details 

of the SNase structure, and quantified the extent and geometry of hydrogen bonds at each 

nitrile.52 We hypothesized that some of the weaknesses of this approach that were observed 
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could be addressed with a force field that more accurately predicts electrostatic environment, 

not just structure.

In the work reported here, we generated the SNase structures of the 10 nitrile locations 

(Figure 1) in a polarizable force field, atomic multipole optimized energetics for 

biomolecular applications (AMOEBA), which includes many-body polarizations through 

atomic dipole induction that were not considered in our previous work.52 The nitrile group 

was inserted into SNase as cyanocysteine (CNC), shown in Figure 2, at the 10 locations in 

Figure 1 to generate 10 constructs containing a single nitrile probe. The potential energy 

functions of the AMOEBA force field are described in Equation 2:62

U = Ubond + Uangle + Ubθ + Uoop + Utor + Uvdw + Uele
perm + Uele

ind

(2)

where the total potential energy of the system is a sum of potential energies from bond 

vibration (Ubond), angle bending (Uangle), vibrational and bending coupling (Ubθ), out-of-

plane bending (Uoop), dihedral torsions (Utor), van der Waals interactions (Uvdw), permanent 

electrostatic interactions (Uele
perm), and many-body induction or polarization(Uele

ind).63 Common 

classical force fields such as Amber03 use fixed charges on every atom of the system 

without considering the polarization effect (Uele
ind)19,64,65 for computational speed. Although 

MD simulations using these fixed charge force fields are known to predict the secondary 

structures of peptides and proteins with a high degree of accuracy,66,67 it has been found 

that they fail to generate structures that accurately predict the detailed electrostatic properties 

including pKa values of buried residues,19,24 and in fact can predict the opposite trends of 

protein-ligand binding free energies compared to the experimental results.68

In the work reported here, we show that the number of hydrogen bonds that were 

able to form with the nitrile at positions V23X, L25X, L38X, A58X, T62X, V66X, 

A90X, I92X, A109X, and N118X (where X stands for cyanocysteine, CNC) were less 

than the number predicted by Amber03 trajectories compared to the linear correlation 

against experimental FWHM and FTLS in most locations. We hypothesize this is because 

Amber03 over-stabilizes interactions of hydrogen bonds, and thus results in an unphysically 

large number of interactions with water.69–71 Moreover, the AMOEBA trajectories better 

predicted the amount of hydrogen bonds for all ten mutants at a structurally diverse 

collection of nitrile locations in SNase. Both AMOEBA and Amber03 predicted similar 

results for the long range interactions to the native Ca2+ ion in SNase (Figure S3) and the 

overall nitrile absorption peak shape, but the correlations to number of hydrogen bonds 

and water molecules within 2.5 Å of the nitrile with respect to the experimental FTLS and 

FWHM were all higher when predicted by AMOEBA, even though both force fields started 

with the same initial configurations. We suggest that using the MD simulation with the 

fixed charge Amber03 force field is sufficient for the predictions in secondary structure of 

protein and the qualitative calculation of the nitrile absorption frequency shape; however, the 

polarizable AMOEBA force field is able to more accurately quantify total hydrogen bonding 

interactions with the nitrile group and the amount of water molecules around the nitrile 
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because of its more detailed consideration of electrostatic interactions including permanent 

dipole, quadrupole, and dipole-induced-dipole interactions.

Methods

Molecular Dynamics Simulations

The parameters for the AMOEBA polarizable force field for the artificial cyanocysteine 

(Figure 2) were derived from the AMOEBA parameter generator program Poltype2.72,73 

Psi4 was used for the QM calculations in Poltype2.74 The initial SNase structures of all 

mutants were taken from our previous work, which describes how each structure was 

prepared.52,75 We conducted MD simulations of V23X, L25X, L38X, A58X, T62X, V66X, 

A90X, I92X, A109X, and N118X, using the AMOEBA force field implemented in Tinker 

9.76 Packmol77 was used to build a cubic 88 Å3 simulation box containing 7 Cl− to 

neutralize the charge of the SNase and water molecules.63 After energy minimization of the 

system, MD simulations started at constant volume heating from 0 to 298 K for 6.6 ns with a 

time step of 2 fs, followed by constant pressure MD at 298 K for 2 ns at a time step of 2 fs. 

The production NVT MD simulations were done with an average constant volume for 60 ns 

in 2 fs steps with frames recorded every 4 ps. From the energy minimization process to every 

phase of the MD simulations, the permanent charge, dipole, quadrupole, and many-body 

polarization were all considered (Eq. 2). For all mutants, we calculated the root mean square 

deviation (RMSD) of protein backbone atoms between each MD structure and the initial 

energy minimized protein structure to determine when the AMOEBA structures became 

stable. These results are shown in Figure S4; we observed that the RMSD values throughout 

this production phase MD simulation were stable. We took the trajectories, including the 

water molecules, the native Ca2+ ion, and every atom in the protein, that were collected 

every 200 ps during the 60 ns MD simulations, to calculate the distance between the native 

Ca2+ ion and the nitrile group, the number of hydrogen bonds between the nitrile group and 

the nearby residues, and the number of water molecules within 2.5 Å of cyanocysteine.

The corresponding RMSD values from Amber03 trajectories for the protein backbone 

atoms for each captured structure and the initial energy minimized protein are shown in 

Figure S4.52 Generation of the parameters for cyanocysteine was described in previous 

publications.41,78 SNase structures were collected from MD simulations using the Amber03 

force field79,80 in the Gromacs 2016.3 software package and explicit solvation with TIP3P 

water.56,61 We observed that the RMSD values remained low (<2.8 Å) throughout the last 

60 ns. As previously observed, the AMOEBA polarizable force field gave rise to larger 

fluctuations (measured by RMSD) during MD simulations of proteins than fixed charge 

force fields.24,81 We used trajectories from 40 ns to 100 ns, collected every 200 ps, that were 

generated from previous work52 to further calculate the distance between the native Ca2+ ion 

and the nitrile group (Figure S3), the number of hydrogen bonds between the nitrile group 

and the nearby residues, and the number of water molecules within 2.5 Å of the nitrile.

Quantifying Hydrogen Bonding

For the last 60 ns of both AMOEBA and Amber03 trajectories, we used structures collected 

every 200 ps to calculate the number of hydrogen bonds between the nitrile group and 
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nearby molecules, including water and protein atoms. The number of hydrogen bonds were 

calculated based on the same criteria as the in-house code described in previous work.17 

Each hydrogen bond was composed of (1) a hydrogen bond acceptor, which was defined 

by the position of the nitrogen of the nitrile group on cyanocysteine, and (2) a hydrogen 

bond donor, which could be the hydrogen atom from the water molecule, or the hydrogen 

atom which was covalently bonded to the O, N, and Cα atoms on protein residues. Besides 

the criteria of the composition of atoms, there were three geometry criteria for the atoms 

to be counted as a hydrogen bond. First, the distance between the hydrogen bond acceptor 

and donor, dNH, needed to be less than 2.45 Å. Second, the angle between the C≡N⋯H 

atoms, θ1, was greater than 99°. Third, the angle between the N⋯H-Rdonor, θ2, was greater 

than 120°. These criteria are illustrated in Figure S5. These criteria were adapted from 

previous work82 that reported each of these distances and angles of hydrogen bonding with 

nitrile groups obtained by ab initio molecular orbital calculations in 83 crystal structures that 

contains 95 nitrile hydrogen-bond interactions.82 The cutoff distance and angles in this work 

were set to fall within 2 standard deviations of a typical hydrogen bond to a nitrile defined in 

the previous study.82

Calculating Experimental FTIR Absorption Peak Shape

For the last 60 ns of AMOEBA trajectories, we collected the MD snapshots every 200 ps to 

calculate the electric field at the center of the cyanide bond. To determine electric field, we 

inserted a dummy atom with +1 charge at the middle of the nitrile bond of the collected MD 

snapshots and calculated the electric field on that point charge. The electric field was first 

obtained by dividing the induced dipole (in Debye) of the dummy atom by its polarizability 

factor (0.0001 Å3) then projecting the electric field vector of the dummy atom on to the 

C≡N bond vector. The unit of the electric field was then converted from D Å−3 to MV cm−1 

by multiplying 299.79 (rescaled speed of light in cgs units) as has been done previously,83 

then converted to cm−1 by using the Δμ  as 0.7 cm−1/(MV/cm)45 in equation 1, to obtain the 

unit of the infrared spectroscopy data. The most populated electric field distributions were 

placed at the maximum absorbance energy from the measured FTIR absorption spectra. 

The electric field distribution was then fit with Gaussian functions to compare with the 

experimental FTIR spectra.52 The electric field of the dummy atom (+1 charge) at the center 

of C≡N bond along the C≡N bond vector in each of the collected snapshots of the last 60 ns 

of Amber03 trajectories were obtained in previous work52 using the GROMACS force field 

calculation.52,56,61

Results and Discussion

Quantification of Hydrogen Bonding in Amber03 and AMOEBA

To quantify the sources of hydrogen bonds across the 10 nitrile groups in both Amber03 and 

AMOEBA force fields, we classified the hydrogen bonds from frames collected every 200 

ps for the last 60 ns in both force fields trajectories. The hydrogen bond donor atom from 

water molecules and protein atoms are shown in Figure 3. The number of hydrogen bonds 

with respect to the simulation time for each mutant in the Amber03 and the AMOEBA 

force fields are shown in Figure S6. The total number of hydrogen bonds were less in the 

AMOEBA trajectories (Figure 3, red) than in the Amber03 trajectories (Figure 3, gray) 
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for most mutants (L25X, T62X, V66X, I92X, A109X, and N118X). This was expected 

because one of the most challenging obstacles for the development of AMBER force fields 

has been addressing overstabilization of secondary structures maintained by hydrogen bond 

interactions such as α-helices.84,85 Because L25X is located within a α-helical component 

of SNase, it is not surprising that Amber03 predicted more hydrogen bonds than AMOEBA. 

Moreover, the fixed charge force fields like Amber03 also tend to erroneously over-stabilize 

protein-ion binding free energies by overestimating the effect of electrostatic interactions68 

and predicting lower solvation free energies of the charged state molecule.24 Therefore, the 

reason that Amber03 predicted more hydrogen bonds than AMOEBA is likely because the 

fixed charged Amber03 structures over-stabilize the interactions of the partial negative and 

partial positive charge between the hydrogen bond acceptor and donor.24,68

The most significant exception to this pattern was A58X, where AMOEBA predicted almost 

twice as many hydrogen bonds per frame than Amber03 (0.56 ± 0.55 vs. 0.35 ± 0.53, 

respectively). This could be due to the differences in the χ2 angles (shown in Figures 2 and 

S6.) predicted by the two MD strategies. The torsional factors in the AMOEBA force field 

trajectories, which were coupled with the more advanced electrostatic parameters,69,86,87 

could lead to the χ2 angle in cyanocysteine to be different from the Amber03 trajectories. 

The smaller fluctuations in the χ2 angle in Amber03 trajectories caused the nitrile group 

of A58X to remain close to the α-helical portion of SNase rather than rotate to be more 

exposed to solvent. The greater variability in the χ2 angle in the AMOEBA structures 

therefore allowed the nitrile to form hydrogen bonds with more water molecules. L38X 

and A90X were also exceptions to this pattern, with nitriles at both sites exhibiting more 

hydrogen bonding in AMOEBA versus Amber03, although the differences are smaller, and 

in both cases both force fields predicted that most hydrogen bonds were to elements of 

the protein itself. Both locations are in portions of the SNase structure that are dominated 

by β-barrel features, and it is possible that AMOEBA’s more accurate prediction of global 

energy minima were better able to stabilize this non α-helical structure, and increase overall 

nitrile-protein interactions.88

From Figure 3, hydrogen bond donors were more often from nearby water molecules in 

both sets of trajectories (V23X, A58X, T62X, V66X, I92X, A109X, and N118X) than 

from the nearby protein residues except for nitriles that were buried in the protein and 

surrounded by stable secondary structures (L25X and A90X). The observation that major 

sources of hydrogen bonds were from water molecules rather than the protein residues was 

not surprising because water molecules are small and have significantly more rotational 

degrees of freedom to optimize hydrogen bond geometry with the nitrile. However, there 

were some mutants (T62X, V66X, and I92X) where the sources of hydrogen bonds were 

almost exclusively water molecules and predicted many more of such interactions with 

Amber03. For example, in T62X, Amber03 predicted ~0.6 water hydrogen bonds more than 

with AMOEBA. Structural snapshots showed that a single water molecule resided around 

the nitrile probe more than 30 ns in the last 60 ns in the Amber03 trajectory,52 but was 

not observed in the AMOEBA trajectory although both trajectories started with the same 

initial structures. It is likely that the over-stabilization of the interaction between water 

molecules and the nitrile group predicted the extremely long lifetime of the hydrogen bond 

in the Amber03 trajectory, as has been observed before between high charge density ions 
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and protein residues in calculations of binding energies between Ca2+ and Mg2+ among EF-

hand proteins.68 The same work demonstrated that the incorrect predictions of the Amber 

force field were due to the Coulomb interactions in the MD simulations over-stabilizing 

interactions with higher charge density in Mg2+ than in Ca2+.68 Moreover, the same work 

also demonstrated that the accurate predictions of greater binding by Ca2+ over Mg2+ could 

only be achieved by considering the dipole-induced-dipole polarization using AMOEBA 

trajectories.68 Therefore, the long lifetime water molecule that caused a significantly larger 

amount of hydrogen bonding for T62X in the Amber03 trajectory could possibly be due to 

the over-stabilization of the hydrogen bonding interactions from the partial positive charge 

on water hydrogen and the partial negative charge on the nitrile group. The differences for 

V66X and I92X, where Amber03 predicted more hydrogen bonds from water molecules 

than AMOEBA, were likely from the fact that these two residues are located close to 

the surface of SNase, and so this over-stabilization of interactions with water would be 

pronounced.

Hydrogen Bonding Interactions Compared to Nitrile FTLS and FWHM

Although VSE spectroscopy with nitriles has many advantages, discussed above, the 

potential convolution of both electrostatic and hydrogen bonding factors on vibrational 

absorption energy shifts complicates its use. Because of this, there has been significant 

interest in finding orthogonal experiments to deconvolute these effects without the need for 

high quality structural information from MD simulations or experiment for every system. 

FTLS has been used in several systems to measure the amount of hydrogen bonding 

by changing the extent of molecular reorganization as a function of temperature, which 

should not effect steady-state local electric field around the nitrile.55 Likewise, measuring 

FWHM and other features of the absorption energy peak shape has been used to understand 

conformational sampling of the nitrile within its local environment and identify populations 

of structures at steady-state that may be affected by hydrogen bonding to greater or 

lesser extent.52 These data then provide a means of validating MD simulation strategies 

for the purpose of predicting both electric fields and hydrogen bonding in any system 

of interest. We compared measured SNase nitrile FTLS and FWHM results with the 

number of hydrogen bonds, with criteria defined by Le Questel et al,82 from our MD 

simulations, discussed in Figure 3, with both Amber03 and AMOEBA force fields against 

the experimentally measured FTLS and FWHM. Figure 4 shows the correlation of the extent 

of hydrogen bonding with respect to FTLS in Amber03 and AMOEBA trajectories, which 

resulted in r = −0.72 and r = −0.85, respectively. As the number of hydrogen bonds for every 

mutant across two force fields all range from 0–2, the slightly higher correlation between the 

hydrogen bond counts in AMOEBA versus the FTLS indicates that AMOEBA trajectories 

are better able to predict the subtle but critical differences in the number of hydrogen bonds 

compared to the Amber03. The slightly higher correlation between the number of hydrogen 

bonds calculated in AMOEBA with FTLS than the correlation between the amount of 

hydrogen bonds in Amber03 with FTLS were mostly the result of differences in hydrogen 

bonding predicted in A58X, N118X, and especially T62X. As already discussed, the number 

of hydrogen bonds in T62X were noticeably greater in Amber03 compared to AMOEBA 

(0.68 ± 0.47 vs. 0.05 ± 0.22) even after considering the large standard deviation. The 

extremely long-lived hydrogen bond donated to T62X by a single water molecule in the 
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Amber03 trajectory (Figure 3) caused this residue to be a significant outlier when compared 

to experimental FTLS data (Figure 4a) that was not replicated in AMOEBA. For A58X, 

Amber03 trajectories predicted fewer hydrogen bonds (0.35 ± 0.53) than with AMOEBA 

(0.56 ± 0.55) which could be due to the observation that the nitrile χ2 angle over the course 

of the Amber03 trajectory (Figure S7) consistently directed the nitrile group away from 

water. In the case of N118X, Amber03 predicted more hydrogen bonds than AMOEBA 

(0.79 ± 0.51 vs. 0.56 ± 0.54), possibly because χ2 angles found in the Amber03 trajectories 

(Figure S7) allowed the nitrile to interact more often with nearby protein residues.

There were a number of nitrile positions that Amber03 and AMOEBA predicted similar 

hydrogen bonding environments, but Amber03 usually predicted significantly larger 

standard deviations of these values than AMOEBA, especially when the number of 

hydrogen bonds per frame was low (e.g. L25X: 0.06 ± 0.24 vs. 0.00 ± 0.06; A90X: 0.02 ± 

0.28 vs. 0.10 ± 0.31; I92X: 0.05 ± 0.28 vs. 0.00 ± 0.06; A109X: 0.02 ± 0.15 vs. 0.01 ± 0.08 

for Amber03 vs. AMOEBA, respectively). These mutants also all had FTLS values close 

to zero (L25X: −0.008 ± 0.001; A90X: −0.011 ± 0.000; I92X: −0.016 ± 0.000; A109X: 

−0.018 ± 0.002).52 Because the error bar of the experimental measurement of FTLS were all 

less than 0.002 for these mutants, the larger standard deviation in the Amber03 trajectories, 

which in turn predicted the larger differences in hydrogen bonding interactions of these 

mutants, caused the fixed charge Amber03 model to fail to distinguish the subtle differences 

in the protein environment around each nitrile. On the other hand, for AMOEBA trajectories, 

the standard deviation values tended to be low, such as L25X: 0.00 ± 0.06, I92X: 0.00 

± 0.06, or A109X: 0.01 ± 0.08, which suggested that AMOEBA trajectories were able to 

predict subtle differences in a variety of protein environments, especially in cases where 

there were few stable hydrogen bonds. The capability of the AMOEBA force field for 

predicting low standard deviation of the mutants with few hydrogen bond counts indicates 

that both the accuracy and the precision of the prediction from AMOEBA were more 

reliable than the Amber03 model. The reason that the standard deviation values of Amber03 

trajectories were high especially when a low total number of hydrogen bonds were predicted 

was because the stability of the local electrostatic conformation were mostly maintained by 

hydrogen bonds in the fixed charge force field. In other words, the fewer hydrogen bonds 

formed with the nitrile, the larger the degree of structural flexibility was predicted. On the 

other hand, when simulated with AMOEBA, the electrostatic interactions between every 

atom included charge-charge, dipole-dipole, and dipole-induced-dipole interactions which 

could stabilize the nitrile electrostatic environment with fewer or even no hydrogen bonds. 

Therefore, the complex multipole interactions in AMOEBA trajectories could predict more 

consistent local electrostatic environments even when hydrogen bonding was scarce, leading 

to low standard deviations.88

The comparison between the hydrogen bond counts and experimental FWHM revealed 

a similar but more pronounced trend (Figure 5); the correlation between simulation and 

experiment was significantly higher in AMOEBA (r = 0.88) than in Amber03 (r = 0.59). 

Two nitrile locations, T62X and A58X, were major outliers in this comparison in Amber03 

(Figure 5a) but not in AMOEBA (Figure 5b), again because of the more realistic prediction 

of the hydrogen bonding environment around the nitrile at those two locations. In both 

Amber03 and the AMOEBA trajectories, A109X was a significant outlier because both 
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force fields predicted very few hydrogen bonds (0.02 ± 0.15 vs. 0.01 ± 0.08 for Amber03 

and AMOEBA, respectively). This was possibly due to the fact that the χ2 angles in both 

trajectories were pinned at exactly either ±180° for almost the entire simulation (Figure S7), 

therefore reducing the chance for A109X to form hydrogen bonds in both trajectories.

The reason that AMOEBA trajectories predicted higher correlations in both FTLS (Figure 

4) and FWHM (Figure 5) experimental data in terms of the total number of hydrogen 

bonds than Amber03 trajectories could be because detailed multipole interactions were 

required to accurately predict the change in electrostatic environment in a range of different 

mutants, and this in turn allowed prediction of a more accurate picture of hydrogen bonding 

interactions. Previous research has compared the QM-calculated IR spectra of CN and SCN 

group in water with the CN and SCN group as for the systems with larger water clusters 

simulated by classical MD simulation. This has suggested that the hydrogen bonding 

interactions between solvent and the nitrile groups are critical to the prediction in IR 

peak shape.29 Moreover, the same work further demonstrated that accurate calculations in 

IR peak width of the nitrile group were obtained by applying an appropriate QM model 

capable of correctly predicting that the lowest energy configuration would be obtained by 

a hydrogen bond angle of 180° between nitrile nitrogen and hydrogen atoms.29 Adhikary 

et al. postulated that the FTLS, in which the nitrile absorption frequency changes with 

temperature, is the measurement of the ability of a nitrile probe to accept a hydrogen 

bond, which is then broken by increasing temperature.55 In our previous work measuring 

the FWHM of the 10 nitrile probes and the FTLS of these probes from 5 to 35 °C, 

the correlation between the FTLS and FWHM was high (r = −0.87).52 Therefore, more 

accurate prediction of the hydrogen bonding environment by AMOEBA from considering 

more detailed multipole interactions correlated more closely with the experimental FWHM 

and FTLS measurements. Finally, we performed the same analysis by instead counting the 

number of water molecules within 2.5 Å of the nitrile and observed the same trends. This is 

described in the Supplemental Information and Figures S13–S15.

Experimental FTIR peak shape calculation

The distribution of the experimental FTIR absorption energies of each nitrile position 

represents the range of electrostatic environments experienced by the probe over the course 

of a steady-state experiment. To investigate how the electric field of the nitrile probe itself 

contribute to the FTIR peak shape, we calculated electric field at the 10 nitrile locations by 

placing a point positive charge at the center of the nitrile bond and calculating the electric 

field on that dummy atom from the snapshots collected in last 60 ns of the trajectories. 

We then plotted the distribution of these calculated fields from both Amber03 (Figure 6a, 

taken from previous work)52 and AMOEBA trajectories (Figure 6b) centered at the FTIR 

maximum absorbance wavenumber for each mutant. To better account for the FTIR peak 

broadening possibly due to the hydrogen bonding interactions which could not be fully 

considered in the dummy atom electric field calculation,52 we broadened each histogram bin 

in the electric field distribution in a Gaussian function with a bandwidth proportional to the 

FTLS of each mutant, pinned by the FTLS of the narrowest (V66X) and the widest (N118X) 

spectra in the colored solid line in Figure 6. For most mutants, the calculated Gaussian 

distributions (colored solid line) were similar to the experimental peak shapes (dashed line) 
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in both Amber03 and AMOEBA trajectories, indicating that both force fields were able 

to adequately predict a wide range of electrostatic environments given a comprehensive 

set of snapshots. While it is not surprising that the nitrile probe locations for which both 

force fields predicted similar hydrogen bonding environment (V23X and A109X, Figure 

3) would give similar predicted absorption spectra, as discussed above, most mutants had 

very different results when hydrogen bonds were quantified around the nitrile. The most 

extreme examples were A58X and T62X, which had substantially different average numbers 

of hydrogen bonding around the nitrile (A58X: 0.35 ± 0.53, 0.56 ± 0.55; T62X: 0.68 ± 

0.47, 0.05 ± 0.22, for Amber03 and AMOEBA, respectively), yet the peak shapes in the two 

trajectories in Figure 6 were still very similar. The number of hydrogen bonds predicted by 

the two force fields trajectories alone therefore was not the major factor that contributed to 

the predicted peak shapes.

The clearest exception to this observation was AMOEBA’s predicted absorption spectrum 

for N118X. In this case, the calculated peak (shown in gray in Figure 6b) was substantially 

shifted to lower energy than the experimentally observed spectrum. The FTLS of N118X 

was by far the steepest slope observed of any of the 10 nitrile positions examined here, 

steeper even than that of a cyanocysteine dissolved in water (Figure S2). Because hydrogen 

bonding information in the calculation of field is included through scaling by the magnitude 

of the FTLS, it is possible that this extreme hydrogen bonding environment exposes the 

limits of our strategy of using an empirical force field, not quantum mechanics, to describe 

the full electrostatic environment around the nitrile, as would be expected for cases that 

fall outside of the bounds established by a hydrophobic (DMSO) and hydrophilic (water) 

environment. It also reinforces the benefit of having an orthogonal experimental method for 

quantifying the extent of hydrogen bonding to the nitrile to aid interpretation of vibrational 

absorption energy shifts alone.

The similarity in the peak shapes predicted for most probe locations from both the fixed 

charge Amber03 and the polarizable AMOEBA trajectories indicates that the predicted 

line shapes over a long period of time in a steady-state experiment were dominated by 

Coulombic interactions. Xu et al. demonstrated that for nitrile buried inside a protein 

with very low exposure to water, the vibrational line shape was dominated by Coulombic 

interactions over several Ångstrom, particularly as simulation time was extended.89 This 

was because for buried probes without much access to solvent, these long-range Coulombic 

interactions with charges on protein residues could persist for longer times than if the 

probe had significant exposure to solvent, thus dominating vibrational peak shapes for 

these locations.89 Previous works investigated the peak positions of alanine90 and alanine-

phenylalanine based small peptide91 for 1000–2000 cm−1 and 3300–3600 cm−1 region 

suggested that the AMOEBA MD trajectories accompanied with normal mode analysis 

could reproduce the accurate peak positions compared to the experiment.90,91 In our case, 

for the 10 locations of the nitrile in SNase examined here, while most of the mutants were 

similarly buried within the protein and not interacting with water molecules, those that were 

more solvent exposed still exhibited this trend. This demonstrates that for the nitrile probe, 

qualitatively estimating the electric field by examining FTIR peak shape does not necessarily 

require the greater computation time and complexity of the polarizable force field.
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Conclusion

In this work, we compared the experimental FWHM and FTLS with respect to the number 

of hydrogen bonds and amount of nearby water molecules in both a fixed charge force field 

Amber03 and a polarizable force field AMOEBA, and found that AMOEBA quantitatively 

predicted these experimental parameters better than Amber03, almost certainly because of 

the better snapshot of the local electrostatic environment from polarizability parameters that 

considered higher moment electrostatic interactions and the polarizabilities. Although the 

two trajectories started with the same initial configurations of each mutant in SNase, due 

to the considerations of dipole, quadrupole, and dipole-induced-dipole moment, AMOEBA 

avoided over-predicting hydrogen bonding interactions and could better distinguish and 

differentiate a variety of electrostatic environments at any given position of the nitrile in 

SNase. However, when comparing the calculated peak shapes of the nitrile with these two 

computational strategies, it appears that this qualitative measurement was in most cases 

accurately predicted by both models. Moreover, through this work, we demonstrated that 

the FTLS in particular is an ideal orthogonal experiment for identifying highly perturbed 

hydrogen bonding environments that might complicate simple interpretation of the nitrile 

absorption energy purely in terms of an electrochromic Stark effect. This is the first 

demonstration of the utility of using AMOEBA to understand electrostatic fields measured 

through vibrational spectroscopy within a protein. We suggest that the protocol established 

in this work, especially the computational approach of using the AMOEBA polarizable 

force field in MD simulations to quantify FTLS, FWHM, and other aspects of experimental 

spectra, could be used to investigate other vibrational modes. Specifically, it would be 

interesting to investigate the local secondary structure of a protein by comparing the 

computational spectra calculated from an AMOEBA MD simulation with an isotopically 

labelled 18O amide I experimental vibrational spectra at the targeted part of a protein. 

Ongoing work in our laboratory is focused on applying the nitrile probe to investigate 

complex types of electrostatic interactions such as protein-protein interfaces and within the 

structure of the lipid bilayer membrane to advance our understanding of these crowded and 

dynamics electrostatic environments.

Supplementary Material

Refer to Web version on PubMed Central for supplementary material.
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Figure 1. 
The positions of the cyanocysteine in staphylococcal nuclease (SNase). Each position 

showed in multiple color spheres is an amino acid that was individually mutated to 

cyanocysteine (X). The secondary structure of SNase is shown in gray. The native Ca2+ 

is shown as a white sphere.
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Figure 2. 
The structure of cyanocysteine used to parameterize the molecule for AMOEBA simulation 

with the dihedral angles χ1 and χ2 indicated.
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Figure 3. 
Number of hydrogen bonds of cyanocysteine with nearby residues per simulation structure 

frame in terms of the hydrogen bonds donated by both water (solid bar, AMOEBA: red; 

Amber03: gray) and protein (hashed bar, AMOEBA: light red; Amber03: light gray). 

Standard deviations represent the last 60 ns of each trajectory.
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Figure 4. 
Frequency temperature line slope (FTLS) compared to total hydrogen bond counts from the 

last 60 ns MD simulations in (a) Amber03 and (b) AMOEBA.
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Figure 5. 
Full width half maximum (FWHM) compared to total hydrogen bond counts from the last 

60 ns MD simulations in (a) Amber03 and (b) AMOEBA.
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Figure 6. 
Vibrational absorption energy (in cm−1) calculated from the electric field on the +1 dummy 

atom at the center of the nitrile bond projected alone the nitrile bond axis. Gray: calculated 

histogram. Thin gray dashed line: Gaussian functions for the histogram bins. Solid colored 

line: Gaussian functions generated by the sum of the broadened histogram bins with the 

broadened bandwidth proportional to the experimental FTLS. The * sign at the V66X and 

N118X indicates that the FTLS of these mutants were used to pin the endpoints of the 

bandwidth that was used to broaden the histogram bin. Dashed black line: experimental 

spectrum from Figure S1.52
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