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Abstract

Polarizability, or the tendency of the electron distribution to distort under an electric field, often 

depends on the local chemical environment. For example, the polarizability of a chloride ion 

is larger in gas phase compared to a chloride ion solvated in water. This effect is due to the 

restriction the Pauli exclusion principle places on the allowed electron states. Because no two 

electrons can occupy the same state, when a highly polarizable atom comes in close contact with 

other atoms or molecules, the space of allowed states can dramatically decrease. This constraint 

suggests that an accurate molecular mechanics polarizability model should depend on the radial 

distance between neighboring atoms. This paper introduces a variable polarizability model within 

the framework of the HIPPO (Hydrogen-like Intermolecular Polarizable Potential) force field, 

by damping the polarizability as a function of the orbital overlap of two atoms. This effectively 

captures the quantum mechanical exchange polarization effects, without explicit utilization of anti-

symmetrized wavefunctions. We show that the variable polarizability model remarkably improves 

the two-body ALMO energies and three-body energies of ion-ion and ion-water systems. Under 

this model, no manual tuning of atomic polarizabilities for monatomic ions is required – the gas 

phase polarizability can be used because an appropriate damping function is able to correct the 

polarizability at short range.
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I. Introduction

A key feature of many molecular systems is their chemical heterogeneity. Molecular 

interactions occur in a wide range of chemical environments, and at the heart of capturing 

the various responses is polarization. Broadly speaking, polarization refers to the change 

in electron density due to the local electric field. Many molecular simulation applications 

require polarization to accurately model the system. For example, polarization plays a 

critical role in ion channel simulations to reproduce the selective conduction of ions through 

the membrane.1 Various properties of DNA and RNA require treatment of polarization for 

accurate modeling.2 The amphipathic nature of lipid molecules, comprised of a charged 

hydrophilic head and hydrophobic tail, are thought to require polarization effects to model 

the vastly different chemical environments that the lipid bilayer creates.3 The importance 

of polarizability and polarization in both ionic and biomolecular systems is well established 

and can be found in various reviews.4–10 One of the widely used polarizable force field is the 

AMOEBA (Atomic Multipoles Optimized Energetics for Biomolecular Applications) model, 

which has been developed to simulate biomolecules such as water, ions, small organic 

molecules, proteins, and nucleic acids.2,11–15

Despite its success, the AMOEBA polarizable force field has struggled to accurately 

reproduce the polarization energy at short range (near equilibrium distance) for some 

interactions involving ions. The polarization energy is too negative at short range and 

compensating corrections to VdW parameters are needed to generate the correct equilibrium 

distance.16,17 Adjustments in Thole damping factors,18,19 polarizability,15,19–22 electric 

field,23,24 and Van der Waals parameters11,25 are often made in polarizable force fields 

to damp the otherwise correct interaction energy. One major reason current models struggle 

is their lack of an explicit model for exchange-polarization effects. The importance of these 

effects for ions is well known. The chloride ion in gas phase has a polarizability of 5.482 

Å3. However, when placed in water, its polarizability decreases to roughly 3.25–3.5 “Å3, 

and falls further to 2.96 Å3 in crystal-phase.26–28 Because experimental polarizabilities 

include higher order and charge transfer effects, these values must be interpreted carefully. 

Nevertheless, computational studies using Hirshfeld partitioning29 and localized Wannier 

function27 have shown that (charge-transfer free) polarizabilities of monatomic ions and 

surrounding water molecules change depending on its chemical environment. Exchange 

polarization results in the diminishment in the space of allowed excited states due to 

exchange interactions with electrons of neighboring atoms.30 Exchange polarization results 

from enforcing the Pauli exclusion principle on “polarized” electrons, and can be explicitly 
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computed from perturbation theory.31 Whereas exchange effects in a gas-phase monomer 

arises solely from intra-molecular electron exchange, in condensed phase systems both the 

intra- and inter-molecular electron exchange must be properly accounted for.

One way to capture exchange-polarization is through variable polarizability. In this model, 

the polarizability of an atom is not fixed, but rather depends on the radial distance between 

neighboring atoms.29 In spirit, this is reminiscent of Brumer and Karplus’ “effective 

polarizability” treatment of alkali halide dimers.32 At long range, where there is no 

intermolecular electron orbital overlap, the gas phase polarizability faithfully reproduces 

the QM polarization energy. However, as two atoms approach each other, the intermolecular 

electron orbitals start to overlap. In the context of perturbation theory, the overlapping 

ground state electrons give rise to exchange-repulsion, whereas the overlapping excited state 

electrons give rise to exchange-polarization and exchange-dispersion. Because exchange 

effects destabilize the interaction energy, the net effect is that exchange-polarization effects 

oppose the stabilizing classical polarization energy. If the exchange-polarization effect is 

not taken into consideration, the polarization energy of an interaction will be larger (more 

negative) than expected when compared against rigorous quantum mechanical results. For 

example, Giese and York showed that a variable polarizability model may need to be applied 

to condensed water clusters to obtain an accurate polarization response.33 We propose that 

exchange-polarization effects be incorporated into classical force fields through a variable 

polarizability model.

A previous approach to solve this problem was to uniformly scale the atomic polarizabilities 

derived from QM calculations.21,22 A constant scale factor with value between 0 and 1 is 

fit to reproduce the polarizability and energy of bulk phase. This gas phase polarizability is 

then multiplied by this scale factor to incorporate exchange-polarization effects. However, 

limitations to this approach are the need for a separate parameterization procedure and 

possible lack of transferability.30 For example, a constant scale factor may not be flexible 

enough to capture variable polarizability effects when an ion is fully hydrated vs. when the 

same ion is on an interfacial boundary. The constant scaling approach to address the over-

polarization problem is currently used with the AMOEBA model.2,11–15,34 In AMOEBA the 

polarizability of the chloride ion is fixed to 4 Å3, which is in between the gas phase and 

bulk phase polarizability. Other anion polarizabilities are interpolated in a similar fashion. 

Although this is an approximation to fit both the gas phase and bulk phase polarizabilities, it 

does not explicitly incorporate chemical environmental effects.

Kurnikov and Kurnikova took a different approach and introduced the variable polarizability 

model.30 In their model, the atomic polarizabilities are damped as a function of the radial 

distance between neighboring atoms. The polarizability damping factor is determined by 

the proximity and number of neighboring atoms. The variable polarizability model can 

better reproduce Mg2+-water interaction energies and thermodynamic properties compared 

to a fixed polarizability model. Here we build on this variable polarizability model, with 

a few key differences. Whereas Kurnikov’s model starts from AMOEBA, our model is 

built on HIPPO,35–38 which incorporates charge penetration effects.39–41 This is important 

in reproducing the correct electrostatic potential surface. Secondly, their model exhibits a 

singularity in its damping function.30 Instead, we use an empirical damping function that 
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depends on the atomic orbital overlap of two atoms. Finally, we introduce an anisotropic 

variable polarizability model, where the polarizability damping factor depends on each 

neighboring atom’s position. This will be further developed in the Theory section.

In this paper, we propose an anisotropic variable polarizability model based on the overlap 

of hydrogen-like atomic orbitals underpinning the HIPPO model. Hydrogen-like atomic 

orbitals are used to represent the overlap of two atoms. We show the problem of over-

polarization resides not in the electric field, but in the fixed polarizability. By including 

exchange-polarization effects, we are able to obtain polarization energies that closely 

mirror QM energies, especially for strongly polarizing cases such as ion-ion and ion-water 

interactions.

II. Theory

To derive the polarization energy with exchange effects, we begin with the classical, 

charge penetration corrected, point inducible dipole model. After introducing this model, 

we incorporate exchange effects in the form of variable polarizability that depends on the 

virtual orbital overlap S2, first for the isotropic case and then for anisotropic. Hydrogen-like 

orbitals will be used to approximate this overlap.

A. Polarization with charge penetration correction

In the classical point inducible dipole model, atom i has an inducible dipole determined by:

μi = αi Ei
perm + Ei

ind ,

(1)

where μi is the induced dipole, αi is the polarizability, Ei
perm is the electric field due to 

permanent multipoles, and Ei
ind is the electric field due to induced dipoles. Because Ei

ind

depends on the induced dipole μj at all sites j ≠ i, eq. 1 must be solved self-consistently 

until μ is sufficiently converged. Once the induced dipoles have been solved, the polarization 

energy associated with the induced dipole is42

Upol = − 1
2 i

μi ⋅ Ei
perm .

(2)

The key to solving for the induced dipole and polarization energy is the electric field due to 

permanent multipoles Ei
perm and induced dipoles Ei

ind

The permanent electric field Ei
perm is

Ei
perm =

i ≠ j
T ijZj + T ij

damp Mj

(3a)
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Mj
T = qj,

dj, x

dj, y

dj, z

,
Θj, xx Θj, xy Θj, xz

Θj, yx Θj, yy Θj, yz

Θj, zx Θj, zy Θj, zz

(3b)

T ij = − ∇ 1
Rij

(3c)

T ij
damp = − ∇ ∇2 − 1

3 ∇3 1
Rij

fij
damp Rij .

(3d)

where Zj is the nuclear charge, Mj is the multipole vector containing the monopole, 

dipole, and quadrupole terms, and T ij, T ij
damp are the Coulomb interaction matrices. fij

damp is 

the hydrogen-like damping factor and is given by36

fij
damp Rij = 1 − 1 + 1

2ζjRij e−ζjRij .

(3e)

with ζj as the damping parameter. The explicit form of eq. 3a–d with all gradients solved and 

simplified is given in the Appendix.

According to eq. 1, the electric field due to the induced dipoles Ei
ind must also be determined. 

Ei
ind is

Ei
ind =

i ≠ j
∇2 T ij

overlap
μj, x

μj, y

μj, z

(4a)

where T ij
overlap is the Coulomb interaction matrix, and μj is the induced dipole. The interaction 

matrix is given by

T ij
overlap  = 1

Rij
fij

overlap Rij

(4b)

where35,36
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fij
overlap Rij =

1 − 1 + 11
16ζRij + 3

16 ζRij
2 + 1

48 ζRij
3 e−ζRij, ζi = ζj

1 − A2 1 + 2B + ζi
2 Rij e−ζiRij − B2 1 + 2A + ζj

2 Rij e−ζjRij ζi ≠ ζj

(4c)

B = ζi
2

ζi
2 − ζj

2 andA = ζj
2

ζj
2 − ζi

2

is derived from the interaction between two hydrogen-like electron densities. A subtle 

difference between fij
damp of eq. 3e and fij

overlap of eq. 4c is that fij
damp is derived from a one-center 

integral of a hydrogen-like potential, whereas fij
overlap is derived from a two-center integral of 

hydrogen-like potential. Because the Ei
ind term describes the induced dipole – induced dipole 

interaction, it is physically appropriate to treat this electric field as a two-center damping 

function.36,43 The explicit form of eq. 4a–c with all gradients solved and simplified is given 

in the Appendix.

Armed with the expression for Ei
ind, eq. 1 can be rewritten as

μi = αi Ei
perm +

i ≠ j
∇2 T ij

overlap μj ,

(5a)

and bringing μj to the left,

δi, jαi
−1 −

i ≠ j
∇2 T ij

overlap μj = Ei
perm .

(5b)

In matrix form, eq. 5b is equivalent to

α1
−1 − ∇2 T12

overlap ⋯ − ∇2 T1N
overlap

− ∇2 T21
overlap α2

−1 ⋯ − ∇2 T2N
overlap

⋮ ⋮ ⋱ ⋮

− ∇2 TN1
overlap − ∇2 TN2

overlap ⋯ αN
−1

μ1

μ2

⋮
μN

=

E1
perm

E2
perm

⋮
EN

perm

.

(5c)

which can be expressed as

α−1 − Γ μ = T μ = Eperm,

(5d)
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Eq. 5d is of the form Ax = b, and all that remains is to solve a set of linear equations for μ, 

which can be done by matrix inversion, although, in practice, the preconditioned conjugate 

gradient is more efficient. The polarization energy eq. 2 can also be expressed using matrix 

notation

Upol = − 1
2μTEperm .

(5e)

There is another way to express the polarization energy, and we will later find it useful when 

we incorporate exchange effects. The polarization energy can be expressed as

Upol = 1
2μT α−1 − Γ μ − μTEperm

(6a)

Since the polarization energy is a variational minimum, it is determined by minimizing Upol. 

The induced dipoles can be solved by setting the derivative of Upol with respect to μT  equal 

to zero:

∂Upol

∂μT = 1
2 α−1 − Γ μ + 1

2 α−1 − Γ μ − Eperm = α−1 − Γ μ − Eperm = 0

(6b)

which is equivalent to eq. 5d. Therefore, we see that induced dipoles are solved by 

minimizing the polarization energy.

B. Isotropic polarization with exchange correction (variable polarizability)

So far, we have solved the induced dipole and polarization energy with charge penetration 

correction. Now, empirical exchange correction will be applied via a variable polarizability 

model. Eq. 6a is a very good approximation to the polarization energy in the region of no 

overlap. However, in the case of orbital overlap, we suggest that eq. 6a be modified to

Upol  = 1
2μT α−1 − Γ μ − μTEperm + 1

2μT kS2 μ

(7a)

where k is a diagonal matrix of “spring constants,” and S2 is a diagonal matrix of “virtual 

orbital overlap.” In the case of two atoms, the kS2 matrix is represented as

kS2 =
k1S12

2 0
0 k2S21

2

(7b)
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Eq. 7a can be interpreted by absorbing the spring-like term into the polarizability

Upol = 1
2μT α−1 + kS2 − Γ μ − μTEperm .

(7c)

The kS2 term is redefined to kS2 kS2
α , for a cleaner expression,

Upol = 1
2μT α−1 1 + kS2 − Γ μ − μTEperm .

(7d)

The equation above shows that adding in a spring-like term is equivalent to changing 

the polarizability as a function of the spring constant times the overlap of the virtual 

orbitals between two atoms. When two atoms are far apart, kS2 = 0 and the exchange 

effects are absent. However, for nonzero overlap, kS2 > 0 and the polarizability decreases 

to α α
1 + kS2 . This “variable polarizability” interpretation is consistent with the fact that 

polarizability is different in gas phase versus bulk phase for many atoms. DFT polarizability 

calculations show that anion polarizability decreases when placed in bulk phase water, 

compared to gas phase.26,27 This effect can be attributed to the fact that anti-symmetrizing 

the virtual orbitals restricts the geometric tensor space that induced dipoles can inhabit.

Now that we have a physical picture of the model, we can evaluate the virtual orbital overlap 

Sij of eq. 7b by using hydrogen-like orbitals

ϕi = qiζi
3

8π e− ζiR
2

(8a)

and taking the two-center integral

S = ∫ ϕiϕjdv .

(8b)

Plugging eq. 8a into eq. 8b,

S = ∫ ϕiϕjdv = qiqjζi
3ζj

3 1
8π∫ e

1
2 −ζi − ζj Rdv = qiqjζi

3ζj
3 ⋅ fij

rep R

(8c)

The frep R  function can be evaluated using the two-center Coulson integrals.44 In the case 

of two identical atoms ζi = ζj,
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frep R = 1
ζ3 1 + ζR

2 + 1
3

ζR
2

2
e− ζR

2

(8d)

Whereas two heteroatoms yield the more complicated expression

fij
rep R = 1

2X3R
ζi RX − 2ζj e− ζjR

2 + ζj RX + 2ζi e− ζiR
2

(8e)

X = ζi
2

2
− ζj

2
2

.

(8f)

Not only is eq. 8e cumbersome to calculate, but it also has a poor limiting behavior as 

fij
rep R  does not approach one as R 0. Van Vleet, et al.45 also recognized that eq. 8e was 

cumbersome to compute, and used a Waldman-Hagler style analysis46 to show that the eq. 

8e can be approximated by the simpler eq. 8d by using the geometric mean combination rule

ζ = ζiζj .

(8g)

By using eq. 8d for heteroatoms, and using eq. 8g to combine the damping parameter, the 

expression is simpler and has a well-behaved limiting behavior as R 0.

C. Anisotropic polarization with exchange correction

Consider the NaCl dimer again. Suppose that Cl− sits at the origin, and Na+ is located on 

the z-axis at z = 2.37 Å, which is the equilibrium distance of NaCl dimer in gas phase. The 

presence of Na+ changes the polarizability of Cl−, but because the virtual orbital overlap is 

in the z direction, the anisotropy must be properly taken care of. In other words, because 

Na+ is on the z axis, we expect a modification of the αzz polarizability, but not of the αxx and 

αyy polarizabilities. The inverse polarizability tensor of Cl− changes as follows:

αCl
−1 =

α−1 0 0
0 α−1 0
0 0 α−1

α−1 0 0
0 α−1 0

0 0 α−1 1 + kS2

(9)

In the case of multiple atoms, the kS2 terms are added up in a pairwise manner in its local 

frame, and then rotated to the global frame. Since the polarization energy is rotationally 

invariant, we start with eq. 7a:
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Upol = 1
2μT α−1 − Γ μ − μTEperm + 1

2μT kS2 μ

(7a)

Since the first two terms are already rotationally invariant, only the third term must be 

treated carefully. In the local frame, the radial distance between two atoms is set as the z
axis. The third term of eq. 7a is

1
2μL

T kS2
L
μL = 1

2

μx

μy

μz L

T α−1 0 0
0 α−1 0

0 0 α−1 1 + kS2

L

μx

μy

μz
L

(10a)

where the “L” subscripts denote local frame. In the global frame, a rotation matrix R rotates 

the induced dipoles and the rank-2 kS2 tensor:

1
2μG

T kS2
G
μG = 1

2 RTμL
T kS2

G
RTμL

(10b)

Since this energy is invariant under rotation,

1
2μL

T kS2
L
μL = 1

2 RTμL
T kS2

G
RTμL .

(10c)

It follows that

kS2
G

= RT kS2
L
R

(10d)

which is expected since kS2 is a rank-2 tensor.

By summing up all the pairwise kS2 terms, the total kS2 in the global frame can be 

computed

kS2
G

Tot
= ∑

j > i
Rij

T kSij
2

LRij

(11a)

and the polarization energy is given by a slight modification of eq. 7a:
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Upol = 1
2μT α−1 − Γ μ − μTEperm + 1

2μT kS2
G

Tot
μ

(11b)

III. Methods

The HIPPO force field is derived directly from a model electron density obtained 

from ab initio results and electronic structure theory but then parameterized to improve 

agreement with target experimental data. The energy terms in HIPPO consist of exchange-

repulsion, electrostatics, polarization, charge transfer, and dispersion.35–37 38 The variable 

polarizability model is a modification to the existing polarization model. The HIPPO energy 

terms are computed with Tinker Version 8.47

Quantum calculations and parameterization

Various energy decomposition analysis (EDA) schemes such as Symmetry-Adapted 

Perturbation Theory (SAPT)48 and Absolutely Localized Molecular Orbital (ALMO)49 

can be used to parameterize a force field. Both SAPT and ALMO have naturally built-in 

exchange-polarization. SAPT accomplishes this by applying the anti-symmetry operator for 

each perturbation term,48,50, 51 and ALMO does this by working with the already relaxed 

anti-symmetrized wavefunctions. In our paper, we choose to use ALMO as a reference for 

the polarization energy. Although both SAPT and ALMO reproduce values that closely 

mirror the CCSD(t)/CBS limit interaction energies,49,52 using ALMO EDA in force field 

development is advantageous for two reasons. Firstly, ALMO polarization energy respects 

the variational principle inherent to the self-consistent field approximation, which can be 

directly compared to the variational polarization energy used in many force fields. Secondly, 

the clean separation between polarization and charge transfer allows for a straightforward 

parameterization using classical force fields. ALMO’s definition of polarization and charge 

transfer is intuitive: polarization is the relaxation of electron density where electrons are tied 

to their local molecular orbitals, whereas charge transfer is the further relaxation of electron 

density where electrons are allowed to be delocalized to other molecular orbital centers.

The ALMO EDA cleanly separates out charge transfer from polarization by three 

sets of QM calculations. First the energy of the dimer system is computed using 

frozen localized molecular orbitals EFRZ, LMO . Then, the localized molecular orbitals are 

allowed to relax, and the energy of the dimer system is computed using the relaxed 

localized molecular orbitals (ERLX, LMO . Finally, the orbitals are allowed to become 

delocalized, and the energy of the dimer system is computed using the relaxed delocalized 

molecular orbitals ERLX, DMO . Polarization is defined as the difference between ERLX, LMO

and EFRZ, LMO ΔEPOL = ERLX, LMO − EFRZ, LMO , and charge transfer is defined as the difference 

between ERLX, DMO and ERLX, LMO ΔECT = ERLX, DMO − ERLX, LMO
49

The total interaction energy and EDA were computed for various water-water, water-ion, 

and ion-ion configurations. The geometry of each configuration with a local minimum 

was optimized at the level of MP2/aug-cc-pVTZ. The electric field was computed at 
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the level of MP2/aug-cc-pVTZ. These calculations were computed with Psi4.53 The 

ALMO EDA scheme49 was used to decompose the interaction energy as the “classically 

interpretable” electrostatic, exchange-repulsion, polarization, charge transfer, and dispersion 

energy components. As recommended by Mao, et al.49 the energy components were 

computed by the ALMO-EDA-II method at the level of ωB97X-V/def2-TZVPPD using 

Q-Chem5.54

HIPPO calculations in this paper were performed with Tinker Version 8.47 The electrostatic, 

exchange-repulsion, polarization, charge transfer, and dispersion energy components were 

initially fit to ALMO-EDA-II components. Then, the parameters for each component were 

relaxed to fit for the total energy. A simple Levenberg-Marquardt least-squares algorithm 

was used to fit both the energy components and total energy.

IV. Results

The key to solving the polarization energy is the polarizability α and permanent electric field 

Eperm. Therefore, prior to computing the polarization energy, the electrostatic parameters 

must be determined. The various Na+, K+, Cl−, Br−, and water configurations used for 

parameterization and testing are displayed in Figure 1. Figure 2 shows the electrostatic 

energy of Na+, K+, Cl−, Br−, and water. The anisotropic, charge penetration corrected 

electrostatic energy matches the ab initio ALMO perfectly (data not presented, but fits 

SAPT electrostatic energy equally well). Since the electrostatic energy is computed from 

the potential, this implies that the HIPPO electric potential accurately represents its ab initio 
counterparts.

The gas phase polarizabilities are used for all ions and water. The polarizabilities for Na+, 

K+, Cl−, Br−, and Br− are set to 0.157, 0.830, 5.482, and 7.268 Å3, respectively.26,55,56 The 

polarizabilities for O and H (water) are chosen to reproduce the experimental gas phase 

water polarizability of αxx = 1.528, αyy = 1.415, αzz = 1.468 Å3.14,57 Having determined Eperm

and α, the induced electric field Eind and induced dipole μ are solved in a self-consistent 

fashion. Once μ is found, the energy is computed from eq. 2. Figure 3 highlights the 

limitation of the fixed polarizability model. Four different polarization energies for the 

sodium chloride dimer are computed. The ALMO polarization energy is compared to 

HIPPO with and without variable polarizability and to polarization energy computed from 

the ab initio electric fields. For the latter method, the ab initio electric field was computed 

using a grid around each isolated Na+ and Cl− ion. Eq. 1 and 2 were used to solve for the “ab 
initio” induced dipole and polarization energy. Figure 3 shows that the fixed polarizability 

model exactly replicates the polarization energy computed from the ab initio field. Close 

agreement of HIPPO electrostatic energy with ab initio electrostatic energy already indicated 

that the electric field is robust; this is an additional confirmation that the problem with over-

polarization does not lie in the electric field. On the other hand, the variable polarizability 

model fixes the problem of over-polarization. Agreement at equilibrium distance is within 

0.1kcal/mol – additionally, the shape of the polarization curve is correct up to short-range. 

Note that all four models perform equally well at the region of no overlap, beyond 3.5 Å. 
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It is within the region of overlap where inclusion of variable polarizability, which is due to 

exchange polarization, becomes important.

Next, the polarization energy of four ion dimers, Na-Cl, Na-Br, K-Cl, and K-Br are 

computed and displayed in Figure 4. Classical force fields struggle to fit ab initio 
polarization energy. To artificially dampen the polarization energy, ion polarizabilities are 

often decreased from its gas phase values. For example, the AMOEBA force field uses 

polarizability values of 0.12, 0.78, 4.0, 5.65 Å3 for Na+, K+, Cl−, and Br−, respectively, 

whereas its respective gas phase values are 0.157, 0.830, 5.482, and 7.268 Å3. The most 

dramatic change is for chloride and bromide, where values are decreased by ~1.5 Å3. These 

values are reasonable given that AMOEBA is mainly used for bulk phase simulations, and 

in bulk phase, the chloride polarizability decreases to ~3.5 Å3 and bromide to ~4.6 Å3. 26, 

55, 56 It is likely that AMOEBA has chosen polarizability values that are in between gas 

phase and bulk phase, in an attempt to fit both the gas phase and bulk phase polarization 

energy. With the variable polarizability model, however, this manual “tuning of parameters” 

is unnecessary for monatomic ions as the chemical environment damps the polarizability. 

Figure 4 shows good agreement between ALMO polarization energy and the variable 

polarizability model. This is a remarkable improvement over the fixed polarizability model. 

At equilibrium distance, the fixed polarizability model overestimates Na-Cl polarization 

energy by ~20kcal/mol. Similar trends are seen for other ion-ion dimers. However, Figure 4 

shows that variable polarizability reproduces the ALMO polarization energy.

Ion-water interactions are crucial in modeling biomolecular systems as they determine 

many thermodynamic properties such as solvation free energy, diffusion coefficient, mean 

ionic activity coefficient, and radial distribution functions. The largest contribution to the 

many-body interaction energy is the two-body energy; therefore, it is very importance to get 

the correct two-body interaction energies. The three-body energy term has an important, yet 

smaller contribution to the many-body interaction energy, and we will show later that these 

terms are also in good agreement with ab initio calculations. Figure 5 shows the polarization 

energy of ion-water dimers. All four ion-water dimers (Na, Cl, K, and Br – water) dimers 

agree with the ab initio polarization energy. The HIPPO model with fixed polarizability 

shows a similar trend to Figure 3, where the polarization energy is too negative compared 

with ab initio values. The electrostatic and polarization parameters are printed Table 1.

Next, the repulsion, dispersion, and charge transfer parameters were fit to the corresponding 

ALMO interaction energies. Although a complete parameterization of monovalent ions is 

not the focus of this paper, we fit other energy components as a proof of concept that the 

total energy computed from this new polarization model is compatible with the previous 

developments of HIPPO. In Figure 6, the total interaction energy of ion-ion dimers is 

presented, and Figure 7 shows the total interaction energy of ion-water dimers.

Ion-ion dimer interactions is a good “stress-test” to evaluate the robustness of a molecular 

dynamics force field. Interaction energies of the water dimer at equilibrium distance is of 

the order ~−5kcal/mol, whereas monatomic cation-anion dimer interaction at equilibrium 

distance is typically ~−120kcal/mol. Quantitative agreement of the ion-ion interaction 

energies suggests that the underlying theory is well-founded and physics-based. The four 
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ion-ion interaction pairs are correct up to ~1kcal/mol at equilibrium distance, and more 

importantly reproduce the interaction energy curve along the full distance scans (Figure 6).

Ion-water dimer interaction energies are quite good, especially for the cation-water pairs 

(Figure 7 a, c). However, the anion-water HIPPO interaction energies (Figure 7 b, d) are off 

by ~1 kcal/mol. Upon further inspection, Figure 7e, f show that the leading error is from 

charge transfer. HIPPO charge transfer is not negative enough, leading to an increase in the 

total interaction energy. The error of the total interaction energy is not from the polarization 

model as Figure 5 shows good agreement between ALMO and HIPPO polarization energies. 

This indicates that the simple pairwise charge transfer function may need modifications to 

capture anion-water interaction energies.

A final test for the variable polarizability model is the three-body interaction energy. The 

three-body interaction energy for three molecules is computed as follows:

E3 −  Body  = E123 − E12 + E23 + E13 + E1 + E2 + E3

The three-body energy is the leading order energy correction after the two-body interaction 

energy. In HIPPO, three-body energy arises from polarization. In the final test of the 

variable polarizability model, we constructed three-ion configurations, either with 1 cation 

and 2 anions or 2 cations and 1 anion located at right angles of each other as indicated 

in Figure 1. One of the two ions is fixed in the equilibrium distance, and the third ion is 

scanned from the equilibrium distance to 3x the equilibrium distance. This stress case is 

a configuration that never occurs in bulk phase. In bulk phase, water molecules surround 

the ions and form a semi-structured shell around the ion. Although this configuration does 

not occur in simulations or experiments, it is a good system to test the underlying physics 

of the model. In the ab initio three-body calculations, the SCF-MI (Self-Consistent Field, 

Molecular Interactions) procedure58 along with the wB97M-V functional (used in ALMO)49 

is used to remove three-body charge transfer effects. Three-body dispersion and repulsion 

contribute to the total three-body energies, although they are usually smaller than the three-

body polarization term.

Figure 8 shows that HIPPO variable polarizability model outperforms both AMOEBA and 

HIPPO fixed polarizability models. Especially for the 1 cation 2 anion cases (Figure 8 a, 

c, e, g) HIPPO variable polarizability model displays remarkable improvement over the 

fixed polarizability and AMOEBA model. For 1 K+ and 2Cl−/Br− systems, the HIPPO 

variable polarizability model is always within 1 kcal/mol of the ab initio data. For 1 Na+ 

and 2Cl−/Br− systems, the error at equilibrium distance is reduced from ~20 kcal/mol to ~5 

kcal/mol. The error is presumably from three-body repulsion, three-body dispersion, higher 

order polarization energy, or higher order variable polarizability. Decomposition of this error 

is difficult to compute (many body energy decomposition is an area of active research). 

However, this small difference may not be significant as these three ion configurations at 

a right angle is never observed in simulation or in experiments, and because it is still a 

tremendous improvement over the fixed polarizability model. Next, turning to the 2 cation 

and 1 anion cases, we observe that the three-body energies are within the desired chemical 

accuracy. The 2 Na+ and 1 Cl−/Br− three body energies are within 1 kcal/mol from ab initio 
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data along the distance scan, and the 2 K+ and 1Cl−/Br− three body energies are within 1 

kcal/mol up to ~3.5 Å. We have shown that the variable polarizability reproduces ab initio 
three-body even in artificial, extreme environments.

In Figure 9, the three-body interaction energies are computed for either 1 ion and 2 water or 

2 ions and 1 water configurations. The 1 ion and 2 water systems have stable minima, and 

the energy minimized structures are used as the starting point of the energy scans, as shown 

in Figure 1. The 2 ion and 1 water systems do not display stable minima, and an artificial 

configuration is constructed. We are more concerned with the 1 ion and 2 water systems (as 

they have a stable minimum and occurs in simulation), but have included the 2 ion and 1 

water system as a stress case. In almost all cases, the HIPPO variable polarizability model 

outperforms the fixed polarizability model and AMOEBA. Most of the three-body energies 

are within 1 kcal/mol, representing the desired chemical accuracy. Therefore, we show 

that the HIPPO variable polarizability model robustly reproduces the ab initio three-body 

interactions for three-ion and ion-water three-body configurations.

As a final test of the variable polarizability model, a cluster of 20 water molecules and 

one ion was simulated for 10 ns. One-hundred snapshots were taken at equal intervals, 

and the polarizability of the ion was computed. The polarizability of chloride went down 

from the gas phase value of 5.482 to 4.085 Å3, and the polarizability of bromide went 

down from 7.268 to 5.371 Å3. The polarizability of sodium changed from 0.157 to 0.105 

Å3, and potassium from 0.83 to 0.59 Å3. These results are expected for anions; however, 

for cations, both computational and experimental studies suggest that polarizabilities are 

varied only slightly (resulting in slight enhancement or damping of polarizabilities) upon 

hydration.26,27,29 In the discussions section, we will propose a method to turn off variable 

polarizability for certain atoms like cations, where the variable polarizability effects are 

smaller and perhaps more complex. A complete parameterization and analysis of bulk phase 

properties of ions solvated in water will be presented in the future, but we have shown 

that the variable polarizability model is able to respond to the chemical environment and 

decrease the gas phase polarizabilities. Although the chloride and bromide polarizabilities 

are still slightly larger than the DFT26,27 derived bulk phase polarizabilities (3.5 and 4.6 Å3, 

respectively), we are hopeful that a complete reparameterization including thermodynamic 

and bulk properties will lead to even closer agreement. Even so, by incorporating variable 

polarizability, we were able to bring down the polarizability of chloride and bromide by ~1.5 

– 2.0 Å3, which is a nontrivial improvement over current classical forcefields.

V. Discussion and Conclusions

The computational efficiency of a molecular dynamics simulation affords us the ability 

to study large scale chemical and biological systems that are found in nature. However, 

this efficiency does not necessarily demand that we abandon the quantum mechanical 

reality that is observed at short range. In particular, two important short-ranged effects 

for polarization are charge penetration and exchange polarization. In Figures 2 and 3, we 

have shown that inclusion of charge penetration reproduces the electrostatic energy and 

electric field created by the nuclear charge and distributed electrons. However, correcting 

for charge penetration alone does not result in accurate polarization energies. For a proper 
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characterization of polarization energy, exchange polarization effects need to be included. 

The variable polarizability model described here captures this effect and leads to good 

agreement with two-body and three-body energies.

In our model, the polarizability is damped as follows: α−1 α−1 1 + kS2 . The damping 

factor kS2 is chosen on an empirical basis to reflect that polarization damping is a function 

of the proximity of neighboring atoms. Alternative expressions of the form α−1 1 + F
may exist, where F  is a positive definite matrix. It is possible an expansion in S, such 

as 1 + k1S + k2S2 + ⋯ could also produce a viable model; however, this approach is not 

explored to keep the model simple and computationally efficient. In addition, this model 

allows one to choose the atoms that will feel exchange-polarization. By setting the k
constant to zero, the exchange-polarization may be turned off. This is useful for force 

field development as exchange-polarization effects may only be a small component of 

the total interaction energy for certain dimers. Also, this simple model neglects higher 

order exchange-polarization effects as computed from rigorous perturbation theory.31,32 

Experimental and computational studies also suggest that monatomic anions’ polarizability 

decreases upon hydration, but that the effect is much less pronounced for cations.27,29 Under 

this scheme, one can choose to include variable polarizability for chloride but not for sodium 

ions.

Fortunately, we find the kS2 damping model accomplishes the desired chemical accuracy 

needed for robust MD simulations. This damping scheme works well under the HIPPO 

model, where charge penetration effects are derived from a hydrogen-like potential. It is yet 

to be seen whether this scheme is effective with Thole damping (which uses Gaussian-like 

charge penetration damping) or Drude oscillators. In this HIPPO model, polarizability is 

allowed to vary depending on the intermolecular distance between two atoms. It accurately 

reproduces ab initio data and solves the over-polarization problem for ions. This is an 

exciting development, as ions have historically been difficult to simulate due to their strong 

electric fields, diffuse electron distributions, and strong intermolecular forces. As ions are a 

critical component on many molecular systems and simulations, incorporation of this model 

may better represent the energy potential surface and lead to a more transferable empirical 

potential compared to the current fixed polarizability models.
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Appendix

Permanent Electric Field:

(Field at induced dipole i, due to permanent moments of atom j using Stone’s notation, 

α, β, γ = x, y, or z
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Ei, α
perm = − ∇α T ij ⋅ Zj − ∇α T ij

damp ⋅ qj + ∇αβ T ij
damp ⋅ dj, β − 1

3 ∇αβγ T ij
damp ⋅ Θj, βγ

∇α T ij = ∇α
1
R = − Rα

R3

∇α T ij
damp = ∇α fdamp 1

R = − f3
damp Rα

R3

∇αβ T ij
damp = ∇αβ fdamp 1

R = f5
damp 3RαRβ

R5 − f3
damp δαβ

R3

∇αβγ T ij
damp = ∇αβγ fdamp 1

R = − f7
damp 15RαRβRγ

R7 + f5
damp 3 Rαδβγ + Rβδαγ + Rγδαβ

R5

f3
damp = 1 − 1 + ζjR + 1

2 ζjR 2 e−ζjR

f5
damp = 1 − 1 + ζjR + 1

2 ζjR 2 + 1
6 ζjR 3 e−ζjR

f7
damp = 1 − 1 + ζjR + 1

2 ζjR 2 + 1
6 ζjR 3 + 1

30 ζjR 4 e−ζjR

Induced Dipole Electric Field:

(Field at induced dipole i, due to induced dipole j using Stone’s notation, α, β = x, y, or z)

Ei, α
induced  = ∇αβ T ij

overlap  ⋅ μj, β

∇αβ T ij
overlap  = ∇αβ foverlap  1

R = f5
overlap  3RαRβ

R5 − f3
overlap  δαβ

R3

f3
overlap =

1 − 1 + ζR + 1
2(ζR)2 + 7

48(ζR)3 + 1
48(ζR)4 e−ζR, ζi = ζj

1 − A2 1 + ζiR + 1
2 ζiR 2 e−ζiR − B2 1 + ζjR + 1

2 ζjR 2 e−ζjR − 2A2B 1 + ζiR e−ζiR − 2B2A 1 + ζjR e−ζjR, ζi ≠ ζj

f5
overlap =

1 − 1 + ζR + 1
2(ζR)2 + 1

6(ζR)3 + 1
24(ζR)4 + 1

144(ζR)4 e−ζR,  ζi = ζj

1 − A2 1 + ζiR + 1
2 ζiR 2 + 1

6 ζiR 2 e−ζiR −

B2 1 + ζjR + 1
2 ζjR 2 + 1

6 ζjR 2 e−ζjR −

2A2B 1 + ζiR + 1
3 ζiR 2 e−ζiR −

2B2A 1 + ζjR + 1
3 ζjR 2 e−ζjR,  ζi ≠ ζj

B = ζi
2

ζi
2 − ζj

2 andA = ζj
2

ζj
2 − ζi

2

Chung et al. Page 17

J Phys Chem B. Author manuscript; available in PMC 2024 February 15.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



References

1. Jing Z; Rackers JA; Pratt LR; Liu C; Rempe SB; Ren P Thermodynamics of Ion Binding and 
Occupancy in Potassium Channels. Chem. Sci 2021, 12, 8920–8930. [PubMed: 34257893] 

2. Zhang C; Lu C; Jing Z; Wu C; Piquemal J-P; Ponder JW; Ren P AMOEBA Polarizable Atomic 
Multipole Force Field for Nucleic Acids. J. Chem. Theory Comput 2018, 14, 2084–2108. [PubMed: 
29438622] 

3. Davis JE; Patel S Charge Equilibration Force Fields for Lipid Environments: Applications to Fully 
Hydrated DPPC Bilayers and DMPC-Embedded Gramicidin A. J. Phys. Chem. B 2009, 113, 9183–
9196. [PubMed: 19526999] 

4. Madden PA; Wilson M ‘Covalent’ Effects in ‘lonic’ Systems. Chem. Soc. Rev 1996, 25, 339–350.

5. Baker CM Polarizable Force Fields for Molecular Dynamics Simulations of Biomolecules. WIREs 
Comput. Mol. Sci 2015, 5, 241–254.

6. Halgren TA; Damm W Polarizable Force Fields. Curr. Opin. Struct. Biol 2001, 11, 236–242. 
[PubMed: 11297934] 

7. Ponder JWC, David A Force Field for Protein Simulations. Adv. Prot. Chem 2003, 66, 27–85.

8. Cieplak P; Dupradeau F-Y; Duan Y; Wang J Polarization Effects in Molecular Mechanical Force 
Fields. J. Phys.: Condens. Matter 2009, 21,

9. Lopes PEM; Roux B; Mackerell AD Molecular Modeling and Dynamics Studies with Explicit 
Inclusion of Electronic Polarizability: Theory and Applications. Theor. Chem. Acc 2009, 124, 11–
28. [PubMed: 20577578] 

10. Jing Z; Liu C; Cheng SY; Qi R; Walker BD; Piquemal J-P; Ren P Polarizable Force Fields for 
Biomolecular Simulations: Recent Advances and Applications. Annu. Rev. Biophys 2019, 48, 
371–394 [PubMed: 30916997] 

11. Shi Y; Xia Z; Zhang J; Best R; Wu C; Ponder JW; Ren P Polarizable Atomic Multipole-Based 
AMOEBA Force Field for Proteins. J. Chem. Theory Comput 2013, 9, 4046–4063. [PubMed: 
24163642] 

12. Ren P; Wu C; Ponder JW Polarizable Atomic Multipole-Based Molecular Mechanics for Organic 
Molecules. J. Chem. Theory Comput 2011, 7, 3143–3161. [PubMed: 22022236] 

13. Ren P; Ponder JW Polarizable Atomic Multipole Water Model for Molecular Mechanics 
Simulation. J. Phys. Chem. B 2003, 107, 5933–5947.

14. Laury ML; Wang L-P; Pande VS; Head-Gordon T; Ponder JW Revised Parameters for the 
AMOEBA Polarizable Atomic Multipole Water Model. J. Phys. Chem. B 2015, 119, 9423–9437. 
[PubMed: 25683601] 

15. Grossfield A; Ren P; Ponder JW Ion Solvation Thermodynamics from Simulation with a 
Polarizable Force Field. J. Am. Chem. Soc 2003, 125, 15671–15682. [PubMed: 14664617] 

16. Mao Y; Demerdash O; Head-Gordon M; Head-Gordon T Assessing Ion–Water Interactions 
in the AMOEBA Force Field Using Energy Decomposition Analysis of Electronic Structure 
Calculations. J. Chem. Theory Comput 2016, 12,

17. Jing Z; Qi R; Liu C; Ren P Study of Interactions between Metal Ions and Protein Model 
Compounds by Energy Decomposition Analyses and the AMOEBA Force Field. J. Chem. Phys 
2017, 147, 161733. [PubMed: 29096462] 

18. Piquemal J-P; Perera L; Cisneros GA; Ren P; Pedersen LG; Darden TA Towards Accurate 
Solvation Dynamics of Divalent Cations in Water Using the Polarizable Amoeba Force Field: 
From Energetics to Structure. J. Chem. Phys 2006, 125, 054511. [PubMed: 16942230] 

19. Jing Z; Liu C; Ren P Advanced Electrostatic Model for Monovalent Ions Based on Ab initio 
Energy Decomposition. J. Chem. Inf. Model 2021, 61, 2806–2817. [PubMed: 34096706] 

20. Das AK; Liu M; Head-Gordon T Development of a Many-Body Force Field for Aqueous Alkali 
Metal and Halogen Ions: An Energy Decomposition Analysis Guided Approach. J. Chem. Theory 
Comput 2022, 18, 953–967. [PubMed: 35072483] 

21. Baker CM; MacKerell AD Polarizability Rescaling and Atom-Based Thole Scaling in the 
CHARMM Drude Polarizable Force Field for Ethers. J. Mol. Model 2010, 16, 567–576. [PubMed: 
19705172] 

Chung et al. Page 18

J Phys Chem B. Author manuscript; available in PMC 2024 February 15.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



22. Vosmeer CR; Rustenburg AS; Rice JE; Horn HW; Swope WC; Geerke DP QM/MM-Based Fitting 
of Atomic Polarizabilities for Use in Condensed-Phase Biomolecular Simulation. J. Chem. Theory 
Comput 2012, 8, 3839–3853. [PubMed: 26593025] 

23. Chaudret R; Gresh N; Narth C; Lagardère L; Darden TA; Cisneros GA; Piquemal J-P S/G-1: An 
Ab initio Force-Field Blending Frozen Hermite Gaussian Densities and Distributed Multipoles. 
Proof of Concept and First Applications to Metal Cations. J. Phys. Chem. A 2014, 118, 7598–
7612. [PubMed: 24878003] 

24. Gresh N Energetics of Zn2+ Binding to a Series of Biologically Relevant Ligands: A 
Molecular Mechanics Investigation Grounded Onab initio Self-Consistent Field Supermolecular 
Computations. J. Comput. Chem 1995, 16, 856–882.

25. Chen AA; Pappu RV Parameters of Monovalent lons in the AMBER-99 Forcefield: Assessment of 
Inaccuracies and Proposed Improvements. J. Phys. Chem. B 2007, 111, 11884–11887. [PubMed: 
17887792] 

26. Li M; Zhuang B; Lu Y; Wang Z-G; An L Accurate Determination of Ion Polarizabilities in 
Aqueous Solutions. J. Phys. Chem. B 2017, 121, 6416–6424. [PubMed: 28594180] 

27. Molina JJ; Lectez S; Tazi S; Salanne M; Dufrêche J-F; Roques J; Simoni E; Madden PA; Turq P 
Ions in Solutions: Determining Their Polarizabilities from First-Principles. J. Chem. Phys 2011, 
134, 014511. [PubMed: 21219011] 

28. Tessman JR; Kahn AH; Shockley W Electronic Polarizabilities of Ions in Crystals. Phys. Rev 
1953, 92, 890–895.

29. Bauer BA; Lucas TR; Krishtal A; Van Alsenoy C; Patel S Variation of Ion Polarizability from 
Vacuum to Hydration: Insights from Hirshfeld Partitioning. J. Phys. Chem. A 2010, 114, 8984–
8992. [PubMed: 20684565] 

30. Kurnikov IV; Kurnikova M Modeling Electronic Polarizability Changes in the Course of a 
Magnesium Ion Water Ligand Exchange Process. J. Phys. Chem. B 2015, 119, 10275–10286. 
[PubMed: 26109375] 

31. Chałasiński G; Jeziorski B Exchange Polarization Effects in the Interaction of Closed-Shell 
Systems. Theor. Chim. Acta 1977, 46, 277–290.

32. Brumer P; Karplus M Perturbation Theory and Ionic Models for Alkali Halide Systems. I 
Diatomics. J. Chem. Phys 1973, 58, 3903–3918.

33. Giese TJ; York DM Many-Body Force Field Models Based Solely on Pairwise Coulomb Screening 
Do Not Simultaneously Reproduce Correct Gas-Phase and Condensed-Phase Polarizability Limits. 
J. Chem. Phys 2004, 120, 9903–9906. [PubMed: 15268007] 

34. Ponder JW; Wu C; Ren P; Pande VS; Chodera JD; Schnieders MJ; Haque I; Mobley DL; 
Lambrecht DS; DiStasio RA; Head-Gordon M; Clark GNI; Johnson ME; Head-Gordon T Current 
Status of the AMOEBA Polarizable Force Field. J. Phys. Chem. B 2010, 114, 2549–2564. 
[PubMed: 20136072] 

35. Rackers JA; Silva RR; Wang Z; Ponder JW Water Potential Derived from a Model Electron 
Density. J. Chem. Theory Comput 2021, 17, 7056–7084. [PubMed: 34699197] 

36. Rackers JA; Wang Q; Liu C; Piquemal J-P; Ren P; Ponder JW An Optimized Charge Penetration 
Model for Use with the AMOEBA Force Field. Phys. Chem. Chem. Phys 2017, 19, 276–291.

37. Rackers JA; Ponder JW Classical Pauli Repulsion: An Anisotropic, Atomic Multipole Model. J. 
Chem. Phys 2019, 150, 084104. [PubMed: 30823770] 

38. Rackers JA; Liu C; Ren P; Ponder JW A Physically Grounded Damped Dispersion Model with 
Particle Mesh Ewald Summation. J. Chem. Phys 2018, 149, 084115. [PubMed: 30193468] 

39. Freitag MA; Gordon MS; Jensen JH; Stevens WJ Evaluation of Charge Penetration between 
Distributed Multipolar Expansions. J. Chem. Phys 2000, 112, 7300–7306.

40. Cisneros GA; Tholander SN-I; Parisel O; Darden TA; Elking D; Perera L; Piquemal J-P Simple 
Formulas for Improved Point-Charge Electrostatics in Classical Force Fields and Hybrid Quantum 
Mechanical/Molecular Mechanical Embedding. Int. J. Quantum Chem 2008, 108, 1905–1912. 
[PubMed: 19606279] 

41. Elking D; Darden T; Woods RJ Gaussian Induced Dipole Polarization Model. J. Comput. Chem 
2007, 28, 1261–1274. [PubMed: 17299773] 

42. Zangwill A; Modern Electrodynamics; Ed.; Cambridge University Press: 2013.

Chung et al. Page 19

J Phys Chem B. Author manuscript; available in PMC 2024 February 15.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



43. Slipchenko LV; Gordon MS Electrostatic Energy in the Effective Fragment Potential Method: 
Theory and Application to Benzene Dimer. J. Comput. Chem 2007, 28, 276–291. [PubMed: 
17143863] 

44. Coulson CA Two-Centre Integrals Occurring in the Theory of Molecular Structure. Math. Proc. 
Cambridge Philos. Soc 1942, 38, 210–223.

45. Van Vleet MJ; Misquitta AJ; Stone AJ; Schmidt JR Beyond Born–Mayer: Improved Models for 
Short-Range Repulsion in Ab initio Force Fields. J. Chem. Theory Comput 2016, 12, 3851–3870. 
[PubMed: 27337546] 

46. Waldman M; Hagler AT New Combining Rules for Rare Gas van Der Waals Parameters. J. 
Comput. Chem 1993, 14, 1077–1084.

47. Rackers JA; Wang Z; Lu C; Laury ML; Lagardère L; Schnieders MJ; Piquemal J-P; Ren P; 
Ponder JW Tinker 8: Software Tools for Molecular Design. J. Chem. Theory Comput 2018, 14, 
5273–5289. [PubMed: 30176213] 

48. Patkowski K Recent Developments in Symmetry-Adapted Perturbation Theory. WIREs Comput. 
Mol. Sci 2020, 10, e1452.

49. Mao Y; Loipersberger M; Horn PR; Das A; Demerdash O; Levine DS; Prasad Veccham S; Head-
Gordon T; Head-Gordon M From Intermolecular Interaction Energies and Observable Shifts to 
Component Contributions and Back Again: A Tale of Variational Energy Decomposition Analysis. 
Annu. Rev. Phys. Chem 2021, 72, 641–666. [PubMed: 33636998] 

50. Schäffer R; Jansen G Intermolecular Exchange-Induction Energies without Overlap Expansion. 
Theor. Chem. Acc 2012, 131, 1–10.

51. Schäffer R; Jansen G Single-Determinant-Based Symmetry-Adapted Perturbation Theory without 
Single-Exchange Approximation. Mol. Phys 2013, 111, 2570–2584.

52. Parker TM; Burns LA; Parrish RM; Ryno AG; Sherrill CD Levels of Symmetry Adapted 
Perturbation Theory (SAPT). I. Efficiency and Performance for Interaction Energies. J. Chem. 
Phys 2014, 140, 094106. [PubMed: 24606352] 

53. Smith DGA; Burns LA; Simmonett AC; Parrish RM; Schieber MC; Galvelis R; Kraus P; Kruse H; 
Di Remigio R; Alenaizan A; et al. Psi4 1.4: Open-Source Software for High-Throughput Quantum 
Chemistry. J. Chem. Phys 2020, 152, 184108. [PubMed: 32414239] 

54. Shao Y; Gan Z; Epifanovsky E; Gilbert ATB; Wormit M; Kussmann J; Lange AW; Behn A; Deng 
J; Feng X; et al. Advances in Molecular Quantum Chemistry Contained in the Q-Chem 4 Program 
Package. Mol. Phys 2015, 113, 184–215.

55. Bajaj P; Götz AW; Paesani F Toward Chemical Accuracy in the Description of Ion-Water 
Interactions through Many-Body Representations. J. Chem. Theory Comput 2016, 12, 2698–2705. 
[PubMed: 27145081] 

56. Yu H; Whitfield TW; Harder E; Lamoureux G; Vorobyov I; Anisimov VM; MacKerell AD; Roux 
B Simulating Monovalent and Divalent lons in Aqueous Solution Using a Drude Polarizable Force 
Field. J. Chem. Theory Comput 2010, 6, 774–786. [PubMed: 20300554] 

57. Murphy WF The Rayleigh Depolarization Ratio and Rotational Raman Spectrum of Water Vapor 
and the Polarizability Components for the Water Molecule. J. Chem. Phys 1977, 67, 5877–5882.

58. Stoll H; Wagenblast G; Preuß H On the Use of Local Basis Sets for Localized Molecular Orbitals. 
Theor. Chim. Acta 1980, 57, 169–178.

Chung et al. Page 20

J Phys Chem B. Author manuscript; available in PMC 2024 February 15.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



Figure 1: Geometry of distance scans for two-body and three-body systems.
(a) M+ – X−, (b) M+ – H2O, (c) X− – H2O, (d) X− – M+ – X−, (e) M+ – X− – M+, (f) H2O – 

M+ – H2O, (g) H2O – X− – H2O, (h) M+ – H2O – M+, and (i) X− – H2O – X−. M+ = Na+/K+ 

and X− = Cl−/Br−.
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Figure 2: Dimer electrostatic energy.
Electrostatic energy of a) Na-Cl, b) Na-Br, c) K-Cl, d) K-Br, e) Na-Water, f) Cl-Water, 

g) K-water, and h) Br-water dimer. Electrostatic parameters reproduce ab initio data. The 

vertical line indicates equilibrium distance.

Chung et al. Page 22

J Phys Chem B. Author manuscript; available in PMC 2024 February 15.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



Figure 3: Na-Cl polarization energy.
Polarization energy of the sodium chloride dimer is computed four different ways. The 

HIPPO variable polarizability model closely mirrors ALMO polarization energy, whereas 

the HIPPO fixed polarizability model matches the ab initio field polarization energy. The 

issue with over polarization in classical force fields lies in the polarizability, not the 

permanent electric field. The vertical line indicates equilibrium distance.

Chung et al. Page 23

J Phys Chem B. Author manuscript; available in PMC 2024 February 15.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



Figure 4: Ion-ion polarization energy.
HIPPO fixed and variable polarizability models of a) Na-Cl, b) Na-Br, c) K-Cl, and d) 

K-Br are compared against ab initio (ALMO) polarization energy. The vertical line indicates 

equilibrium distance.
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Figure 5: Ion-water polarization energy.
HIPPO fixed and variable polarizability models of a) Na-water, b) Cl-water, c) K-water, and 

d) Br-water are compared against ab initio (ALMO) polarization energy. The vertical line 

indicates equilibrium distance.
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Figure 6: Ion-ion total interaction energy.
HIPPO total interaction energies of a) Na-Cl, b) Na-Br, c) K-Cl, and d) K-Br are compared 

against ab initio (ALMO) interaction energy.
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Figure 7: Ion-water total interaction energy.
HIPPO total interaction energies of a) Na-water, b) Cl-water, c) K-water, and d) Br-water 

are compared against ab initio (ALMO) interaction energy. The interaction energies of 

Cl-water and Br-water are ~1 kcal/mol greater than that of ALMO, and the leading error is 

due to HIPPO underestimating charge transfer compared to ALMO. HIPPO charge transfer 

energies of e) Cl-water and f) Br-water is compared against ab initio (ALMO) charge 

transfer energy.
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Figure 8: Ion-ion three-body energies.
Ion-ion three-body energies are computed for a) Cl-Na-Cl, b) Na-Cl-Na, c) Br-Na-Br, d) 

Na-Br-Na, e) Cl-K-Cl, f) K-Cl-K, g) Br-K-Br, and h) K-Br-K trimers. HIPPO with variable 

polarizability is closer to the ab initio (DFT) values, compared with HIPPO with fixed 

polarizability and AMOEBA. Small differences between ab initio and HIPPO three-body 

energy may be from three-body dispersion or coupling of polarizability damping between 

different cartesian coordinates.
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Figure 9: Ion-water three-body energies.
Ion-water three-body energies are computed for a) water-Na-water, b) Na-water-Na, c) 

water-Cl-water, d) Cl-water-Cl, e) water-K-water, f) K-water-K, g) water-Cl-water, and h) 

Cl-water-Cl. For almost all cases, HIPPO with variable polarizability is an improvement to 

the three-body energies. Most of the three-body interaction energies are within 1 kcal/mol, 

which is the desired chemical accuracy.
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Table 1:

Electrostatics and polarization parameters.

Charge Penetration Polarization

Atom Z ζele (Å−1) α(Å3) k q ζexpol (Å−1)
O (water) 6.000 4.609 1.219 6.238 0.255 1.586

H (water) 1.000 4.637 0.143 9.273 0.001 5.685

Na+ 4.090 5.346 0.157 5.738 12.965 9.151

K+ 8.689 4.550 0.830 5.429 4.882 5.344

Cl− 9.937 3.404 5.482 2.211 1.129 1.178

Br− 12.129 3.223 7.268 2.354 1.128 1.114

J Phys Chem B. Author manuscript; available in PMC 2024 February 15.


	Abstract
	Graphical Abstract
	Introduction
	Theory
	Polarization with charge penetration correction
	Isotropic polarization with exchange correction (variable polarizability)
	Anisotropic polarization with exchange correction

	Methods
	Quantum calculations and parameterization

	Results
	Discussion and Conclusions
	Appendix
	References
	Figure 1:
	Figure 2:
	Figure 3:
	Figure 4:
	Figure 5:
	Figure 6:
	Figure 7:
	Figure 8:
	Figure 9:
	Table 1:

