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Ab initio multireference second-order perturbation theory compu-
tations are used to explore the photochemical behavior of two ion
pairs constituted by a chloride counterion interacting with either a
rhodopsin or bacteriorhodopsin chromophore model (i.e., the 4-cis-
�-methylnona-2,4,6,8-tetraeniminium and all-trans-nona-2,4,6,8-
tetraeniminium cations, respectively). Significant counterion ef-
fects on the structure of the photoisomerization paths are unveiled
by comparison with the paths of the same chromophores in vacuo.
Indeed, we demonstrate that the counterion (i) modulates the
relative stability of the S0, S1, and S2 energy surfaces leading to an
S1 isomerization energy profile where the S1 and S2 states are
substantially degenerate; (ii) leads to the emergence of significant
S1 energy barriers along all of the isomerization paths except the
one mimicking the 11-cis3 all-trans isomerization of the rhodop-
sin chromophore model; and (iii) changes the nature of the S13 S0

decay funnel that becomes a stable excited state minimum when
the isomerizing double bond is located at the center of the
chromophore moiety. We show that these (apparently very dif-
ferent) counterion effects can be rationalized on the basis of a
simple qualitative electrostatic model, which also provides a crude
basis for understanding the behavior of retinal protonated Schiff
bases in solution.

ab initio � counterion � conical intersection � protonated Schiff base

Retinal proteins (1–4) include the retina visual pigment rhodop-
sin (Rh) and the bacterial proton-pump bacteriorhodopsin

(bR). The biological activity of these pigments is triggered by the
ultrafast light-induced cis-trans isomerization of their chro-
mophores. These correspond to the 11-cis (PSB11) and all-trans
(PSBT) stereoisomers of the protonated Schiff base (PSB) of
retinal respectively. Recently, we have reported (5–7) the computed
photoisomerization path of different models of PSB11 and PSBT in
vacuo. It has been shown that, invariably, the excited state branch
of the path develops entirely along a charge transfer state (that can
be related to the 1Bu, i.e., hole pair, state of polyenes) that
corresponds to the first singlet excited state (S1) of the system and
ends at a peaked conical intersection (CI) where the S1 and ground
(S0) state energy surfaces cross. Because the CI features an �90°
twisted double bond, its geometrical and electronic structure is
consistent with that of a twisted intramolecular charge transfer
(TICT) state (5–7). The corresponding S1 isomerization coordinate,
starting at a planar Franck–Condon (FC) point, is bimodal being
sequentially dominated by two uncoupled modes. The first corre-
sponds to a stretching mode involving C–C bonds order inversion.
The second mode breaks the planar symmetry and is dominated by
a one-bond-flip (OBF) (8, 9) twisting of the reacting double bond.

In Fig. 1, we report the computed energy profiles and give a
pictorial view of the structure of the S1 energy surface of the PSB11
model 4-cis-�-methylnona-2,4,6,8-tetraeniminium cation (1�). As
shown in the figure, the path switches from the stretching to the
torsional mode in the region of the planar structure stationary point
(SP) located at the center of a rather long energy plateau. The same
data indicate that the path is either barrierless or displays, along the

plateau, a small (�1.0 kcal�mol�1) barrier. Computed absorption
and fluorescence maxima (6) changes in dipole moments and
simulated resonance Raman spectra (10) are consistent with the
corresponding experimental quantities, providing a validation of
the quality of the investigated models as well as of the two-state�
two-mode (6) reaction coordinate described above.

As mentioned above, the previously reported isomerization paths
are based on isolated PSB11 or PSBT models. No environmental
factors (e.g., the solvent or protein cavities) have been included in
the computations. However, such factors are known to affect both
spectroscopic and photochemical properties (11). First, the absorp-
tion maximum in the protein (500 and 568 nm for Rh and bR,
respectively) appears to be red-shifted with respect to the one
observed in solution (440 nm). Second, time-resolved spectroscopic
observations indicate that the excited state lifetimes of Rh and bR
are �150 and 200 fs, respectively. It is also shown that their
photoisomerization is stereoselective leading, exclusively, to the
all-trans and 13-cis chromophore stereoisomers, respectively, with
high (�67%) quantum yield (QY) (12, 13). In contrast, in solution
(e.g., in methanol or hexane) the excited state decay of PSBT
features a biexponential dynamics with a dominant (almost 20-fold
longer) 2-ps component (12, 14, 15) and leads to production of a
mixture of different stereoisomers, with smaller (�25%) QY (12,
16). Finally, an excited state energy barrier has been observed for
PSBT in solution (14). This finding has been used by Anfinrud and
coworkers (17, 18) to support a three-state (S0, S1, and S2) model
of bR photoisomerization, as an alternative to the two-state (S0, S1)
model (19–22) supported by our computations in vacuo (5, 6).

Among other possible environmental effects, the interaction of
the cationic retinal chromophore with its counterion is expected to
play a crucial role in tuning its photochemical and photophysical
properties. Indeed, because S1 is (with respect to S0) a charge
transfer (Bu-like) state (5, 6), its energy is expected to depend on
the interaction with the counterion. In the present work, the
isolated (i.e., gas-phase) models 1 and 2 (Scheme 1) are taken as
qualitative (first order) models for contact ion pairs of PSB11 and
PSBT. In fact, both computational (23–26) and experimental (27,
28) results indicate an �60° twisted (i.e., quasi-deconjugated)
6-s-cis �-ionone ring for retinal chromophores, supporting the use
of five conjugated double bond models.‡‡ Furthermore, the small
difference between the absorption maxima of PSBT and PSB11 in
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polar and apolar solvents (440 nm in methanol and 460 nm in
hexane) suggests the existence of strong chromophore�counterion
interaction (i.e., of a contact ion pair) not only for solvents of low
polarity but also for polar solvents. Possible alternative explanations
for this fact are provided in the literature (29–32), where it is
proposed that a polarizable environment as well as charge induced
dipoles orientation in polar solvents may yield a virtual counterion
in contact with the positive N-head even when the ion pair is loose.
Because of these missing effects, the isolated (i.e., gas-phase
calculations) ion pair can provide only a crude model for retinal in
solution.

The retinal chromophore�counterion interaction has been
widely investigated in the past (29, 33–36) by using different

theoretical treatments and, mainly, within the protein environment
(e.g., the electrostatic effect of the environment has been treated by
using dielectric models (29, 33), explicit point charges (36), and
specifically parametrized semiempirical quantum chemical meth-
ods). Semiempirical quantum chemical studies (including a polar-
izable environment) dealing with the effect of the counterion
position on the retinal chromophore isomerization path have been
pioneered by Warshel (37). Here, we report the first ab initio
multiconfigurational second-order perturbation theory computa-
tional study of the isolated retinal chromophore�chlorine ion pair
with the aim to establish the basic effects of a bare counterion on
the photochemistry of an isolated retinal chromophore. In other
words, we derive at the highest and unbiased level of theory possible
a reference model for the effect of the only counterion and, in turn,
for the comprehension of any superimposed environmental effect.
Accordingly, as mentioned above, 1 and 2 are investigated to
provide information on the structure of the photoisomerization
path of contact ion pairs. The Cl(�) counterion (that results from
the Schiff base protonation with HCl) is placed along the N-H axis
as suggested by NMR simulations (38, 39) and to mimic the
hydrogen bond of crystal structures of related compounds (40–43).
Most importantly, to relate the behavior of the isolated ion pair with
the behavior in solution, the NOCl distance is fixed at 5.25 Å. This
is the distance required to reproduce (computationally) the ob-
served absorption maximum in solution (425 nm in methanol) (28)
of the 5,6-dihydroretinal chromophore analogue of model 1. Al-
though this relatively large distance [yielding an �4.25-Å-long
N-H(�)OCl(�) hydrogen-bonded salt bridge] does reflect the lack
of the solvent dielectric constant in our ‘‘solvent’’ model, its value
seems to be consistent with that estimated for retinylidene iminium
salts in solution by Blatz (40) and Honing (44).

Below, we show that the interaction with the counterion leads to
the emergence of a long segment of the S1 isomerization path
featuring nearly degenerate S2 and S1 states and that may contain
flat energy minima and transition structures. Furthermore, we show
that the counterion may change the topology of the bottom of the
S1 potential energy surface turning the TICT S1�S0 CI feature to a
true S1 energy minimum. Such finding seems to be in line with the
longer S1 lifetime observed for PSB11 and PSBT in the solvent
environment.

Methodology
Consistently with previous work (5, 6), the presented excited state
isomerization paths are computed in terms of MEPs carried out at
the complete active space–self consistent field (CAS-SCF)�6-31G*
level of theory, with an active space constituted by 10 electrons in
the 10 �-orbitals of the conjugated backbones of 1 and 2 (45).
Multiconfigurational second-order perturbation theory reevalua-
tion of the energy carried out with the complete active space
second-order perturbation theory (CASPT2) method (46) is then
used to increase the accuracy of the path energy profile (see
supporting information, which is published on the PNAS web site,
for further details).

Results and Discussion
A schematic view of the S0, S1 and S2 energy profiles along the
computed S1 branch of the photoisomerization path of 1� (5, 6) is
shown in Fig. 2A. Notice that the steepness of the initial part of the
path is higher for the S2 covalent state (see also Fig. 1) (47). Because
the position of the positive charge along the chain depends on the
nature of the electronic state (i.e., it is located near the N-head for
ground and covalent Ag-like states and near the C-tail for the
charge transfer Bu-like state), a different stabilization is expected
when a chloride is placed near the N-head (as in 1 and 2). In
particular (see Fig. 2B), S1 is destabilized (i.e., because of a larger
chloride�positive charge distance) and S2 is stabilized (i.e., because
of a shorter counterion�positive charge distance) with respect to S0.
This leads to a blue-shifted (S0 3 S1) absorption maximum

Fig. 1. The Inset displays the energy profiles along the photoisomerization
minimum energy path (MEP) computed on the S1 (1Bu-like) energy surface for
the PSB11 model in vacuo (1�) (see ref. 6). A schematic illustration of the
bimodal reaction coordinate (stream of arrows) along the MEP in the dotted
box is reported below. Point SP corresponds to a flat planar stationary point
on S1, where the torsional deformation (leading to the TICT S1�S0 CI) begins.

Scheme 1.
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(interestingly, an �0.38-eV solvatochromic blue-shift has been
estimated for retinal PSBs in solvent with respect to isolated
conditions) (25) and, depending on the magnitude of the destabi-
lization, to a S1�S2 crossing near FC. As a consequence, the energy
profile along the S1 state may show regions with a covalent Ag-like
character similar to that documented for neutral polyenes (47–49).
Accordingly, point SP may feature a diradical rather than closed-
shell structure. Eventually, a second crossing could arise [leading to
an avoided crossing transition state (TS)] along the S1 path that will
recover the initial Bu-like (charge transfer) character and end at the
TICT state.

The same qualitative model predicts a different effect related to
the change in magnitude of the charge transfer along the S1 path.
In fact, according to previous computations (5, 6), only a partial
(�30%) positive charge translocation from the head to the tail
occurs upon S03 S1 vertical transition. The remaining charge still
resides near the N-head, and only later (i.e., upon twisting of the
reactive bond) migrates to the C-tail ultimately yielding a 100%
charge transfer at the TICT state. Thus, chloride destabilization of
the Bu-like charge transfer state will not occur with the same
intensity along the S1 path. In particular, the model predicts an
effect that is smaller at FC (i.e., the vertically excited structure) but
higher at twisted points, resulting (see Fig. 2b) in a decrease of the
slope of the S1 energy profile.

Finally, the same model can be used to predict the counterion
effects on the S1–S0 energy gap at the TICT state. In fact, because
of counterion destabilization of the Bu-like state, TICT states do not
correspond anymore to the CI seen in isolated retinal chromophore
models (Fig. 2A) but to true energy minima (TM in Fig. 2B).§§

The S1 isomerization paths computed for models 1 and 2 are
reported in Figs. 3 and 4, respectively. It is immediately apparent
that a behavior consistent with that predicted in Fig. 2 is demon-
strated. In fact:

(i) Destabilization (due to the counterion) of the original
charge transfer Bu-like state creates a marked blue-shifted
absorption and an extended segment of the paths where the
Bu- and Ag-like excited states are substantially degenerate
(effectively an S1�S2 intersection space is created) (50). This
extended degeneracy is a consequence of the tendency of
the charge transfer and covalent states to cross and recross
repeatedly along the path (as predicted in Fig. 2).

(ii) Along the S1�S2 segments, the assignment of the electronic
structure of the path (including that of the original SPs) is
substantially impossible. Indeed, because the two states are
nearly degenerate, their wave functions arbitrarily mix. As a
consequence, the amount of charge transfer or covalent
character of the states cannot be defined (51). On the other
hand, minimum energy structures (indicated as SP1 and SP2
for models 1 and 2, respectively) have been located.

(iii) Shallow energy barriers, controlling the S1 isomerization,
have also been located along the S1�S2 reaction path seg-
ments that may play a role in the excited state isomerization.

(iv) Further evolution beyond the TSs leads to the splitting of the
S1�S2 degeneracy. This reconstitutes the original charge
transfer Bu-like character of the S1 state as in the isolated
chromophore. Consistently, we find that, in all cases, the S1
isomerization path terminates at a TICT state. Notice that
such a state corresponds to a peaked S1�S0 CI (CI1 and CI2)
only when the isomerizingOCACO double bond is the one
closer to the anion. In contrast, when the isomerizing bond
is the central one the TICT state corresponds to a real
energy minimum (TM1 and TM2) in full agreement with the
qualitative prediction in Fig. 2.

The chosen distance between the chloride and chromophore
models (5.25 Å) seems to represent a borderline value for the
selection of the electronic character of the S1 energy surface along
the isomerization path. In fact, for values below this threshold we
expect, because of enhanced destabilization of the charge transfer
(Bu-like) state, a nondegenerate covalent (Ag-like) planar minimum
SP and a higher-energy TS. On the other hand, at longer distances
a charge transfer (Bu-like) SP is expected, similar to the situation
found in vacuo. This information might be useful in the design of
photodriven devices based on the cis-trans isomerization of PSBs

§§Because translocation of the counterion to the central position of the chromophore chain
(i.e., above the central double bond of models 1 and 2) is predicted to leave the original
energy gap unchanged (due to an equivalent stabilization of the charge transfer and
covalent states), a systematic trend may be expected at the TICT points, with decreasing
S1–S0 energy separation as decreasing the distance between the twisted central double
bond and the counterion (see ref. 11).

Fig. 2. Schematic illustration of the S0, S1, and S2 energy profiles along the retinal S1 photoisomerization coordinate in vacuo (A) and in a tight ionic pair (B).
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(52). We stress here that these results strictly apply only to the
isolated (i.e., gas-phase) ion pair or when this represents an
acceptable model of the condensed phase.

The energy barriers computed for 2 (1.2 and 1.8 kcal�mol at TS22

and TS12, respectively) are of the same magnitude of the experi-
mental value reported for the PSBT in methanol solution (1.7
kcal�mol�1) by El-Sayed and coworkers (14). Because of the
minimal character of our model, the agreement may be coincidental
(here, we tentatively extend our gas-phase results to the condensed
phase environment). However, it is worth to notice that the

computed barriers would provide a rationalization for the photo-
product distributions observed for PSB11 and PSBT in solution. In
fact, whereas PSB11 gives PSBT as the only product, the latter
generates a mixture of the PSB11 and PSB13 (i.e., the 13-cis)
stereoisomers (16). Because the PSB11 model 1 displays a substan-
tially barrierless path for the central double bond isomerization (see
Fig. 3A) but a barrier (�1.8 kcal�mol�1 at TS21) controlled path for
the adjacent double bond isomerization, the first is expected to
dominate consistently with PSBT as the major product. Because the
isolated PSB11 (7) displays a preferential 11-cis bond photoisomer-

Fig. 3. Computed MEPs along the central C4AC5 S1 photoisomerization coordinate (A) (for comparison, the corresponding path in vacuo is also reported; see
dotted lines) (6), and C2AC3 S1 photoisomerization coordinate (B) of 1. Energy profiles have been scaled to match CASPT2 energies. The structures (geometrical
parameters in Å and degrees) document the progression of the molecular structure along the coordinate. FC1 is the Franck–Condon structure, SP1 corresponds
to the covalent-like S1 skeletal relaxed species, CI1 and TM1 are the TICT (�90° twisted) S1�S0 CI funnel and twisted minimum, respectively, and TS11 and TS21 are
the transition states located along the paths. Ionic- and covalent-like S1 surfaces (as resulting from the analysis of the CAS-SCF wave functions) are illustrated
by a white and gray background, respectively. The bar diagrams give the S0 (black), S1 (light gray), and S2 (dark gray) CAS-SCF�6–31G* Mulliken charges for the
twisting left and right moieties (the dotted line represents the border between the two moieties) of 1 along the illustrated photoisomerization paths.
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ization, it appears that this is more an intrinsic property of the
chromophore than a directional effect of the external charge. On
the other hand, model 2 features similar barriers (1.8 and 1.2
kcal�mol) for the paths of Fig. 4 A and B consistently with
production of a mixture of PSB11 and PSB13 stereoisomers.

The existence of extended energy plateaus (where S1 and S2 are
degenerate) and energy barriers along the S1 isomerization paths of
1 and 2 may provide a rationale for the slower radiationless
deactivation (i.e., picosecond vs. subpicosecond decay) and, in turn,

for the smaller photoisomerization QY observed in solution as
compared with the visual receptor Rh [in fact, the QY has been
shown to increase when the deactivation time scale (actually, the
product appearance time) decreases] (53). Because of the possible
S1�S2 crossing and recrossing processes along the degenerate
plateau and the effect of the shallow barriers, the chromophore
evolution is slowed down with respect to the maximum possible
speed that, presumably, one has in the protein. Notice that recent
CASPT2��CAS-SCF�Amber quantum mechanics�molecular me-

Fig. 4. Computed MEPs along the central C4AC5 S1 photoisomerization coordinate (A), and C2AC3 S1 photoisomerization coordinate (B) of 2 (for comparison,
the corresponding paths in vacuo are also reported; see dotted lines) (7). Energy profiles have been scaled to match CASPT2 energies. The structures (geometrical
parameters in Å and degrees) document the progression of the molecular structure along the coordinate. FC2 is the Franck–Condon structure, SP2 corresponds
to the covalent-like S1 skeletal relaxed species, CI2 and TM2 are the TICT (�90° twisted) S1�S0 CI funnel and twisted minimum, respectively, and TS12 and TS22 are
the transition states located along the paths. Ionic- and covalent-like S1 surfaces (as resulting from the analysis of the CAS-SCF wave functions) are illustrated
by a white and gray background, respectively. The bar diagrams give the S0 (black), S1 (light gray), and S2 (dark gray) CAS-SCF�6–31G* Mulliken charges for the
twisting left and right moieties (the dotted line represents the border between the two moieties) of 2 along the illustrated photoisomerization paths.
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chanics computations (54, 55) indicate that, because of a specific
point charge distribution in the Rh cavity, the retinal chromophore
‘‘sees’’ an environment more similar to gas-phase than to that of its
counterion. A similar effect has also been seen in bR (56). This
effect leads to nondegenerate S1 and S2 surfaces, no barriers, and
steeper paths, as computed for the photoisomerization of the
isolated chromophore (5, 6). Therefore, the ‘‘unperturbed’’ (i.e., in
vacuo; Fig. 2A) and ‘‘perturbed’’ (i.e., ion pair; Fig. 2B) retinal
chromophore provides a crude model for the investigation of the
photoisomerization in the protein and solution, respectively.

The central double bond twisting in 1 and 2 involves, according
to our computations, population of TICT energy minima (TM1 and
TM2), which should result in thermal equilibration on S1, delayed
deactivation, and increased photoproduct appearance times. On the
other hand, we have seen (see supporting information) that the
S1–S0 energy gap at TM1 and TM2 can be tuned by moving
the counterion along the chain: When the anion gets closer to the
twisted bond, the S1–S0 energy gap decreases, and eventually, a
S1�S0 CI emerges (this situation corresponds to the one depicted in
Figs. 3B and 4B, where the twisting CAC bond is closer to the
anion). Thus, a repositioning of the counterion could, at least
partially, remove the S1–S0 gap. Strictly speaking, this conclusion
applies only to the gas-phase ion pair. Nevertheless, if the solvent
polarizability and oriented dipoles act as a virtual counterion (29,
30, 32), one may tentatively extend such a result to weakly bound
ion pairs in a polar solvent.

Conclusions
We have provided computational evidence that a bare counterion
strongly affects the energetic and photoreactivity of retinal chro-
mophores. In particular, we have shown that a qualitative electro-
static model, when applied to the isomerization path of the isolated
retinal chromophore (see Fig. 2A), can successfully predict the
structural changes of the excited state energy surface. Namely, it is
predicted that the charge transfer Bu-like state and the covalent
Ag-like excited state may become degenerate and cross repeatedly
(see Fig. 2B). The reported unbiased, state-of-the-art photoisomer-
ization path computations on 1 and 2 demonstrate that such

behavior is indeed found. We have also provided computational
evidence in favor of the validity of the idea that ion pairs constitute
zeroth-order models for the PSB11 and PSBT chromophores in
solution. In particular, the computationally documented flat and
S2�S1 degenerate potential energy region seems consistent with the
slower decay observed in solution with respect to the more gas-
phase-like protein environment (54, 55).

The two- vs. three-state model has been widely discussed in the
past by various authors (5, 6, 17–22, 57). Specifically, the presence
of an energy barrier was proposed to support a three-state model for
the retinal chromophore (excited state) isomerization where both
a Bu-like and an Ag-like state contributed, sequentially, to the
description of the electronic character of the excited state reaction
path (17, 18). Whereas in previous studies, carried out with the
same level of theory and focusing on the isolated chromophore or
on the protein-embedded chromophore, the results excluded such
possibility pointing to a two-state reactivity model, this does not
seem to be the case for the isolated ion pair. In fact, the documented
existence of Bu- and Ag-like real crossings and nearly degenerate
regions along the path support the idea that a three-state model may
more closely represent the situation even in solution (recent ab initio
QM�MM computations for the PSB11 in solution confirm a very
close placement of the S1 and S2 states) (55), although in a different
way than reported in the literature. Indeed, the Bu-like electronic
character is recovered for the reaction path driving the decay to the
ground state.
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