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Better understanding of Large Language Models’
(LLMs) legal analysis abilities can contribute to
improving the efficiency of legal services, governing
artificial intelligence and leveraging LLMs to identify
inconsistencies in law. This paper explores LLM
capabilities in applying tax law. We choose this area of
law because it has a structure that allows us to set up
automated validation pipelines across thousands of
examples, requires logical reasoning and maths skills,
and enables us to test LLM capabilities in a manner
relevant to real-world economic lives of citizens and
companies. Our experiments demonstrate emerging
legal understanding capabilities, with improved
performance in each subsequent OpenAI model
release. We experiment with retrieving and using
the relevant legal authority to assess the impact of
providing additional legal context to LLMs. Few-
shot prompting, presenting examples of question–
answer pairs, is also found to significantly enhance
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the performance of the most advanced model, GPT-4. The findings indicate that LLMs,
particularly when combined with prompting enhancements and the correct legal texts, can
perform at high levels of accuracy but not yet at expert tax lawyer levels. As LLMs continue
to advance, their ability to reason about law autonomously could have significant implications
for the legal profession and AI governance.

This article is part of the theme issue ‘A complexity science approach to law and governance’.

1. Introduction
AI capabilities are marching forward [1–5]. Large Language Models (LLMs) [6] are the locus of the
rapid advances. State-of-the-art LLMs are able to pass standardized tests [7] and plan, reason and
leverage tools [8]. LLMs, though, are essentially black boxes, even to their developers. We have
little insight into their inner workings and have no guarantees on how an LLM will behave on a
new task [9–11]. Best practice is to measure LLM performance on a litany of benchmarks before
models are deployed beyond the research environment, but these benchmarks are often not real-
world tasks we care about, or may have been memorized by the LLM during its training [12].
This phenomenon typically arises when the datasets used for training LLMs, often sourced from
the internet, contain the same data used for performance evaluation. The overlap can inflate the
estimate of the model’s performance, giving an illusion of understanding that could instead be
basic recognition [13].

We focus evaluation effort specifically on legal analysis capabilities of LLMs for three reasons.
First, assessing the extent that LLMs grasp the law can contribute toward governing LLMs and

automated systems more generally.1 One policy-relevant approach seeks to leverage regulatory
reasoning and legal reasoning within LLMs for ‘Law-Informed AI’ aligned with societal values
as determined by democratic processes and law-making. This ‘Law Informs Code’ approach rests
on the established effectiveness of the democratic process in creating adaptive legal standards
such as fiduciary duties through iterative debate and litigation [14]. The premise is that learning
the spirit of the law can guide AI systems in making reasonable choices in novel scenarios. For
instance, LLMs exhibit an early ability to predict when fiduciary duties are violated [15], and this
capability could power safer AI deployments where an LLM-powered system serves a human
principal.

Second, LLMs can be used as tools for humans to more efficiently and effectively provide
legal services, whether that be self-service or through a professional attorney. If the models better
understand law, they can be more reliable and ultimately more useful. LLMs might potentially
assist in tasks ranging from contract analysis to case prediction, potentially democratizing access
to legal advice, reducing the cost and complexity for those who might otherwise struggle
to navigate the legal system. Rigorous safeguards should be put in place as these models
are deployed, given the sensitive nature of legal work. This includes increasing data privacy,
minimizing bias, maintaining accountability for the decisions made with the help of these models,
and evaluating the suitability of the LLMs for any given use case. Hence, the need for systematic
evaluations.

Third, if LLMs understand the law well enough, they could be deployed by the government,
citizens and researchers to identify inconsistencies in existing laws [16]. LLMs could increase the
efficiency and transparency of governments more broadly. For instance, LLMs can oftentimes
provide clear, understandable explanations of complex laws and regulations. Eventually, LLMs

1Some examples in the USA and UK include National Artificial Intelligence Initiative, About: National Artificial Intelligence
Initiative, https://www.ai.gov/about/#naii-national-artificial-intelligence initiative. [Accessed 11 April 2023]; Advancing
Trustworthy AI, National Artificial Intelligence Initiative, https://www.ai.gov/strategic pillars/advancing-trustworthy-ai.
[Accessed 11 April 2023]; European Commission, Proposal for a Regulation of the European Parliament and of the
Council Laying Down Harmonised Rules on Artificial Intelligence (Artificial Intelligence Act) and Amending Certain
Union Legislative Acts, https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX%3A52021PC0206. (Accessed 11
April 2023).

https://www.ai.gov/about/#naii-national-artificial-intelligence
https://www.ai.gov/strategic
https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX%3A52021PC0206
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may help predict likely impacts of new laws or policies. By scanning vast amounts of legal text
and associated implementations, LLMs could flag potentially ‘outdated’ law, or areas where the
law is silent when, in other similar circumstances, the legislature or regulators provide guidance.

In this paper, we study retrieval-augmented generation of LLMs leveraging the text of the US
Code of Federal Regulations (CFR) and the US Code (a compilation of federal statutes). We test
the emerging capabilities of a suite of LLMs in understanding tax law.

We chose tax law for four reasons. First, unlike some legal subjects where the doctrines are
distilled from numerous precedents, the legal authority in tax law is principally concentrated
in two sources: the Treasury Regulations under the CFR and Title 26 of the US Code (also
called the Internal Revenue Code). This allows us to use a fixed universe of potentially relevant
documents for the LLM’s retrieval augmentation. Second, many tax rules allow for definitive
answers to inquiries. This allows us to set up consistent and automated validation pipelines.
Third, answering tax law questions for a given scenario usually requires logical reasoning skills
and even maths skills beyond just reading the relevant legal authority, enabling us to test LLM
capabilities in a manner relevant to real-world practice. Fourth, tax law is highly significant to the
economic lives of nearly every citizen and company on a regular basis.

We assess the accuracy of responses generated by LLMs on thousands of tax law inquiries
across experimental set-ups: the use of the LLM alone and the integration of the LLM with
the underlying legal texts, along with various retrieval techniques (with comparisons made
across different retrieval methods). We conduct these experiments across LLMs, from smaller
and weaker models, up through the largest state-of-the-art model, OpenAI’s GPT-4. Each LLM
we tested was state-of-the-art when it was originally released. Through examining results
across increasingly large models, we find evidence for emerging legal understanding capabilities
of LLMs, improving with each model release. This suggests that we may see the advent of
superhuman AI legal skills as the state of the art continues to rapidly advance.

2. Our approach to validating LLM legal understanding
We test LLMs’ ability to ‘understand’ law. Giving relevant and correct legal advice for a specific
situation is a task combining precise knowledge of legal sources as well as reasoning (and
sometimes maths) capabilities to analyse situations.

We generate multiple-choice problems, each consisting of a question and a set of potential
answers (only one of which is correct). The facts, names and numbers for each problem are
randomly generated by Python code. As a result, our synthetic validation set consists solely of
brand-new problems that do not exist on the internet and could not have been included in the
training set for any LLM. This is an important distinction setting our validation apart from many
other LLM benchmarking exercises. In many cases, the LLM being evaluated—which is trained
on much of the internet—may have been trained on the validation data itself.

While some of the questions involve only qualitative understanding (e.g. ‘checking-the-
box’ questions, see electronic supplementary material, appendix for more), others involve more
arithmetic operations as well (e.g. calculation to determine basis amount). The solution to a given
problem can refer to either the CFR or the US Code. To produce problems of a specific question
type, we call our Python code to generate a bulk collection of multiple-choice problems. Each
generated problem contains: (i) the legal question with answer options for the LLM to choose
from; (ii) the correct option; (iii) the explanation for why that option is correct and (iv) the citation
to the specific part of the law in which the answer to the question can be determined.

We generate two overarching multiple-choice exams for evaluation, one based on the CFR, and
one based on the US Code. The CFR and US Code exams are composed of three and four sections,
respectively, with each 100-question section pertaining to a specific tax law question type. See the
electronic supplementary material, appendix for details on these seven types of questions across
tax law categories.

For each question, we prompt an LLM to pick one of the multiple-choice answers, and we
evaluate the LLM’s performance based on whether it chooses the correct answer. Since manually
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grading over 28 000 questions across all experiments by hand is not feasible, and since the models
do not always produce outputs in a consistent format that we can parse consistently and directly
compare to the real answer, we use the most powerful available LLM, GPT-4, to carry out the bulk
of the final simple step of the evaluation. GPT-4 is instructed to grade the accuracy of a predicted
answer choice by comparing it to the real answer choice for a given question.2

3. Our approach to retrieval-augmented generation and LLM prompting
We compare results across retrieval methods, each with its own prompt template that provides
different supporting context to the LLM; see the electronic supplementary material, appendix
for a full example of a prompt template from one of our experimental runs. When supplying
supporting context to models with smaller context windows, we sometimes had to truncate
the retrieved context to fit inside the window. The LLMs have the following context windows:
davinci, 2049 tokens; text-davinci-002 and gpt-3.5-turbo, 4097 tokens; gpt-4, 8192 tokens.

Our first experimental setting for retrieval, ‘bypass_retrieval,’ creates a baseline for testing
the impact of retrieval and LLM knowledge. In these cases, we simply provide the LLM with
a multiple-choice question and the answer options with no additional explicitly provided legal
context. This method assesses the ability of an LLM to answer a tax law question solely from its
‘internal knowledge base’.

For the second retrieval experimental setting, ‘similarity_search,’ we inject potentially relevant
legal text into the prompt. Offline, before running the evaluations, we extracted the statutes from
Title 26 of the US Code and regulations from the CFR Treasury Regulations in the form of discrete
documents, each corresponding to a subsection from the legal source. The discrete subsection
documents are roughly 130 tokens on average for our CFR vector database, and roughly 250
tokens on average for our US Code vector database. We leverage the open-source ‘Facebook
AI Similarity Search’ library to create a vector database that maps the discrete subsections
to 768-dimensional embeddings, computed by a state-of-the-art [17] dense retrieval model,
GTR-large [18]. GTR-large is trained on large amounts of retrieval data from various domains,
including biomedical and science text, but not legal text; thus, our retrieval use-case is ‘out-of-
domain’ for the embeddings model.3 When a question is presented as input, our system retrieves
the four most ‘relevant’ documents from the vector store, where relevance is estimated based on
the cosine similarity between the documents and the question. These documents are then injected
as context into the prompt together with the original question, and the LLM is also instructed to
return the metadata for which legal source subsections it referenced in its answer.

The third experimental setting, ‘gold_truth,’ does not rely on a vector database or similarity
search to provide the LLM with additional context; instead, we directly provide as context the
correct source material, obtained by referencing each given question’s citation to the specific part
of law it pertains to. Incorporating this method in the experimental design helps estimate the
impact of the theoretically best possible retrieval. Another way of looking at this design is that
it isolates errors in the LLM’s reasoning caused by inaccurate retrieval in the ‘similarity search’
method.

For the fourth retrieval method, ‘lecture_notes,’ we provide context to the LLM in the form of
lecture notes (written by Sarah Lawsky, one of this paper’s co-authors and a Professor of Law at
Northwestern University Law School) relevant to the given question type [19].

Another experimental variable was whether we employ ‘chain-of-thought’ (CoT) prompting,
which asks the LLM to think through its response step-by-step.

2Before deploying this evaluation method at scale to grade all of our experiments, we assessed its efficacy on a subset of
questions across all the LLMs we were going to evaluate; our GPT-4 LLM evaluator perfectly graded nearly all of these
questions, only erring less than 1% of times when grading the most ambiguous and difficult-to-grade outputs from the oldest
and least capable model we evaluated, OpenAI’s ‘davinci’ release. For example, davinci can at times generate outputs with
multiple conflicting answer choices (even when instructed not to), occasionally fooling our LLM grader that davinci correctly
picked the one true answer. But this did not occur frequently enough to significantly impact the overall trends we report,
which we determined by manually reviewing much of the davinci grading.
3We are developing ‘in-domain’ embeddings currently for follow-up work.
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experiment with injecting relevant CFR
or US code legal context into prompt

experiment with ‘Chain-of-Thought’
and few-shot prompting techniques

construct prompt
with tax law

multiple-choice
question

experiment with
feeding prompt into
OpenAI's GPT-3,

GPT-3.5 or GPT-4 to
generate answer

evaluate answer
with GPT-4

Figure 1. Our experimental pipeline compares performance onmultiple-choice tax law exams across different LLMs, document
retrieval techniques and prompting techniques.

Finally, we experimented with few-shot prompting. This is where we provide a set of three
other question–answer pair examples to the LLM, along with the question being asked. We varied
the pairs to match the question type for the given problem and ensured that the question–answer
pairs were not any of the questions used for evaluation. The notion behind few-shot prompting
is to guide the LLM toward how to answer the given question by observing examples of how to
answer questions. We did this for all LLMs without providing contextual source documents or
lecture notes.

4. The LLMs
A primary factor we vary in our experiments is the LLM itself. We run the experimental design
across four increasingly advanced LLMs released by OpenAI over the past three years. The
weakest model we employ, ‘davinci,’ is the ‘most capable GPT-3 model.’ ‘text-davinci-002′ is an
earlier version of GPT-3.5 that is ‘trained with supervised fine-tuning instead of reinforcement
learning.’ ‘gpt-3.5-turbo’ is the ‘most capable GPT-3.5 model.’ The most capable model, ‘gpt-4,’ is
‘more capable than any GPT-3.5 model, able to do more complex tasks4.’

For all models across all experiments, we set temperature equal to zero when generating
responses to our prompts. Temperature is a parameter that controls the ‘randomness’ of the
model’s output. For these LLMs, lower temperatures make the outputs more deterministic.

Finally, after running the experimental design across factors, we then run a final setting,
‘mega_run,’ which combines the ‘gold_truth’ retrieval method, few-shot prompting, and CoT
prompting of GPT-4. In other words, the most powerful combination of techniques and the most
powerful model. This allows us to assess the upper bound on performance with these particular
techniques. We discuss more advanced prompting in the Related Work and Next Steps sections
that is likely to further boost performance.

Our total sample across the experiments contains 28 700 answers. Figure 1 visualizes the
process and the experimental factors (in red).

5. Results
The first question we wanted to answer is whether CoT consistently improved the results for
all (or most) models and all (or most) methods of retrieval. The answer is no, as evidenced by

4See https://platform.openai.com/docs/models/.

https://platform.openai.com/docs/models/
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Figure 2. The y-axis is the accuracy of that experimental setting averaged across the different question sub-types. Spanning
from left to right within each of the two columns, we generally see a slight improvement in overall accuracy as the LLM is
provided with more relevant legal source material with each subsequent retrieval method.

the difference between the solid and dashed lines in the charts of figure 2. CoT does boost the
performance of GPT-4, though. This suggests an LLM might need to have a certain capability
level to be able to exhibit improved performance through additional reasoning. Two responses
from GPT-4 prompted with CoT provide a sense of what our evaluation data looks like (Examples
1 and 2).

(a) Example 1
(i) Question

Aurora is hired by Grasshopper, Inc., on 17 September 2023. On her first day of work, when the stock
trades at $18 per share, Aurora acquires 20 shares of Grasshopper stock for $15 per share, as contemplated
by her employment agreement. The stock is a capital asset in Aurora’s hands. As part of the terms of her
employment, if she does not work for Grasshopper for 4 years, Aurora must return the stock. Anyone to
whom Aurora transfers the stock is subject to the same restriction. Aurora makes no elections with respect
to the stock. When the restriction expires and the stock vests in 2027, it is worth $23. Aurora sells the shares
in 2028, when the stock is worth $25 per share. How much may Grasshopper deduct per share in 2027 due
to the vesting of the shares?

(1) $0 (2) $2 (3) $3 (4) $7 (5) $8 (6) $10 (7) $15 (8) $18 (9) $23 (10) $25.

(ii) GPT-4 response

According to §83(a), the amount to be included in the gross income of the person who performed the services
is the excess of the fair market value of the property at the time the rights become transferable or not subject
to a substantial risk of forfeiture, over the amount paid for the property. In this case, the fair market value of
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the stock when it vests in 2027 is $23 per share, and Aurora paid $15 per share. The excess is $23−$15 = $8
per share. §83(h) states that the employer, Grasshopper, can deduct an amount equal to the amount included
in the gross income of the person who performed the services. In this case, that amount is $8 per share. So,
Grasshopper may deduct (5) $8 per share in 2027 due to the vesting of the shares.

(iii) Correct answer

(5) $8

(b) Example 2
(i) Question

Zahra owns property that is worth $41 000, with a basis of $33 000. Zahra dies and leaves the property
to Dylan. Several years later, Dylan sells the property for $37 000. How much gain or loss does Dylan
recognize due to his sale of the property for $37 000?

(1) −$4000 (2) −$3000 (3) −$488 (4) $0 (5) $2000 (6) $4000 (7) $14 000

(ii) GPT-4 response

Zahra dies and leaves the property to Dylan. According to the context provided, the basis of the property
in the hands of Dylan would be the fair market value of the property at the date of Zahra’s death, which is
$41 000. Now, Dylan sells the property for $37 000. To calculate the gain or loss, we subtract the basis from
the selling price: $37 000−$41 000 = −$4000. So, the answer is (1) −$4000.

(iii) Correct answer

(1) −$4000
The second experimental question is whether giving the LLM more legal text and more relevant
(to the specific question we are asking it) legal text increases accuracy for all (or most) models.
The answer is weakly yes, as evidenced by the upward slope of some of the lines in the charts of
figure 2. As you move from the left to the right in these charts, the experimental setup is providing
more and/or more relevant legal text to the LLM, starting with the ‘bypass_retrieval’ setup, where
we don’t give any source material to the LLM, to ‘gold_truth,’ where we give the most relevant
source material to the LLM.

The third experimental question is whether few-shot prompting helps. The answer is a strong
yes for GPT-4 and seems to be less consistently useful for weaker models. In the ‘few_shot’
experimental setting, we do not give any source material to the LLM, but we input into the
prompt examples of questions and answers from other questions that we are not testing it on, i.e.
‘few_shot’ is ‘bypass_retrieval’ plus few-shot prompting. The ‘mega_run’ experiment combines
‘gold_truth’ sources with few-shot and CoT prompting. As evidenced by figure 3, GPT-4 is able to
leverage relevant legal text and examples of the question-and-answer task to ‘reason’ and come
to a correct answer a large proportion of the time on difficult tax questions.

The primary experimental factor causing consistent increases in accuracy, when averaged
across the other factors, is which underlying LLM is being used. This is consistent across the
CFR and US Code focused questions; the same pattern holds of newer models outperforming
older models, as shown in figure 4.

6 . Implications
Our work represents a step toward adapting LLMs to autonomously and reliably reason
about law. While our experiments are limited to US tax law, the capabilities the experiments
investigate—finding relevant legal authorities and applying them to specific factual scenarios—
are at the heart of legal work and could be generalized to other areas of legal practice. The
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increasing performance of LLMs on these tasks could have profound implications for the practice
of law in areas similar to tax law, and the governance of AI.

First, lawyers are highly trained professionals, and LLMs could disrupt the legal services
industry to the extent they are able to replicate much of the work of a skilled lawyer. We
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do not wish to overstate this possibility, since even our best current models underperform a
professional tax lawyer, who would be expected to answer these questions with near-perfect
accuracy. Moreover, answering clear-cut legal questions is only a small part of the work of a
practising lawyer. Clients rely on lawyers for contextual advice, ethical counsel, and nuanced
judgement, which at present LLMs are not able to provide as consistently as most human lawyers.
Nevertheless, there is no strong reason to believe that LLMs could not eventually accomplish a
wide range of legal tasks with greater performance, and our work represents a benchmark to track
the improvement of LLMs at legal reasoning.

Second, even if LLMs are not replacing trained lawyers, they can assist a lawyer or provide
a first draft of work a lawyer could subsequently check. This could significantly increase the
productivity of practising lawyers and decrease the cost of legal services, potentially improving
access to legal counsel for many people who currently cannot afford it. In addition, LLMs could
provide useful legal information to consumers who are not engaging a traditional lawyer. As
LLMs become more capable of autonomously providing basic legal advice, policymakers might
have to reconsider regulations on how legal advice is delivered, including regulations about the
unauthorized practice of law.

Third, governance is a key component of aligning AI with humans. Methods that improve
LLM legal analysis skills are relevant, either by helping AI models ‘self-police’ to ensure they are
acting in accordance with law, or by designing separate models that can apply legal and ethical
standards to confirm whether or not another AI is properly aligned with the law.

Our work also adds to the literature on emergent capabilities of LLMs by demonstrating the
emergence of tax law understanding, which occurs once the LLM is of sufficient underlying
general capability and is adequately prompted to elicit ‘reasoning’ behaviour. Extrapolating these
capabilities forward, LLMs being able to ‘understand’ law would affect lawmaking [20] and
necessitate changes to legal services regulation and emerging AI governance regimes.

7. Related work
LLM prompting involves designing text inputs to generate a response from an LLM. The goal
of prompting is to steer the behaviour of the LLM in a way that elicits a desired outcome.
Recent research has focused on developing effective prompting techniques that can expand
LLMs’ capabilities when carrying out a variety of tasks. Examples include prompt patterns [21],
in-context instruction learning [22], evolutionary prompt engineering [23] and domain-specific
keywords with a trainable gated prompt to guide toward a target domain for general-domain
LLMs [24]. Zhong et al. [25] experiment with prompting LLMs to do scientific tasks across
fields like business, science, and health by providing the LLM with a research goal and two
large corpora, asking the LLM for corpus-level difference. Reppert et al. [26] develop iterated
decomposition, a human-in-the-loop workflow for developing and refining compositional LLM
programs that improves performance on real-world science question and answer tasks.

More advanced techniques involve processes such as annotation, distillation, and model self-
reflection. Diao et al. [27] developed Active-prompt, which finds the most uncertain questions
for the LLM and annotates those from the pool, achieving the state of the art on complex
reasoning tasks. Zhuo et al. [28] develop methods for automatically designing multiple prompts
and integrating automatic verbalizers without sacrificing performance. LLMs can also improve
through introspection. For example, Kim et al. develop a prompting scheme where an LLM
agent recursively criticizes and improves its output (RCI), outperforming supervised learning
and reinforcement learning approaches on the MiniWoB++ benchmark, a web-based simulation
task suite with tasks ranging from simple clicking to complex maths problems [29]. Press et al.
investigate LLMs’ abilities to engage in compositional reasoning tasks, finding that as model size
increases, single-hop question-answering ability improves more rapidly than multi-hop question-
answering ability, resulting in a ‘compositionality gap’. The authors propose ‘elicitive’ prompting
methods, such as CoT and self-talk, to mitigate this gap [30]. Yao et al. [31] developed the
popular ReAct approach where LLMs generate reasoning and actions in an interleaved manner,
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outperforming state-of-the-art baselines at the time across various tasks. Jin et al. [32] develop
‘Moral Chain-of-Thought’ (MORALCoT) prompting, which draws from cognitive science theories
of moral reasoning and excels in a novel challenge set centred on permissible rule-breaking.

A growing body of research examines the characteristics of prompting. For instance,
Lu et al. [33] find that the performance of LLMs is not associated with the perceived difficulty
of prompts estimated by human annotators, and that employing definitions, demonstrations
and explanations can enhance performance. Halawi et al. [34] investigate model performance
when confronted with misleading or false prompts and reveal that LLMs exhibit comparable
performance, irrespective of few-shot prompt accuracy, while accuracy discrepancies due to
deceptive prompts only emerge in later layers of the model. Focusing specifically on discrete
prompts, Ishibashi et al. demonstrate that although these prompts exhibit a degree of robustness
against certain perturbations, they remain vulnerable to others and fail to generalize effectively
across natural language inference datasets. This underscores the necessity for further exploration
into robust discrete prompting [35]. Focusing on the role of prompting in boosting LLMs’ ‘Theory-
of-Mind’ performance, Moghaddam and Honey show that in-context learning prompts boost
Theory-of-Mind abilities in GPT-4 and GPT-3.5 models [36].

Prompting serves as a crucial element in using LLMs for real-world applications such as
legal services and legal question-answering, as it connects model capabilities with targeted
functionalities. In the context of our study, we examine LLMs’ capacity to comprehend regulations
and laws and experiment with the effects of very simple prompting techniques on accuracy.
We leave the more advanced prompting discussed here for follow-up work in adapting these
techniques to the legal domain.

Another burgeoning part of the LLM literature is dedicated to the capacity of LLMs to
function as agents that perform tasks, make decisions, and interact with their environment.
Andreas et al. [37] demonstrate that LLMs can serve as agent models when only trained on
bodies of documents, by implicitly inferring fine-grained communicative intentions and using
that for subsequent text generation. LLM-powered agents have demonstrated competence on
some tasks that require reasoning, especially when combined with ‘tools’ and symbolic systems.
For instance, an AI system, Cicero, achieved human-level performance in the strategy game
Diplomacy by integrating an LLM with strategic reasoning [38]. Furthermore, Shinn et al. [39]
explore LLM agents’ ability for learning from mistakes with Reflexion, an approach that equips
LLM-based agents with dynamic memory, ‘self-reflection’ capabilities and a method for detecting
hallucinations.

Regarding agentic LLMs more generally, Yang et al. [40] investigate connections between
LLMs and external entities, and their decision-making, using methods such as prompting,
conditional generative modelling, planning, optimal control and reinforcement learning. A
primary focus of autonomous agents lies in the interface between the LLM as an agent and the
environment with which it interacts. Li et al. employ the ‘Internet Explorer’ approach, which
enables LLMs to dynamically use the internet as a continuously updating, open-ended dataset.
In this approach, smaller models explore the web through self-supervision, locating relevant
data to quickly enhance task performance [41]. Carta et al. [42] examine a method to improve
the alignment between the LLM’s knowledge and its environment, while augmenting functional
competence; the LLM is grounded in an interactive text world with online reinforcement learning,
incrementally updating its knowledge based on observations. Agents need to plan, and there
is substantial interest in LLMs’ ability to act as planners. Valmeekam et al. investigate the
planning capabilities of LLMs, which exhibit poor performance in fully autonomous mode
during common-sense planning tasks. However, when ‘heuristic guidance’ and ‘human-in-the-
loop’ modes are employed, performance improves, albeit marginally [43]. As an example of a
direction toward autonomous planning, Wang et al. developed a ‘Describe, Explain, Plan and
Select’ approach, which explores the use of LLMs as planning agents in open-ended planning
scenarios with long-term, multi-step tasks. This approach significantly improved performance
in over 70 Minecraft tasks [44]. Other research examines LLMs as a component in building AI
agents. For example, Li et al. [45] explore the use of LLMs as probabilistic priors for generalized
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decision-making, applicable to non-linguistic perception and control, as well as tasks such as
semantic segmentation, household navigation and activity recognition. The explosion of research
interest at the intersection of autonomous agents and LLMs is relevant to our work, since agents
that better understand the law are more likely to be aligned with society. By benchmarking legal
understanding of LLMs, we can contribute to assessing the safety of agentic LLM deployments.

As LLMs demonstrate significant potential in tackling diverse tasks, research has focused on
methods of evaluating their performance. Increasingly specific benchmarks are being developed.
Examples include G-Eval, a framework using LLMs to evaluate natural language generation
output via a CoT paradigm [46], and AmbiEnt, where even advanced models like GPT-4 struggle
with correctly disentangling ambiguous meanings [47].

Providing LLMs with domain-specific knowledge, updated data, and specialized reasoning
and computation abilities can improve their performance on some tasks. Mialon et al. review
the current advancements in augmentation, where LLMs are enhanced through reasoning
capabilities, external modules and tools. The authors argue that augmentation could potentially
ameliorate interpretability, consistency and scalability issues in LLMs [48]. Researchers have
devised several methods for LLMs to employ external resources. For instance, Peng et al. [49]
introduce a system that employs plug-and-play external modules to refine grounded responses
using external knowledge and iterative revision based on utility function feedback, substantially
reducing LLM hallucinations. Zhou et al. [50] develop Doc-Prompting, a natural-language-to-code
technique that uses library documentation retrieval for code generation. External documentation
can also facilitate LLM self-assessment: Wu et al. establish a ‘Read and Reward’ framework to
enable an LLM to self-evaluate through manual learning. This framework employs a Question
and Answer (QA) extraction module that condenses manual information and a reasoning module
to assess interactions based on this information [51].

QA has served as the testing ground for most of the LLM augmentation research thus far.
Chen et al. review open-domain QA research [52]. Sil et al. introduced PRIMEQA, an open-source
repository to democratize cutting-edge QA methodologies. This end-to-end QA toolkit allows
for custom app creation with trainable retrievers and readers for deployment [53]. Sun et al. [54]
propose recitation-augmented language models, enabling LLMs to retrieve pertinent information
from their own memory through sampling to answer questions. Khattab et al. [55] present
Demonstrate-Search-Predict (DSP) for retrieval-augmented in-context learning that decomposes
problems into more manageable components for both the language and retrieval models.
Ye et al. [56] develop Compositional Exemplars for In-context Learning to assist in selecting the
most diverse yet useful examples for LLMs to learn from for in-context learning. Ram et al. [57]
present a simpler alternative to Retrieval-Augmented Language Modeling (RALM): in-context
RALM, where grounding documents are incorporated into the LLM’s input without modifying
its architecture. In our paper, we focus on simple forms of augmentation, and leave testing these
more sophisticated methods for future work.

There are many tasks that larger LLMs can complete that smaller models cannot [58]. Larger
models have more inherent resources (for example, GPT-2 has 1.5 billion parameters while GPT-
3 has 175 billion), and for some tasks that require various complex types of reasoning, LLMs’
capability to do such tasks ‘emerges’ in a nonlinear fashion after reaching a certain model size.
Jason Wei has compiled a list of 137 emergent abilities of LLMs that have been uncovered by
research, which includes things like ‘hindu language,’ ‘causal judgement’ and ‘geometric shapes
[59].’ Our experiments suggest that legal understanding could be one such emergent ability.

8 . Next steps
With clear evidence showing increases in capabilities from older to newer LLMs, attention can
be shifted towards validating and improving the abilities of the newest, most powerful models
available.

Regarding prompting, further analysis of our results could investigate the relationship
between prompt length and accuracy. One possibility is that the LLMs do not perform as well as
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they could because their performance degrades as the length of the input increases; just because
newer models like GPT-4 have a wider context window may not necessarily mean filling it to the
max is optimal.

Many of the more advanced prompting techniques discussed in the Related Work section are
prime candidates for increasing performance; in particular, the self-reflection and self-refinement
techniques. For example, the LLM can be prompted with its own answers, and the relevant
context, and asked, ‘Are there any ambiguities in this question that make it difficult to answer
or for you to doubt your current answer? If so, conduct additional legal research by generating a
topic that we need to search legal sources for’. The response can then be used to conduct further
retrieval-augmented generation.

Regarding document retrieval, we seek to close the gap between the ‘similarity search’ and
‘gold truth’ retrieval methods through better retrieval. Especially for GPT-4, we saw a clear
performance boost when feeding in the ‘gold truth’ legal documents, rather than performing
similarity search to extract the relevant documents from a vector database. This result indicates
that our similarity search technique, and the various hyperparameter defaults we used, did not
provide the most relevant ‘gold truth’ sources into the LLM a significant portion of the time.
Ultimately, as LLMs are deployed in real-world settings where humans would not be providing
the exact legal documents necessary, the ability to retrieve the relevant documents will be
important. We need to experiment with factors such as the choice of model embeddings, retrieval
technique, and the token length of vector database subsections and number of subsections
retrieved and placed into the prompt.

Finally, future work could compare performance between generally pre-trained LLMs, such as
the OpenAI models in our experiments, and language models specifically pre-trained and fine-
tuned for legal reasoning. Developing best practices for fine-tuning models for legal reasoning
tasks is an important step towards sufficiently boosting AI legal capabilities in real-world settings.
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